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24.1 RELAXATIONAL AND DESTRUCTIVE

PROCESSES

24.1.1 Introduction; Service Performance

and Reliability

Service performance and reliability constitute the bottom

line of the entire polymer science and engineering. Since

this statement might appear an exaggeration, let me imme-

diately explain why. Synthesis of macromolecules is of

interest primarily to synthetic chemists; polymer rheology

is of interest to polymer rheologists; rotational injection

molding is of interest to rotational injection molders; and

so on. There is, however, an exception: reliability of poly-

meric materials and components is of interest to every-

body—polymer scientists, polymer engineers, and all

laymen including those who do not even know what the

word ‘‘polymer’’ means. A very good example provides a

little girl playing with a plastic doll. If the doll will break

into pieces, the girl will certainly cry first. Somewhat later,

however, some captains of industry might cry also.

Given this situation, let us formulate two highly pertinent

and often asked questions:

1. Will a given polymeric material or component serve

for a reasonable amount of time, or will it fail prema-

turely?

2. Can we get a material or component with better prop-

erties?

While both questions are often asked simultaneously, the

second question deals with development of new materials and

will not be considered per se in this Chapter; some answers are

provided in Chapter 41 on polymer liquid crystals. The first

question shows that failure is related to prediction of perform-

ance under given service conditions, and this is the way we are

going to tackle this problem. More specifically, we need

prediction of long-term performance from short-term tests,

and this will be one of the leitmotivs of the present chapter.

The subject of this chapter is a vast one. There exist entire

books devoted to it, including classical books by Ferry [1] and

Aklonis and McKnight [2] as well as more recent ones [3,4].

24.1.2 The Chain Relaxation Capability (CRC)

Polymeric materials are all viscoelastic. The ‘‘face’’ each

polymer shows to the observer—elastic, viscous flow, a

combination of both—depends on the rate and duration of

force application as well as on the nature of the material and

external conditions including the temperature T. We discuss

the nature of viscoelasticity below and additionally in Sec-

tion 5. In general, properties of viscoelastics depend on time,

in contrast to metals and ceramics.
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To get a clear picture of the problem we are about to

tackle, let us return to the girl with her plastic doll. Playing

with the doll, the girl applies forces with various duration,

direction(s) and application rate(s). For instance, the girl

applied a tensile force to the head and both legs of the

doll. The doll is a physical system which thus received

energy U0 from outside. Important for the girl—and for

us—is the question number 1 formulated above. Will the

energy U0 be spent on destruction and eventual fracture of

the doll, or will it get somehow dissipated and the doll will

‘‘live long’’? We can write a general equation [5–7]

U ¼ U0 � Ub � Ur, (24:1)

here U is the energy furnished from outside which at a given

time has not yet been spent one way or the other; Ub (b for

bond breaking) at the same time has been spent on destruc-

tive processes (such as crack formation or propagation); Ur at

the given time has been dissipated, that is spent on nondes-

tructive processes. Dissipation in a viscoelastic material is

largely related to relaxational processes; the subscript r

stands for relaxation. The quantities in Eq. (24.1) may refer

to the material as a whole, but it is usually convenient to take

them per unit weight of the polymer such as 1 g. Ur is quite

important. It will be related soon to the chain relaxation

capability (CRC) which has been defined [5–7] as follows:

CRC is the amount of external energy dissipated by

relaxation in a unit of time per unit weight of polymer. In

the following we shall use the abbreviation CRC for the

concept and the symbol UCRC for the, respective, amount of

energy. Thus, at a given time t

Ur ¼
ðt

0

UCRCdt: (24:2)

The main reason why the concept of CRC is so useful is the

following fact: it takes approximately 1,000 times more

energy to break a primary chemical bond such as a car-

bon–carbon bond in a carbonic chain (what contributes to

Ub and to crack propagation) than to execute a conforma-

tional rearrangement around the same bond. This is the basis

of the following key statement [5–7]:

Relaxational processes have priority in the utilization of

external energy. The excess energy which cannot be dissi-

pated by such processes goes into destructive processes.

Nature is very kind to us! A viscoelastic material will

relax rather than fracture—as long as it can go on relaxing.

Unless there is a high concentration of external energy at a

particular location, and as a consequence a number of pri-

mary bonds will break starting a crack, that energy will be

dissipated. In contrast to nonchain materials, when we pull

at a polymeric chain we gradually engage all segments of it;

this by itself lowers the probability of local concentration of

external energy and of destruction. Of course, there exist

local energy concentrators and we shall discuss them below.

There exist a number of constituents of CRC; we have just

named one of them, but let us list them together:

1. Transmission of energy across the chain producing

intensified vibrations of the segments.

2. Transmission—mainly by entanglements but also by

segment motions—of energy from the chain to its

neighbors.

3. Conformational rearrangements (such as cis into trans
in carbonic macromolecules) executed by the chains.

4. Elastic energy storage resulting from bond stretching

and angle changes.

5. Phase transformation toughening first observed by Kim

and Robertson [8] and also studied by Karger-Kocsis [9].

Incidentally, fairly often the penultimate factor is ex-

cluded—with bad consequences for models based on such

an assumption.

24.1.3 Correspondence Principles

Given the conclusions from the previous section, we

naturally ask: when will a given polymeric material or

component have high CRC—so that we can expect a rea-

sonable service time? We need to answer this question

before dealing with specific properties and specific classes

of materials.

Paul Flory has shown how free volume vf is important for

thermophysical properties of materials—and not only poly-

meric ones [10,11]; see also a chapter by Orwoll in this

Handbook [12]. There are also seminal papers by Litt and

Tobolsky [13] and Tschoegl [14–16] showing importance of

vf for mechanical properties of viscoelastic materials. Con-

sider now our CRC from this point of view. It is easy to

envisage that the larger vf is, the larger is the maneuvering

ability of the chains—what means the higher is CRC. Using

specific quantities (typically per 1 g), we write

v ¼ v� þ vf : (24:3)

Here v is the total specific volume and v� is the characteristic

(hard-core, incompressible) volume. The last two names are

based on the concept of ‘‘squeezing out’’ the whole free

volume by applying a very high pressure so that only v�

remains. Instead of free volume, some people work with the

reduced volume

~vv ¼ v=v� ¼ 1 þ vf=v�: (24:4)

Equations such as (3) or (4) are not usable until a specific

equation of state of the general form ~vv ¼ ~vv( ~PP, ~TT) or
~PP ¼ ~PP(~vv, ~TT) is assumed. Here P is the pressure and we

need two more reduced quantities:

~PP ¼ P=P� and ~TT ¼ T=T�: (24:5)

The idea of reduced quantities goes all the way back to

Johannes D. van der Waals in the eighteenth century.

Thus, an equation of state requires three reducing quantities,

v�,P�, and T�. We have found repetitively good results using

the Hartmann equation of state [17–19]

~PP~vv5 ¼ ~TT3=2 � ln ~vv: (24:6)
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Since experiments are often conducted at the atmospheric

pressure P � 0:1 J cm�3, then the term containing ~PP in Eq.

(24.6) is negligible, and we have simply

~vv ¼ exp [ ~TT3=2]: (24:7)

The pressure unit of J cm�3 has been used for instance

by Flory [11] and in contrast to Pa saves our time in calcula-

tions. Fortunately 1 J cm�3 ¼ 1 MPa ¼ 1 MN m�2 ¼ 107

erg cm�3 ¼ 107 dyne cm�2 ¼ 10 bar ¼ 145:04 psi ¼
9:86923 atm.; the last number depends on the geographic

location.

Given Eqs. (24.6) and (24.7), we need to evaluate the

characteristic parameters v�, T� and if we deal not only

with the atmospheric pressure also P�. One can use the

thermomechanical analysis (TMA) in the expansion

mode to determine at the atmospheric pressure the depend-

ence of specific volume v on temperature T. By fitting the

experimental results to Eq. (24.7) one obtains the character-

istic parameters v� and T�. Zoller and coworkers have

long ago developed a so-called Gnomix apparatus which

performs full P–V–T determination [20]. There are several

machines around the world based on the Zoller invention.

We have used a Gnomix to advantage for organic polymers

[21,22] as well as for inorganic ones [23]. One then

represents experimental results by Eq. (24.6) and one

calculates by a least-squares procedure the parameters

P�, v�, and T�.
To connect free volume to mechanical properties, we now

need the classical Doolittle equation

lnh ¼ A0 þ Bv�=vf , (24:8)

where h is the viscosity. The connection can be made

through correspondence principles which now we are

going to discuss. Consider first a conformational rearrange-

ment in a polymeric chain so fast that one cannot record it at

room temperature. Clearly the total volume decreases when

the temperature decreases, and along with it the free volume

becomes smaller too. Thus, we can reach a temperature low

enough to ‘‘catch’’ the process under investigation. This

idea works also in the opposite direction. Instead of con-

ducting experiments for 100 years at the ambient tempera-

ture, we can go to a higher temperature, thus produce higher

free volume vf in the material, and ‘‘catch’’ within, say, 10

hours the same series of events. This is the basis for the

time–temperature correspondence. Clearly we now have

what we have been looking for: the capability to predict

long-term behavior from short term tests. One performs

experiments at a series of temperatures. There exists a

temperature of particular interest, for instance 20 8C.

There is also at least one parameter of particular interest,

such as the tensile compliance D(t). In elastic materials we

simply have D(t) ¼ «(t)=s ¼ 1=E, where E is the tensile

modulus. However, our strain depends on time t; at constant

T and s we have generally

D(t) ¼ «(t)=s ¼ 1=E(t): (24:9)

We now create a large diagram of D ¼ D(t) (or more often of

log D ¼ log d(log t). We begin with results for 20 8C and

also include isothermal results for all other temperatures.

Then, without moving the curve for 20 8C, we shift results

for all other temperatures so that they would form a single

curve. We shall show below examples of such diagrams,

often called master curves, an approach advocated for a long

time by Ferry and his coworkers [27,1]. Each D(t) isotherm

is moved left or right by a distance aT called the shift factor;

clearly aT is different for each temperature. The whole

procedure is also known as the method of reduced variables

and means that

D(t, T; s ¼ const:) ¼ D(t=aT , Tref ; s ¼ const:): (24:10)

Here Tref (often also denoted by T0) is the temperature to

which the master curve pertains. Thus, in our case

Tref ¼ 20 �C while in general aT(Tref ) ¼ 1.

Changing the temperature is not the only option. By

varying stress we can also change the free volume. Time–
stress correspondence has been demonstrated experimen-

tally already in 1948 by O’Shaughnessy [24]. Little atten-

tion has been paid to it, except for work in Latvia

summarized by Goldman [25]. Only in 2000 an equation

which makes possible quantitative predictions has been

developed [26].

We can also apply an oscillating (typically sinusoidal)

force to a polymeric component. If the frequency n of the

oscillations is low, the chains will be able to adjust better to

the externally imposed field, just as they do at higher tem-

peratures. The inverse is true as well: high frequencies will

give little opportunity for such rearrangements—as if the

free volume and the temperature were low. Thus, we have

time–frequency correspondence. We can write a series of

approximate proportionalities [7]

CRC� vf � T � n� r�1 (24:11)

Here r ¼ n�1 is the mass density.

The correspondence principles allow us to achieve our

goal: prediction of long-term mechanical properties—and

thus performance and reliability—from short-term tests. It is

possible to predict behavior for, say, 16 decades of time

from experiments each of which was made over four dec-

ades only; examples will be given below. It is easy to see

that, when using the time–temperature correspondence, es-

sential is the capability to predict the temperature shift

factor aT(T). Similarly, when using the time–stress corres-

pondence one needs the stress shift factor as(s). Starting

from the Doolittle equation (24.8), it was possible to obtain

a general equation [26]

ln aT,s ¼ AT,s þ ln Tref=T þ ln [v(T, s)=vref]

þ B=(~vv � 1) þ C(s � sref): (24:12)

Here vref pertains to the stress level of interest and is thus

similar to Tref . If we assume a constant stress level, we

obtain an equation which allows us to apply the time–

temperature correspondence:
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ln aT ¼ AT þ B=(~vv � 1): (24:13)

Similarly, if we assume a constant temperature and perform

experiments at several stress levels, from Eq. (24.12) we

obtain

ln as ¼ As þ ln Tref=T þ ln [v(s)=vref ]þ
B=(~vv � 1) þ C(s � sref ): (24:14)

Later in this Chapter we shall show applications of these

concepts. Before doing so, however, we need to deal with

the essential concepts of fracture mechanics.

24.2 FRACTURE MECHANICS FOR POLYMERIC

MATERIALS

24.2.1 Stress Concentrators and Stress Concentration

Factor

As noted in the beginning of this Chapter, fracture is the

bottom line of polymer science and engineering, and indeed

of the entire materials science and engineering. As a result

of the processing procedures used, plus handling in trans-

port, etc., polymeric materials and components exhibit

structure imperfections at various levels. Thus, there exist

knit lines: areas in injection-molded parts of thermoplastics

in which separate polymer melt flows arise, meet, and then

to some extent—but not quite—combine together during

manufacturing. Consequences of the presence of knit lines

on mechanical properties are discussed by Criens and Moslé

[28]. Due to the presence of crazes, scratches, cracks and

other imperfections, mechanical properties of real poly-

meric materials are not as good as they theoretically could

be. In this section we shall deal particularly with stress

concentrators such as cracks (which appear although we

did not want them) and notches (which are well-defined

cracks introduced deliberately).

The deteriorating effects of cracks and notches on material

properties are represented by the stress concentration factor

Kt ¼ 1 þ 2(h=r)1=2: (24:15)

Here h is the depth (length) of the crack or notch, or one-half

of the length of the major axis in an elliptical hole; r is the

radius of curvature at the tip of the notch, or at each end of

the major axis of an elliptical crack. The name stress con-

centration factor is very appropriate. Consider again a ten-

sile test with the stress s applied to the ends of the specimen

(for details see below Section 3). The lines of force applied

to these ends cannot go through the air; they must go

through the material, and thus around the crack. As a con-

sequence, when the lines meet (or separate, depending on

the direction) at the crack tip, that tip is subjected not to the

stress s, but to the stress s � Kt. The phenomenon is well

known to anybody who wanted to make two smaller sheets

from a plastic sheet and found that his or her own hands are

not strong enough for this operation. However, a small

incision with a pair of scissors on one side of the sheet led

to success. The incision was in fact a notch—and created

stress concentration defined by Eq. (24.15).

Equation (24.15) corresponds to our intuitive notions

about the deterioration produced by a crack. The deeper

the crack is (h larger) the more ‘‘evil’’ it can produce. The

more blunt the crack is (less sharp, larger r), the more

‘‘benign’’ it will turn out to be when external forces

‘‘attack’’ the component.

24.2.2 Stress Intensity Factor

To account for differences on the loading modes (tensile,

shear or tearing), a somewhat different measure of the

‘‘evil’’ produced by a crack or notch called the stress inten-
sity factor is used

Kl ¼ a�p1=2sh1=2: (24:16)

Kl characterizes the stress distribution field near the crack

tip; the subscript Roman one, I, refers to the opening or

tensile mode of crack extension; a� is a geometric factor

appropriate to a particular crack and component shape; the

remaining symbols are the same as in Eq. (24.15). Unfortu-

nately, Kt and Kl have similar symbols, similar names, and

are expressed in terms of the same quantities. However, our

effort to change this situation would largely be wasted.

For an infinite plate in plane stress, the geometric factor

a� ¼ 1. Plane stress means that the stress sz along the z axis

perpendicular to the plane surface is equal to zero; in prac-

tice this is not exactly true, but represents a reasonable

approximation. For other geometries there exist tabulations

of a� values [29].

24.2.3 Griffith’s Theory of Fracture

Entire books have been written on fracture of polymers,

so here we shall quote the most important results. We go

back to the story of the girl with her plastic doll. Griffith

[30,31] considered for elastic bodies the question: when will

a crack propagate? His answer was: this will happen if the

crack growth will lower the overall energy. He considered

three contributions: (1) the potential energy of the external

forces which are doing work on the body deforming it, (2)

the stored elastic strain energy, and (3) the work done

against the cohesive forces as new crack surfaces are

formed. He thus derived an equation which we can write as

scr ¼ (2GE=ph)1=2: (24:17)

Here scr is the stress level at and above which the crack will

propagate; G is the surface energy per unit area (corresponds

to the last of the three factors): E is the elastic modulus (also

often called the Young modulus); h is the same as before.

Thus, if the actual stress imposed is s < scr, the material

will sustain the stress without the crack growing. The
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equation is the same for both constant load and constant

displacement conditions, hence it should work also for any

intermediate conditions.

Equation (24.17) has been the inspiration for much fur-

ther work—some pertinent and some just rewriting it intro-

ducing new symbols and new names. One of these

reformulations is

Gr ¼ phs2=E, (24:18)

where Gr is known as the elastic energy release rate. An-

other such quantity is

R ¼ 2G (24:19)

Which is called the crack resistance. Substituting into Eq.

(24.19) the value of 2G from Eq. (24.17), we get

R ¼ phscr=E, (24:20)

where the right hand sides of Eqs. (24.18) and (24.20) are

similar. This leads to a new concept of

Gcr ¼ phs2
cr=E, (24:21)

where Gcr is called the critical energy release rate. This is

followed by a statement such as: when the elastic energy

release rate Gr given by Eq. (24.18) becomes equal to the

crack resistance R, then Gr acquires the critical value Gcr

and a crack will propagate. It is amazing how many people

are investing their efforts into rewording knowledge created

by others! The whole story from Eq. (24.18) to (24.21) is

nothing new beyond what we have learned already from the

Griffith Eq. (24.17). We are mentioning this only because

quantities such as the energy release rate are in use. For the

same reason we still need to mention connections resulting

from Eqs. (24.18), and (24.21) and the definition (16) of Kl.

Making pairwise comparisons, we immediately find

Kl ¼ a�(GrE)1=2 (24:22)

and

Klc ¼ a�(GcrE)1=2, (24:23)

where, as expected, Klc is called the critical stress intensity
factor; it is also known as fracture toughness. Important,

however, is the following generalization of Eq. (24.17):

scr ¼ [2[G þ Gp)E=ph]1=2: (24:24)

Recall that the whole theory of Griffith has been developed

for elastic bodies—what applies to metals within a certain

range of imposed stresses. Thus, Eqs. (24.17)–(24.23) form

the essence of linear elastic fracture mechanics (LEFM). In

Eq. (24.24) a ‘‘plastic’’ term Gp has been added to the elastic

term G; metals exhibit also plasticity, hence the improve-

ment displayed in Eq. (24.24). If we make a further step and

assume that Gp includes all nonelastic contributions, we

shall have an equation usable also for viscoelastic materials.

We, therefore, have to use Eq. (24.24) instead of (24.17)

while in Eqs. (24.18)–(24.23) we need to put G þ Gp instead

of just G. Values of Klc for a number of polymers are listed

in Table 24.1. The impact strength values listed at the end of

this chapter are also pertinent since they represent a different

measure of fracture toughness.

24.2.4 Crazes and Shear Yielding

We need to consider the problem of the origin of

the cracks. Crazes constitute one source of cracks. They

are observed in glassy thermoplastics. Originally, crazes

were thought to be just tiny cracks, but this turned out not

to be true. We now recognize three kinds of these structures:

surface crazes, internal crazes, and crazes at the crack tip.

All three kinds consist of elongated voids and fibrils. The

fibrils consist of highly oriented chains while each fibril is

oriented at approximately 908 to the craze axis. The fibrils

span the craze top-to-bottom, resulting in an internal

sponge-like structure. Extensive studies of crazes and their

behavior under loads have been conducted by Kramer and

his school [32–42] and have been reviewed by Donald [43].

We know from their work that there are two unique regions

within a craze: (1) the craze/bulk interface, a thin (10–

25 nm) strain-softened polymer layer in in which the fibril-

lation (and thus craze widening) takes place; and (2) the

craze midrib, a somewhat thicker (50–100 nm wide) layer in

the craze center which forms immediately behind the ad-

vancing craze. The relative position of the midrib does not

change as the craze widens. By contrast, as the phase

boundaries advance, new locally strain-softened regions

are continuously generated, while strain-hardened craze

fibrils are left behind.

We already know that cracks are more dangerous than

crazes. The latter are capable of bearing significant loads

thanks to the fibrils. Therefore, we need to know under

what conditions can crazes transform into cracks? Kramer,

TABLE 24.1. Fracture toughness Klc values for selected
polymers.

Polymer Klc=(J cm�3 m
1=2

)

Epoxy 0.6
Polyester thermoset 0.6
Polystyrenes 0.7–1.1
high-impact polystyrenes 1–2
Poly(methyl methacrylate)s 0.7–1.6
Poly(ether sulfone) 1.2
Acrylonitrile-butadiene-styrene 2.0
Polycarbonate 2.2
Poly(vinyl chloride)s 2–4
Polyamide (nylon 6,6) 2.5–3
Polyethylenes 1–6
Polypropylenes 3–4.5
Polyoxymethylene 4
Poly(ethylene terephthalate) 5

Note: J cm�3 m1=2 ¼ MPa m1=2 ¼ 0:9100 ksi in:1=2
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Donald, and coworkers have established that the craze fibril

stability depends on the average number of effectively en-

tangled strands ne that survive the formation of fibril sur-

faces. Equations for calculating the original number of

strands n0 as well as the number ne have been developed

by Kramer and Berger [38]. It turns out that polymers with

ne > 11:0 � 1025 strands m�3 and concomitantly a short

entanglement length le are ductile and deform by shear

yielding. Such materials exhibit engineering strains up to

« ¼ 0:25 or even more prior to macroscopic fracture. Poly-

mers with ne < 11:0 � 1025 strands m�3 and thus with large

le are brittle and deform by crazing only. For polymers with

intermediate values of ne and le there is a competition

between shear deformation and crazing.

In Fig. 24.1 we show a part of a craze. The parameter D is

the (mean) craze fibril diameter while D0 is the craze fibril

spacing. Both D and D0 increase somewhat with increasing

ne. Berger [42] traced the craze fibril breakdowns to the

formation of small pear-shaped voids at the craze/bulk

interface. The results in [42] confirm the microscopic

model of Kramer and Berger [38] which we see in Fig. 24.1.

In general, providing from outside energy in excess of

CRC may result in crazing, shear yielding, or cracking. In

shear yielding oriented regions are formed at 458 angles to

the stress. The shear bands are birefringent; in contrast to

crazes, no void spaces are produced. Thus, crazing—created

by tensile fields—is accompanied by volume dilation while

shear yielding—created by compressive fields—is not.

Combined fields result in mixed responses.

The presence of liquids or vapors in the environment of a

polymeric component affects the response to external mech-

anical forces. Thus, for instance polyarylate (Par) under

uniaxial extension exhibits exclusively shear yielding with-

out crazing. However, exposure to organic vapor (methy-

lethyl ketone) results in crystallization, embrittlement, and

conversion of the response to deformation from shear yield-

ing to crazing [42].

Finally, let us mention that crack healing is possible. This

phenomenon has been investigated by Kausch and also by

Wool and reviewed by these authors [44,45].

24.2.5 Rapid Crack Propagation and Its Prevention

The general definition of CRC in Subsection 24.1.2 does

not specify a quantitative measure. Such a measure has to be

defined for each specific problem. As an example, we shall

now consider rapid crack propagation (RCP). RCP is a

dangerous process. Velocities of 100---400 m s�1 (that is

300---1,400 feet s�1) have been observed in polyethylene

(PE) pipes. Since such pipes are being used for fuel gas

distribution within localities; RCP might be accompanied by

an explosion of the gas pressurized inside.

Given the importance of the problem, studies were made

with the objective of connecting the crack length L with a

variety of parameters: fuel pressure inside, pipe fatigue,

tensile behavior of the piping material, and so on. L was

determined by a standard procedure of Greig and Smith [46]

such that a knife is pushed through a pressurized pipe by

falling weight; given the rate at which RCP takes place, the

length L is achieved almost instantaneously. However, no

such connections were found—until Gaube and Müller [47]

found a correspondence between the notch impact energy Ul

(see Section 24.4.2) and L. An analysis of the problem [48]

led to the following equation:

L ¼ L0 þ L1=Ul, (24:25)

where L0 is a material constant with the dimensions of

length, L1 is another constant with the dimensions of length

and energy, and Ul is the notch impact energy. What is

required here is a criterion showing when RCP will not
occur. Since the notch impact energy Ul is the independent

variable in Eq. (24.25), it constitutes the appropriate meas-

ure of CRC for the problem under consideration. Ul can be

determined by an independent and fairly widely available

experimental procedure. L can be measured in an outdoor

14 m long stand at Hoechst AG in Frankfurt-on-the-Main

(although such facilities are not widely available). There-

fore, CRC will be represented here by a limiting impact

energy Ul-lim defined as

L(Ul > Ul-lim) ¼ 0: (24:26)

Now we simply substitute the definition of Ul-lim from Eq.

(24.26) into Eq. (24.25), with the result

Ul-lim ¼ �L1=L0: (24:27)

An example of the application of the criterion just defined is

shown in Fig. 24.2. The coordinates are L and Ul, as defined

by Eq. (24.25). The criterion applies to all classes of mater-

ials; if all plastic pipes were identical, we would have only

one point on the diagram, so here again differences in

processing, handling, transport etc. appear. Each pipe is

slightly different, and there is a certain scatter due to the

limited accuracy of the two kinds of experiments, but it is

clear that Eq. (24.25) is obeyed. Therefore, the criterion

Eq. (24.27) derived from (24.25) is valid. For the data

shown in Fig. 24.2 we have L0 ¼�896 mm, L1 ¼ 269 J mm,

Polymer glass

Active zone

D Fibril VoidDo

FIGURE 24.1. A schematic of a fraction of one side of a
craze.
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therefore Ul-lim ¼ 0:300 J. If the impact energy determined

in the Charpy test (see the section on impact behavior) is

higher than this value, rapid crack propagation will not occur.

Since the criterion is defined for a class of polyethylenes, a

safety factor somewhat larger than unity may be introduced.

24.2.6 Slow Crack Propagation and Its Prediction

The slow crack propagation (SCP) is vastly different from

RCP, not at all spectacular but in fact ‘‘quiet’’ and insidious.

The crack propagation rate dh/dt might be only, say, 1 mm

per month; an observation for instance two weeks after

installing a polymeric component might reveal nothing.

Experimentalists customarily present the dh/dt rates as a

function of the logarithmic stress intensity factor Kl as

defined by Eq. (24.16); we now use h as the crack length

(as we did before) to differentiate it from the length L which

pertained to RCP. The problem clearly consisted in relating

dh/dt to Kl. It was solved [49] by using the CRC approach in

conjunction with the Eq. (24.17) of fracture mechanics. The

problem was different than that of Griffith. He needed the

critical stress scr above which crack propagation occurs for

a given crack length h. In our problem we need to know

whether the crack length is below a certain value, call it hcr,

so that the crack will not propagate [49]. We therefore

reformulate the Griffith Eq. (24.17) as

hcr ¼ 2GE=ps3: (24:28)

By definition, the crack will propagate only when h > hcr.

This is not only a consequence of the CRC concept but also

supported by the molecular dynamics computer simulations

[50,51] showing that a crossover exists from the force field

region dominated by chain relaxation to one in which crack

propagation occurs.

Since notches with h < hcr do not cause crack propaga-

tion, it was only natural to assume

dh

dt
¼ b(h � hcr) for h$ hcr, (24:29)

where b is a time-independent proportionality factor char-

acteristic for the material since it depends on CRC. We do

not have space here to provide details of the derivation; the

final result [49] is

log Kl ¼ (1=2) log (a�22GE)þ
(1=2) log [1 þ (1=bhcr)]dh=dt: (24:30)

Equation (24.30) provides the desired connection between

Kl and dh/dt. In the derivation both the stress level s and the

original crack length h0 were used but both canceled out,

with the unexpected result that the crack propagation rate is

independent of both! The experimental results support Eq.

(24.30) as shown for instance in Fig. 24.3 for Hoechst PEs

studied under uniaxial tension in water medium at 60 8C.

Each symbol pertains to a different stress level and a differ-

ent original notch length. It is clear that all polyethylenes

with the molecular mass MA form a common curve, and the

same is true for the other molecular masses. Moreover, we

see that a higher M results in a lower crack propagation rate;

this result is related to the constituents of CRC listed at the

end of Section 24.1.3, particularly the first two of them.

In the beginning we have called SCP ‘‘insidious’’. The

lowest experimental crack propagation rate value in

Fig. 24.3 is dh=dt ¼ 10�8 cm s�1; this is only 0.315 cm

per year, but the crack does grow. This fact gives us an

idea on the utility of Eq. (24.30).

24.3 QUASISTATIC TESTING AND TRANSIENT

TESTING

24.3.1 Types of Testing Procedures

We have already referred to various kinds of data on

mechanical behavior of polymers. We are now going to

consider methods of acquisition of such information. The

most frequently used are the so-called quasistatic methods

which involve relatively slow loading. Tension, compres-
sion, and flexure belong here. The quasistatic methods have

to be distinguished from so-called transient tests which

include stress relaxation and creep. There are also impact

tests and dynamic mechanical procedures which will be

defined later.

Specimens for testing may be produced by processing

operations such as injection molding, compression molding,

or machining from sheets. Machined surfaces have to be

smoothed in their long axis direction with abrasive paper.

Any flash on molded specimens shall be removed; the cross-

sectional area has to be uniform along the whole length

subjected to testing. Consequences of any nonuniformity

would show up as stress concentrators discussed above.
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FIGURE 24.2. Length L/mm of the cracks in PE pipes
determined by the Greig-Smith test 50 vs. the reciprocal
Charpy impact energy (U=J)�1; after [48].
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The recommended number of tests on each sample is at least

five, 10 or more are preferred. If producing design data for a

particular application is the objective, the samples must be

prepared by the same method as the part in question.

Testing of materials is governed by standards. We shall

often refer below to those of the American Society for

Testing and Materials (ASTM), West Conshohocken, PA.

However, as national economies become more and more

connected into a global economy, the use of standards

defined by the International Standards Organization (ISO)

is on the increase. In Table 24.2 we list several ISO and

ASTM tests.

24.3.2 Tensile Properties

Tensile testing is the most frequently used method to

characterize the material strength. The machine used is pre-

sented schematically in Fig. 24.4. It should be of the con-

stant-rate-of-crosshead-movement type, consisting of one

fixed and one movable member, both carrying self-aligning

grips. The movable member shall move with a uniform,

controlled velocity with respect to the stationary one. An

extensometer is used to determine the distance between two

designated points within the gage length of the test specimen

as this is stretched. Speed of testing is defined as the relative

rate of motion of the grips or test fixtures. It is specified for

different types of specimens, varying typically from 1 to

500 mm/min (0:2---20 in: min�1). The lowest speed that pro-

duces rupture in the time range 0.5–5 min for the specimen

geometry used is to be selected.

One tests dumbbell-shaped or straight-sided specimens

under defined conditions of pretreatment, temperature, hu-

midity, and deformation rate. The former specimens are

shown in Fig. 24.5.

There are two essential properties determined each time.

The first is the engineering stress

s ¼ F=A0, (24:31)

where F is the applied force and A0 is the initial cross-

sectional area. Determination of the true stress based on

the actual cross-sectional area A which changes during the

TABLE 24.2. ISO and ASTM tests for important mechanical
properties.

Property
ISO

standard
ASTM

standard

Tensile modulus 527-1 & 2 D 638
Yield stress 527-1 & 2 D 638
Yield strain 527-1 & 2 D 638
Nominal strain at break 527-1 & 2 —
Elongation at break 527 D 638
Stress at 50% strain 527-1 & 2 —
Stress at break 527-1 & 2 D 638
Strain at break 527-1 & 2 D 638
Flexural modulus 178 D 790
Flexural strength 178 D 790
Charpy impact strength at �30 8C 179 D 256
Charpy impact strength at þ23 8C 179 D 256
Charpy notched impact

strength at �30 8C
179 D 256

Tensile impact 8256 D 1822
Izod impact strength at �30 8C 180 D 4812
Izod impact strength at þ23 8C 180 D 4812
Izod notched impact strength

at �30 8C
180 D 256

Izod notched impact strength
at þ23 8C

180 D 256
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FIGURE 24.3. Crack propagation rate vs. the stress intensity factor for Hoechst polyethylenes. Each PE class such as A has the
same molecular mass, with MA < MB < MC ; after [49].
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experiment is possible but more difficult. The other key

property is the engineering strain (also known as the nom-

inal tensile strain)

« ¼ (l � l0)=l0 ¼ Dl=l0: (24:32)

Here l is the current length of the specimen while l0 is the

original length.

The quantities obtained most often from tensile testing

are:

Tensile strength: The maximum load divided by A0.

Percent elongation: If the specimen gives a yield load

larger than the load at break, calculate percent elongation at
yield. Otherwise, percent elongation at break is reported.

Modulus of elasticity: It is the proportionality factor E
appearing in Hooke’s law:

s ¼ E« (24:33)

and is also often called Young’s modulus. It is calculated

from the initial linear portion of the load vs. extension curve

giving us the stress vs. strain curve. For materials where

there is no clear linearity of the initial portion of the stress–

strain curve, the modulus is calculated by dividing the

nominal (¼ engineering) stress value by the corresponding

designated strain (secant modulus).

In Fig. 24.6 we show several types of behavior seen in

tensile testing of polymers. For performing a specific test,

consult one of the standards listed in Table 24.2.

24.3.3 Compressive Properties

Of course, in compressive testing the strain defined by

Eq. (24.32) is negative, but the definitions (31)–(33) are

applicable. Basically two different testing methods are

available here. In the first one the sample is deformed at a

constant rate under simultaneous recording of the stress and

deformation. This method, in essence a mirror image of the

tensile test, is defined in ASTM D 695M. According to the

second method, a constant load is applied to the specimen,

the deformation of which is recorded after a given period of

time with additional reading of the recovery of the specimen

following unloading. This method, basically a compressive

creep recovery test, is the subject of ASTM D 621.

Compression is an important mode of load application.

An example of compressive loading is assemblies of con-

ductors and insulators held together by suitable fastening

devices. However, the compressive strength as such has a

rather limited design value, since this type of loading apart

from exceptions, such as collapsing foams or shatter of

brittle plastics, seldom results in failure.

Testing of flexible materials, like rubbers, may involve

complications due to their deformability. For instance, one

finds that compressive stiffness is markedly dependent on

contact surface constraints and specimen shape.

FIGURE 24.4. The machine for quasistatic testing—including
tension, compression, 3-point bending and/or 4-point bend-
ing.
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w

W

FIGURE 24.5. The dumbbell (‘‘dogbone’’) specimens for ten-
sile testing.
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FIGURE 24.6. Typical engineering tensile stress vs. engin-
eering strain curves. Points A, C, E, and F correspond to the
tensile strength and elongation at break, D and B at yield. The
curve ending at A represents a brittle material, those with C
and E tough materials each with a yield point, while the curve
ending at F shows a tough material without a yield point.
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24.3.4 Flexure and Bending

We already mentioned that the machine shown in Fig.

24.4 serves also for bending. Most popular are two kinds, 3

point and 4 point, shown in Fig. 24.7, and described in

standards D 790, D 790 M (¼metric) and ISO 178. There

are also less used but more specific standards: ASTM D 747

for apparent bending modulus of plastics by means of a

cantilever beam and D 648 for deflection temperature of

plastics under flexural load.

For brittle materials, flexure testing is believed to yield

more reliable strength, modulus, and other data than the

tensile method, this primarily by reducing the pronounced

effects of misalignment in tension. For sheet materials (ex-

cept laminated thermosets, high-strength reinforced com-

posites) the dimensions of the specimens depend on

whether tested flatwise or edgewise; the thickness of the

sheet is the depth, or width, respectively. The depth shall not

exceed the width in the latter case. ASTM standards specify

also that, for sheets less than 1.5 mm in thickness, a speci-

men 50 mm long by 10 mm wide shall be tested flatwise on

a 25 mm support span. Molding materials shall be 80 by 10

by 4 mm tested flatwise on a 64 mm support span. Special

rules apply to laminated thermosets and highly anisotropic

composites, which shall be tested with a larger span-to-

thickness ratio (up to 60:1). Anisotropic materials require

four different specimens, tested edgewise and flatwise, and

cut in lengthwise and crosswise directions.

24.3.5 Stress Relaxation

Stress relaxation is typically determined in the uniaxial

mode in a specimen or part kept at constant deformation.

This pertains to parts in service such as fasteners, seals, or

screws. An example of results of such a test are shown in

Fig. 24.8. The relaxing stress could conceivably fall to zero

(curve a in the bottom part of Fig. 24.8) but in practice the

behavior displayed as curve b is observed, so that a certain

level of internal stress si is established.

The concept of internal stress is very useful for bringing

out common features of stress relaxation behavior of differ-

ent kinds of materials. Instead of plotting stress vs. time t, let

us plot (s � si)=(s0 � si) ¼ s�
i =s

�
0 vs: t. Here s0 pertains

to the time of strain imposition. Such a plot was proposed

by Kubát already in 1965 [52]. An example is shown in

Fig. 24.9. We see that curves for ostensibly very different

materials have similar shapes. A large central part of each

curve has almost the same slope s as the other curves, so

that

s ¼ ( � ds=d ln t)max ¼ (0:1 � 0:01)(s0 � si): (24:34)

To explain the situation displayed in Fig. 24.8, Kubát has

proposed a cooperative theory of stress relaxation [53,54].

He assumed that single units (metal atoms, polymer chain

segments) do not relax individually but clusters of such units

relax together. Thus, the Kubát theory is quite general an

explains the observed behavior of metals and polymers

alike. Molecular dynamics computer simulations have con-

firmed that indeed cluster relaxations prevail over individual

relaxation, and this both for metals [55] and for polymers

[56,57].

In Section 24.1.3 we have discussed among others the

time–temperature correspondence principle. An example of

application of that principle is shown in Fig. 24.10. The

results pertain to high density polyethylene (HDPE) sub-

jected to different levels of predrawing [58]. The draw ratio

is defined as

L /2

L

L /4 L /4

FIGURE 24.7. 3-point and 4-point loading modes in bending.
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FIGURE 24.8. Stress relaxation represented by strain vs.
time and stress vs. time curves. Explanation in text.
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l ¼ «þ 1, (24:35)

where « is the engineering strain defined by Eq. (24.32). The

curves in Fig. 24.10 have the same shape as those in Fig.

24.9. The final horizontal parts are fairly long in Fig. 24.10,

a consequence of prediction over 16 decades of time. The

necessary shift factor values have been calculated from

ln aT ¼ 1=(a þ cl) þ B=(~vv � 1): (24:36)

Equation (24.36) reduces to Eq. (24.13) for l ¼ 1. Equation

(24.7) has been also used along with a representation of T�

as a quadratic function of l. We see that indeed predict

of long-term behavior from short-term tests can be accom-

plished.

24.3.6 Creep

Creep denotes the time-dependent elongation of a speci-

men or part subjected to a constant stress. Normally, the

deformation range is relatively limited; the stress provided

by a dead-weight can thus be considered as fairly constant

and the change in the cross-section during the process

neglected. Such a loading mode emulates the loading situ-

ations normally encountered in engineering practice. The

pertinent standards include ASTM D 2990.

Figure 24.11 shows a schematic picture of a creep curve

plotted as strain vs. time. There is an initial elastic deform-

ation which at higher stress levels may also include a plastic

component. This is followed by the primary creep stage

characterized by a decreasing creep rate—stabilizing at a

level corresponding to the secondary or stationary creep

stage. In the end phase of the process, called tertiary creep,

the rate becomes higher again, eventually resulting in creep

rupture. It is to be noted that long-term failure may occur at
significantly lower stresses than those determined in normal
tensile testing. The logarithm of the time to rupture is often

found to decrease linearly with the applied load.

Primary (transient) creep can be considered as a consoli-

dation process during which the structure of the material

adjusts itself to the following steady-state creep stage. In

some instances, like in cross-linked elastomers at low

stresses, the steady state is absent, with the creep rate de-

creasing to zero, and the total creep strain remaining constant.

In this case, primary creep is a delayed response of the

material to the applied stress. At higher stress levels, chain

scission, oxidation effects etc. may influence this simple

behavior.
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FIGURE 24.9. Stress relaxation curves—as explained in the
text—for polyisoprene (natural rubber, 1), oriented low density
polyethylene (LDPE) with the draw ratio l ¼ 1.8 (curve 2),
indium (3), unoriented LDPE (4), cadmium (5), polyisobuty-
lene (6), and lead (7).
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FIGURE 24.10. Master stress relaxation curves for HDPE at
the reference temperature T ¼ 313.2 K (¼ 40 8C), the con-
stant tensile strain « ¼ 0:025 and at different values of the
draw ratio: l ¼ 12:2 in the top (1) curve; l ¼ 5:5 in the middle
(2) curve; and the material without predeformation (l ¼ 1)
in the bottom (3) curve. The symbols pertaining to the
experiment temperatures are the same in all three
curves: & for �50 8C; & for � 30 8C; ~ for � 10 8C; ~ for
0 8C; * for þ 20 8C; * for þ 40 8C; ^ for þ 60 8C; ^ for þ 80
8C; and � for þ 100 8C. The vertical coordinate is the tensile
stress s, the horizontal is log t=aT; after [58].
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FIGURE 24.11. A schematic of a creep curve. A ¼ instant-
aneous initial deformation which may contain a plastic com-
ponent; B ¼ primary, C ¼ secondary and D ¼ tertiary creep
stage.
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During the steady-state stage the material flows in a

viscous (plastic) manner. In some instances, this stage may

not be clearly discernible, constituting only a transition

between the primary and tertiary portions of the creep

curve. It may be noted that the acceleration of the creep

rate in the latter part is not due entirely to a decrease in the

cross-section of the specimen and thus to an increase in

the stress level in tests where the specimen is loaded with

a dead-weight.

We have already mentioned creep recovery. An example

including the recovery stage is shown in Fig. 24.12.

We observe that the recovery curve is almost a mirror

image of the primary creep stage.

In Section 24.1 we have defined ways of prediction of

long-term behavior from short-term tests. Let us now pro-

vide more examples of application of these concepts. Creep

and stress relaxation have been determined for PET/

0.6PHB, where PET is the poly(ethylene terephthalate),

PHB, the p-hydroxybenzoic acid, and 0.6 is the mole frac-

tion of the latter in the copolymer [58]. PET/0.6PHB is a

polymer liquid crystal, see chapter 41 on PLCs in this Hand-

book. In temperature ranges of interest it forms 4 coexisting

phases [60]. Conventional wisdom said that prediction

methods work only for so-called rheologically simple ma-

terials, practically for one-phase polymers. Therefore, we

have decided to apply as severe a test as possible to our

prediction methods and a multiphase PLC is a good choice.

In Fig. 24.13 we show several isotherms of tensile creep

compliance (see Eq. (24.9)) for PET/0.6PHB [58]. In Fig.

24.14 we show a master curve for Tref ¼ 62 �C (the glass

transition temperature of PET, the nonliquid crystalline com-

ponent of the PLC) based on the curves from Fig. 24.13. We

see a successful prediction over 16 decades of time.

Important here of course is whether the shift factor aT

values calculated from Eq. (24.13) agree with the experi-

mental ones. These results are displayed in Fig. 24.15. The

continuous line is calculated from our Eq. (24.13). The

dotted line is from an equation proposed in 1955 by Wil-

liams, Landel, and Ferry (WLF) [27], a pioneering aT(T)

formula at that time. We see that the WLF equation works

well in a certain temperature range—this seems the reason it

is still in use—but fails miserably outside of that range.

Nobody else but Ferry [1] stated that range of application

of WLF amounts to 50 K or so, not more. If one makes a

primitive and unfounded assumption in our Eq. (24.13), one

gets from it the WLF equation as a special case [6]. The

problem is when people use the WLF equation blindly in

wide temperature ranges, obtain bad results, and draw a

false conclusion that the time—temperature correspondence

principle does not work.

As already mentioned, stress relaxation was also deter-

mined for PET/0.6PHB [59]. We do not present the results

here, although also in this case one obtains a master curve

which covers 16 decades of time. Important, however, is the

comparison of aT(T) values from creep and stress relaxation.

This is made in Fig. 24.16. The continuous line is again

obtained from Eq. (24.13). We see that the aT values

obtained from these two kinds of experiments practically

coincide. Thus, Eq. (24.13) serves to predict a true material

property rather than a property related to just one kinds of

experiments.

The time—stress correspondence principle as embodied

by Eq. (24.14) has also been used successfully [61]. We do

not include such results for brevity. One could argue that the

use of equations discussed in Section 24.1 requires fairly

large amounts of experimentation. This impression might be
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FIGURE 24.12. Creep and creep recovery of an oriented polypropylene monofilament with 0.35 mm in radius at 60.7 8C and
stress level s ¼ 36 J cm�3 unloaded at 35.5 and 45.5 min. Deformation in mm relates to a specimen length l0 ¼ 100 mm.
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confirmed for instance by our Fig. 24.13 which contains 10

isotherms. Therefore, methods of prediction of long-term

behavior from short-term tests based on our Eqs. (24.12)–

(24.14) have been developed [62, 63] such that one uses two

or three experimental isotherms or results for two or three

stress levels. Again, we are not going to discuss these results

here for brevity.

24.4 IMPACT BEHAVIOR

24.4.1 Rates of Force Application

We have noted in Subsection 24.2.5 that a measure of

CRC has to be defined for each specific problem. Imagine a

slow-loading process, such as a part (an early stage) of

quasistatic loading by compression. Then UCRC featured in

Eq. (24.2) might be relatively low; as a consequence Ur will

be low too, but still Ur > U0, and the material or component

will ‘‘survive an attack’’. However, if the loading occurs at a

fast rate, the same external energy U0 will exceed Ur be-

cause relaxational processes take time, and fracture will

occur. We shall now consider impact testing with this situ-

ation in mind.

24.4.2 Impact Testing

The most frequently applied impact tests are shown in

Fig. 24.17 A and B. A pendulum (shown as a filled arrow)

falls from a certain height; the loss in the potential energy of

the pendulum is assumed equal (with a correction for losses

such as friction) to the energy U0 absorbed by the specimen;

see Eq. (24.1). The Charpy test is described by the ASTM D

256 standard method B, the lzod test by the same standard

method A. We see (Fig. 24.17 A) that in the Charpy test

there is a symmetry with respect to the center of the speci-

men. By contrast, in the lzod test (Fig. 24.17 B) the bottom

half of the specimen remains ‘‘untouched’’ while the top

part is broken off. We—and more and more laboratories

around the world—perform now both tests with a sensor

installed on the pendulum and connected to a computer.

Thus, not only a single value of the energy but a whole

curve is obtained. For convenience single values of impact

strength (IS) for a number of polymers are listed in Tables at

the end of this chapter.

There is also a combination of tension with impact shown

schematically in Fig. 24.17 C. This test is also symmetric

with respect to the center, just as the Charpy procedure.

24.4.3 Impact Transition Temperature:

Determination and Prediction

Traditionally—and that started with metals—one distin-

guishes two types of mechanical behavior of polymers:

brittle and ductile. It will be clear to us after discussion of

the free volume concept in Subsection 24.1.3 that brittle

behavior will dominate at low temperatures when the free
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FIGURE 24.15. The temperature shift factor aT(T ) for PET/
0.6PHB for 62 8C. Circles are experimental values, the dotted
line from the WLF equation and the continuous line from Eq.
(24.13) in conjunction with Eq. (24.7); after [59].
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FIGURE 24.17. Schematics of impact tests showing geom-
etry, loading mechanisms, and clamping modes.

436 / CHAPTER 24



volume is low. Therefore, there is a transition temperature

Tl above which the material will be ductile. We shall

discuss the CRC connections and a way to predict Tl in the

next Subsection. Now we shall define a procedure of ex-

perimental determination of Tl. It should be noted immedi-

ately that the index I refers to impact; determination of

brittle-to-ductile transition by loading at a rate slower

than impact will result in finding not a single temperature,

but a temperature range; the range might be as large as

10 K [64].

In view of this, we define Tl as the temperature at which

the response of the material changes from brittle to ductile

under high-impact conditions. The Charpy test described

above can be used to achieve those conditions [6]. As

discussed in Subsection 24.2.5, two specimens are hardly

ever identical. At Tl we have, therefore, 50% failing in the

brittle way and the other half in the ductile way.

The difference between the two kinds of failure are easily

visible when one compares fracture surfaces, macroscopic-

ally as well as in micrographs obtained by scanning electron

microscopy (SEM). Macroscopically, the fracture surface of

a brittle failure appears smooth. SEM micrographs show in

this case a ‘‘flaky’’ surface. By contrast, ductile failure is

characterized by ‘‘hills and valleys’’ with deformed strands

coming out from the surface, as well as holes in the surface

left by strands which at break time have ‘‘joined’’ the other

surface. Examples of the two types of micrographs are

shown, respectively, in Figs. 24.18 and 24.19. There is a

whole book by Michler [65] on polymer micromechanics

which contains many instructive SEM micrographs of frac-

ture surfaces as well as crazes, shear yielding, and also

combinations such as crazes crossing shear bands.

Using the concepts discussed in Sections 24.1 and 24.2,

the following equation [6] was derived:

Kt ¼ F � e�B=(vl�1) (24:37)

here Kt is the stress concentration factor as defined by

Eq. (24.15); B is the Doolittle constant from Eq. (24.8);

and the reduced volume ~vvl is that at the impact-transition

temperature Tl. Thus, we have an implicit formula for Tl

which can be related to ~vvl by an equation of state such as

Eq. (24.6) or (24.7); there is a Tl value corresponding to each

stress concentration factor.

Equation (24.37) was tested for LDPE for which suffi-

cient data were available. The results are shown in Fig.

24.20. We see that the equation is obeyed within the limits

of the experimental accuracy. Thus, two pairs of Tl and Kt

values are sufficient for the calculation of the parameters

F and B and for subsequent prediction of the entire diagram.

24.4.4 Prediction of Volumetric Properties from

Impact Data

We have used above free volume to explain mechanical

properties. Since we have at our disposal quantitative rela-

tionships which work well, it was tempting to see whether

the relationships can be used also in the opposite direction:

going from mechanical properties toward volumetric ones.

Thus, Eq. (24.37) was used in this opposite direction [66]:

100µm

10µm

FIGURE 24.18. SEMicrograph of a brittle fracture surface;
after [65].

100µm

5µm

FIGURE 24.19. SEMicrograph of a ductile fracture surface;
after [65].
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specific volume v was obtained for the first time from

mechanical parameters—the impact transition data—via

an equation of state. The result was prediction of v over a

temperature range of 100 K. The average difference be-

tween calculated and experimental specific volume values

was only 0.092%. This constitutes one more confirmation—

and of a different type—of the physical significance of the

CRC concept and of the relations based on that concept.

24.5 VISCOELASTICITY AND DYNAMIC

MECHANICAL TESTING

24.5.1 Objectives and Definitions

As noted in Subsection 24.1.2, viscoelasticity of polymers

represents a combination of elastic and viscous flow mater-

ial responses. Dynamic mechanical analysis (DMA, also

called dynamic mechanical thermal analysis, DMTA) en-

ables simultaneous study of both elastic (symbol ’) and

viscous flow (symbol ’’) types of behavior. One determines

the response of a specimen to periodic deformations or

stresses. Normally, the specimen is loaded in a sinusoidal

fashion in shear, tension, flexion, or torsion. If, say, the

experiment is performed in tension, one determines the elas-

tic tensile modulus E’ called storage modulus and the corre-

sponding viscous flow quantity E’’ called the loss modulus.

Diagrams showing the temperature or frequency depend-

ence of storage and loss modulae can be used to locate the

thermal transition regions such as the glass transition—

although other methods such as differential scanning calor-

imetry (DSC) can be used for that purpose as well. At the

same time, the dynamic mechanical methods constitute the

primary technique for the study of dissipation mechanisms,

and thus of CRC. Clearly DMA data are of importance in

designing products to be used in, for instance, vibration

isolation, where the mechanical damping properties are

used to convert mechanical vibrations into heat. Methods

of this type are also highly useful in studies of phase separ-

ation in multicomponent systems, effects of fillers and other

additives, different processing variables, degree of crystal-

linity, molecular orientation, internal stresses, etc.

Consider a material subjected to an oscillating load of

small amplitude that is in the linear viscoelastic range. The

angular frequency of the sinusoidal oscillation is v. A si-

nusoidal stress s will produce a sinusoidal strain «, and vice

versa. However, because of the viscous component of the

deformation, there will be a phase shift between stress

and strain. The pertinent quantities can be represented as

follows:

« ¼ «0 sinvt (24:38)

s ¼ s0 sin (vt þ d)

¼ s0 sinvt cos dþ s0 cosvt sin d: (24:39)

Here s0 and «0 denote, respectively, the amplitudes of stress

and strain, t the time, and d the phase shift between stress

and strain. An illustration is provided in Fig. 24.21.

As already mentioned, the description of the response of a

viscoelastic material to a sinusoidal tensile strain requires

the introduction of two modulae; they are defined as

E0 ¼ s0

«0

cos d ¼ Ed cos d (24:40)

E00 ¼ s0

«0

sin d ¼ Ed sin d, (24:41)

Ed is named the absolute value of the dynamic modulus.

Obviously,

Ed ¼ [(E0)2 þ (E00)2]1=2: (24:42)

The introduction of E’ and E’’ enables us to write Eq. (24.39)

as

s ¼ «0E0 sinvt þ «0E00 cosvt: (24:43)
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FIGURE 24.20. Relation between the stress concentration
factor Kt and the impact transition temperature Tl in K for
LDPE. Circles represent experimental values obtained by
the Charpy method and crosses those calculated from Eq.
(24.37).

s � s0 sin(wt + d )

e � e0 sin(wt )

d

FIGURE 24.21. The phase lag of the strain « resulting from
an applied sinusoidal stress s.
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The ratio

E00

E0 ¼ tan d (24:44)

is the mechanical loss factor. It is a measure of the energy

dissipated during a loading cycle relative the energy stored

elastically in the material. Sometimes the term internal

friction is used instead.

Another way of describing this type of response is to use

the similarity between Eq. (24.42) and the decomposition of

a number in the complex plane into its real and imaginary

components. We can thus define a complex dynamic modu-

lus E� in the following way

E� ¼ E0 þ iE00 ¼ Edeid, (24:45)

where Ed is the absolute value of the dynamic modulus

introduced in Eqs. (24.40) and (24.41) and equal to s0=«0.

Figure 24.22 illustrates the decomposition of E� into its

components according to Eq. (24.45). As can be seen, the

complex representation is equivalent to that introduced

above; see Eqs. (24.40) and (24.41). The modulae relating

to dynamic shear and hydrostatic compression, that is G and

K, respectively, are defined in the same way as E in the

above equations.

In some cases, the inverse values of the complex modulae

named compliances are used; these are similar to the tran-

sient modulae and compliances such as seen in Eq. (24.9).

The complex tensile compliance D� is thus defined as

D� ¼ 1

E� , (24:46)

and the complex shear compliance J� as

J� ¼ 1

G� : (24:47)

The following equations relate the components of D and E:

E0 ¼ D0

D2
d

, E00 ¼ D00

D2
d

, (24:48)

D0 ¼ E0

E2
d

, D0 ¼ E0

E2
d

, (24:49)

where Dd is given by DdEd ¼ 1. Similar relations apply to

the other moduli and the corresponding compliances. The

graphical visualization of the compliance components using

the complex plane is shown also in Fig. 24.22.

It should be remembered that the moduli and compliances

under discussion are functions of frequency. The quantities

E’, D’ etc. should thus be written E0(v), D0(v), and so forth.

The frequency dependence of these quantities is governed

by the same distribution of relaxation or retardation times as

is stress relaxation, creep or other time-dependent mechan-

ical phenomena. Single relaxation or retardation times can-

not depict the frequency dependence of the dynamic

mechanical behavior of polymers.

There is just one book in the world literature on the

subject of dynamic mechanical analysis (DMA) which dis-

cusses the quantities briefly defined above, namely by

Menard [67]. A summary is provided also by Menard in a

book chapter [68].

24.5.2 Experimental Procedures

Dynamic mechanical testing allows the use of a variety of

instrument types and a wide range of experimental condi-

tions. The temperature may range from practically obtain-

able subambient up to levels where thermal degradation

occurs, the frequencies typically from 0.01 to 1,000 Hz.

The results should be examined for possible self-resonances.

The elastic modulus of the material to be examined may

range from 0:1 J cm�3 to 100 J cm�3 depending on type of

polymer, temperature, and frequency.

The different techniques available for the determination

of dynamic mechanical properties include several modes of

load application and a number of dependent variables (tem-

perature, frequency, and time). ASTM D 4092 provides a

collection of definitions and terms, the most important of

them described in Section 24.5.1. ASTM D 4065 describes

standard practice in determining dynamic mechanical prop-

erties according to a variety of experimental methods; see

Fig. 24.23.

24.5.3 Fatigue Determination

Plastics parts subjected to repeated loading may undergo

failure by so-called dynamic fatigue. The term dynamic

intends to distinguish this type of failure from that mentioned

in static loading—as for instance in creep where the term

static fatigue is sometimes used; see Section 24.3.6. The stress

levels leading to failure are in both cases lower than those

recorded in short-term tests. In dynamic fatigue, it is often

observed that no failure occurs when the stress amplitude is

lower than a certain value, the so-called fatigue or endurance

limit, often characteristic of the material being studied.

ImE* ImD*

ReE * ReD*

Ed

Dd

E�

D�
E��

D��

δ
δ

FIGURE 24.22. Graphical representation of the storage and
loss moduli E ’ and E ’’ as components of a vector Ed in the
complex plane. Ed is the absolute value of the dynamic modu-
lus. The corresponding compliances are shown in the right
hand part of the figure.
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Fatigue testing of polymers cannot be accelerated by

simply increasing the loading frequency. The reason is the

relatively high level of mechanical damping (internal fric-

tion) in common polymers which would produce an exces-

sive heating of the specimen.

Fatigue tests provide data on the number of loading cycles

producing certain types of deterioration of the material

(crack initiation and propagation, fatigue failure, softening

due to energy dissipation). The ASTM test D 671, based on

a constant force amplitude, allows these effects to be studied

at varying stress levels and environmental conditions. When

used for design purposes, the testing and end-use conditions

are to be similar. Differences in the fatigue behavior may

also be noted when employing testing equipment different

from that described in the standard.

There exists a related but different German Standard DIN

53 442 which uses dumb-bell-shaped specimens differing

from those used for tensile testing by a rounded middle

section. Another difference in comparison with the above

ASTM method is the use of constant deformation amplitude

of the vibrations. This results in a stress amplitude decreas-

ing with time due to stress relaxation. Apart from this, the

stress amplitude diminishes also due to the heating of the

specimen. The results are reported in a similar manner as

required by the ASTM standard with the stress amplitude

relating to the first cycle.

24.5.4 Application of Time–Frequency Correspondence

Principle

We have explained the correspondence principles in Sec-

tion 24.1.3, including the time—frequency correspondence.

We were not able to apply this particular principle before

becoming familiar with dynamic mechanical experiments.

We need to provide at least an example of the application of

the correspondence in the frequency domain. In Fig. 24.24

we show results from [58] pertaining to HDPE. The shift

factors used to obtain that diagram have been calculated

from equations in Section 24.1.3. More examples can be

found for instance in the same paper [58].

24.6 ELASTOMERS

24.6.1 Mechanical Behavior as a Function of

Temperature

The most amazing thing about elastomeric polymers is

the fact that they can be stretched by several hundreds of

percent and still behave elastically; that is the engineering

stress s (Eq. (24.31) will still be directly proportional to the

engineering strain « (Eq. (24.32)). This in contrast to other

polymers, and in an even sharper contrast to metals and

ceramics in which the elastic region ends at one percent

elongation or even less. As a result, the elastic tensile modu-

lus E (see Eq. (24.33)) is 1:1 � 105J cm�3 for copper,

7:2 � 104J cm�3 for clear fused quartz, 2 � 103J cm�3 for

nylon (that is a nonelastomeric polymer) and only about

1 J cm�3 for gum rubber.

The explanation of the behavior which is ordinarily

called rubbery lies in the huge number of possible con-

formations in elastomeric chains. When a copper wire is

drawn, we soon come to weakening and eventual destruc-

tion of primary chemical bonds between Cu atoms. When a

rubber band is drawn, rotations and other changes results in

new conformations, but the primary bonds are preserved.

This can be described as unkinking and straightening out
of kinked and ‘‘mixed up spaghetti-like’’ elastomeric

chains.

It is essential to note that elastomers do not always behave

in the manner known from stretching a rubber band at room

temperature. Some of us might have seen an experiment

when such a rubber band was put into liquid nitrogen,

became brittle, and when stretching was attempted the

band broke into little fragments. Thus, in general the type

of behavior of an elastomer depends on the temperature.

This is shown in Fig. 24.25: the elastic modulus E (for a

certain fixed time after the imposition of a force) as a

function of temperature T. At low temperatures we have

the brittle behavior—as the rubber band in liquid nitrogen;

Tensile Compression ShearTorsion

Flexure Dual cantilever

FIGURE 24.23. Schematic picture of various loading modes
used in dynamic mechanical testing.
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FIGURE 24.24. The master curve for HDPE of tan d vs. log
aT=v for 40�C and l ¼ 1; after [58].
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the modulus E is relatively high. Then from the glass tran-

sition temperature Tg up to approximately Tg þ 30 K we

have the leathery state—with retarded high elasticity.

Then comes the rubbery behavior known to us from stretch-

ing the elastomeric band at room temperature: instantaneous
high elasticity. Finally, if the elastomer is not cross-linked,

we have melting and liquid flow. If the elastomer is cross-

linked, the rubbery plateau persists. We conclude that an

elastomer might exhibit glassy, leathery, rubbery, or liquid

flow behavior.

24.6.2 Thermodynamic and Molecular Behavior

We have already referred to the fact that the explanation

for the instantaneous high elasticity lies at the molecular

level. This is a vast area of active research, and we do not

have space to discuss details, but we can recommend to the

reader a book by Mark and Erman [69] which covers pre-

cisely that field.

Here we shall mention only two facts. First, the behavior

at the molecular level can be related to the macroscopic

thermodynamic description. For the simple uniaxial tension

we have

dU ¼ TdS � PdV þ Fdl (24:50)

dA ¼ �SdT � PdV þ Fdl, (24:51)

where the symbols have the same meaning as before: U is

energy; S, entropy; F, force; and l is the length while A is the

Helmholtz function. Second, Eqs. (24.50) and (24.51) can

be used in conjunction with the analysis of a memoryless
system (also known as the story of the drunkard walk) to

obtain the following relation:

F ¼ kTl=Nh2, (24:52)

where N is a constant proportional to the degree of poly-

merization, k is the Boltzmann constant while h is the length

of one segment. We can easily verify that the last result is

true: when we put a stretched piece of rubber between our

lips, under given tension the specimen shrinks when

warmed. In other words, since F, N, and h2 are all constant,

an increase in T must produce a decrease in l. Other cases

such as biaxial extension and shear are treated in the already

quoted book of Mark and Erman [69].

24.6.3 Swelling of Networks

Some polymeric materials are water-repellent and thus

used for instance as impregnation of overcoats, but some

elastomeric and other networks absorb liquid penetrants

avidly and swell—until an equilibrium degree of swelling

is reached. Since this is only one chapter in the Handbook,

of limited length, again we shall take the same short-cut as

in the preceding Subsection: we recommend to the reader

the book by Mark and Erman [69]. Since the behavior of

elastomers is characterized in terms of energy and Helm-

holtz function, as in our Eqs. (24.50) and (24.51), we need a

relation for the calculation of change of A caused by swell-

ing [70]:

DAswelling ¼ DAel þ DAmix: (24:53)

That is, the change in the Helmholtz function on swelling

consists of an elastic (‘‘mechanical’’) contribution DAel

resulting from the change of dimensions of the network

caused by the solvent penetration and also from the

‘‘thermodynamic’’ contribution DAmix caused by polymer

þ solvent interactions upon mixing. The latter can be cal-

culated for the swelling process by similar procedures as for

polymer þ polymer or liquid þ liquid systems. Equation

(24.53) is thus the starting point for dealing with mechan-

ical, thermodynamic, and molecular behavior of swollen

networks. The assumption that there is no mixed term, that

is mechanical effects do not affect thermodynamic ones

nor vice versa, has been supported by results for several

systems [70].

24.6.4 Filled Elastomers

Natural rubber crystallizes on elongation—a phenom-

enon called strain-induced crystallization—what enhances

mechanical properties. However, a filler in the form of

carbon black is typically added to natural rubber to addition-

ally modify the mechanical properties. Elastomers which

cannot undergo strain-induced crystallization contain even

more fillers. Carbon black is used in such cases also, but

silicone rubbers are filled with silica.

Automotive tires constitute the classic example of carbon-

black reinforced elastomers. The elastomer can be either

natural rubber—as typically is the case of truck and aircraft

tires, or else a synthetic rubber—as is typical for automobile

tires. However, reinforcing fillers constitute only one of

many additives. There are also antioxidants, light stabilizers,
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FIGURE 24.25. Dependence of the tensile modulus E (for a
fixed time t since the imposition of a force) on temperature T
for an elastomer.
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plasticizers, antiplasticizers, impact modifiers, processing

aids, colorants, flame retardants, crosslinking agents etc.

There exists a thorough collective book edited by Zweifel

[71] on polymer additives, which discusses filers and rein-

forcements in some detail.

24.7 OTHER ISSUES

24.7.1 Brittleness and Aging

There is still a number of topics related to mechanical

properties of polymers which we did not cover. One of

them is aging in the glassy state: tending toward equilib-

rium, the material increases its density, and thus lowers its

free volume. We do not have space for it, but aging is

understandable in terms of CRC as explained in Section

24.1, and is discussed in some detail by Robertson and Kim

[72].

An important result of aging is brittleness. Of course,

there are also materials which are brittle even without

aging. Brittleness is not a simple inverse of ductility (for

which there is more than one definition) nor of toughness.

Brittleness has been defined [73] as

B ¼ 1=(eb � E0) (24:54)

where eb is the elongation at break in tensile testing (along

with the stress at break sb and other quantities, see Tables

below) while E’ is known to us From Section 24.5.1. Thus,

the first term in the denominator comes from quasi-static

tensile testing and the second from DMA. Application of Eq.

(24.54) shows that polystyrene is highly brittle, what explains

odd behavior of PS in a variety of circumstances [73].

24.7.2 Nanoindentation

Nanoindentation is a technique gaining increasing popu-

larity [74–76]. Actually, the technique is sometimes abused

by attempts to calculate the elastic modulus E on the basis of

a model valid for fully elastic materials only [74]. While

such attempts fail, a connection has been found by Fujisawa

and Swain between E and the unloading strain rate [75]. As

shown by Tweedie and Van Vliet [76], spherical indentation

provides lower contact strains and more reliable results than

conical indentation. A modification providing repetitive

indenter hits perpendicular to the specimen surface at the

same spot and thus nanoindentation fatigue testing (NIFT)

exists also [77].

24.7.3 Tribology

Another important area is tribology which includes

friction, scratch resistance, wear and design of interactive

surfaces in relative motion [78]. Rabinowicz [78] describes

vividly huge annual losses to industry caused by wear. Some

tribologists claim that their discipline is not a part of mech-

anics but independent and comparable to mechanics in its

importance. A review of polymer tribology which includes

fundamental definitions is available [79]. Similarly as

mechanical properties, tribological properties of polymers

can be varied by using additives; thus, carbon black can be

used for the purpose [80]. By contrast, using external liquid

lubricants—which work so well for metal surfaces—is in

many cases dangerous because of swelling described above.

Another option is application of magnetic fields which

cause polymer orientation and thus can improve scratch

resistance [81].

24.8 TABLES OF SELECTED MECHANICAL

DATA

Following are selected data for the most often used

polymers. They have been divided (partly arbitrarily, be-

cause of the overlap in definitions) into four tables, num-

bered from 24.3 to 24.6 respectively, for general purpose

polymers, engineering polymers, thermosets, and elasto-

mers. The third column in each of these tables shows the

values of density, the fourth of the tensile modulus, the

fifth the stress at break, the sixth the elongation at break;

IS denotes the Izod impact strength for notched specimens.

The letters A and C in the last column in Tables 24.3 and

24.4 pertain respectively to amorphous and crystalline

thermoplastic polymers.
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TABLE 24.3. Mechanical properties of thermoplastics: commodity (general purpose) plastics.

Polymer Grade r=(g=cm3) E/(GPa) sb /(MPa) «b /(%) IS/(J/m) Structure

PE LD, LDPE Polyethylene,
low density

0.915–0.93 0.14–0.3 7–17 200–900 NB C

PE HD, HDPE Polyethylene,
high density

0.94–0.97 0.7–1.4 20–40 100–1000 30–200 C

PE UHMW, UHMW PE
Polyethylene, ultra-high
molecular weight

0.93–0.94 0.1–0.7 20–40 200–500 NB C

PP polypropylene Homopolymer 0.90–0.91 1.1–2 30–40 100–600 20–75 C
PP polypropylene �40% glass fiber

filled
1.22–1.23 6.8–7.2 60–110 1.5–4 75–110

PP Copolymer 0.89–0.905 0.9–1.2 28–40 200–500 60–750 C
PVC Poly(vinyl chloride) Rigid (RPVC) 1.32–1.58 1–3.5 40–75 30–80 20–1000 A
PVC Flexible (FPVC,

plasticized)
1.16–1.70 0.05–0.15 6–25 150–400 — A

PS Polystyrene 1.04–1.05 2.4–3.2 30–60 1–4 13–25 A
SB Styrene-butadiene Rubber-modified PS

High-impact PS,
HIPS

0.98–1.10 1.5–2.5 15–40 15–60 50–400 A

ABS Acrylonitrile-butadiene-styrene Medium IS 1.03–1.06 2–2.8 30–50 15–30 130–320 A
ABS Acrylonitrile-butadiene-styrene High IS 1.01–1.04 1.6–2.5 30–40 5–70 350–600 A
SAN Styrene-acrylonitrile 1.07–1.09 3.4–3.7 55–75 2–5 15–30 A
ASA Acrylate-styrene-acrylonitrile 1.05–1.07 2.2–2.4 30–50 20–40 450–600 A

TABLE 24.4. Mechanical properties of thermoplastics: engineering plastics.

Polymer Grade r=(g=cm3) E/(GPa) sb /(MPa) «b /(%) IS/(J/m) Structure

PA 6 Polyamide 6 (Polycaprolactam) a 1.13 3 80 50–120 30–120 C
PA 6 Polyamide 6 (Polycaprolactam) b 1.5 50 160–200 160
PA 6 Polyamide 6 (Polycaprolactam) a 30–35% glass fiber 1.35–1.42 8–10 170–180 2–4 50 C
PA 6 Polyamide 6 (Polycaprolactam) b 30–35% glass fiber 5.5 110 95
PA 66 Polyamide 66

[Poly(hexamethyleneadipamide)]

a 1.14 3.4 75–90 20 30–55 C

PA 66 Polyamide 66
[Poly(hexamethyleneadipamide)]

b 17–2 50 80 50–110 C

PA 11 Polyamide 11
[Poly(11-aminoundecanoic acid)]

a 1.04 1.5 45–50 400–500 100–NB C

POM Polyacetal Polyoxymethylene Homopolymer 1.42 3.1 65–70 25–75 60–120 C
POM Polyacetal Polyoxymethylene Copolymer 1.41 2.8 65–72?? 40–75 50–80 C
PET Poly(ethylene terephthalate) 1.29–1.40 3 50 50–300 12–40 C
PBT Poly(butylene terephthalate) 1.31 2.3–2.5 50–60 120–200 40–55 C
PBT Poly(butylene terephthalate) þ 30% glass fiber 1.52 10 100–140 2–4 80–130
PC Polycarbonate 1.2 2.1–2.4 70–90 100–120 650–1000c A
CA Cellulose acetate 1.27–1.32 1.5–2.5 25–45 10–70 100–450 A
CAB Cellulose acetate butyrate 1.18 1.4–1.8 30–35 30–100 50–500 A
PMMA Poly(methyl methacrylate) 1.17–1.20 2.5–3.3 55–75 3–5 10–20 A
PTFE Polytetrafluoroethylene 2.15–2.20 0.41 7–30 200–400 150 C
PSU (PSO) Polysulfone 1.25 2.5–2.6 70 50–100 65–70 A
PES Polyethersulfone 1.37 2.5 80–90 40–80 75–120 A
PPS Poly(phenylene sulfide) 1.35 3.6 65–75 1–2 70 C
PPO (PPE) Poly(phenylene oxide)

or -ether
Modified with PS 1.06–1.08 2.2–2.7 50–60 200–350 200–370 A

PEEK Polytetheretherketone 1.32 3.6 90–200 50 80 C
PEEK Polyetheretherketone 30% glass fiber 1.49 10 100 2 100 C

adry as molded.
bat 50% relative humidity.
c thickness 3.2 mm.
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This chapter summarizes data on chain dimensions and

entanglement spacings for a number of linear flexible poly-

mers. The polymers are listed in the Appendix along with

their abbreviations used in the Tables. The equations relat-

ing various important parameters are from the literature

[1–3]. While polymer chain entanglement is far from

being understood [4–6], one natural idea based on overlap

[7] appears useful for thinking about entanglement effects in

polymer melts. This concept leads to the entanglement cri-

terion: a fixed number of entanglement strands (Pe) share a
volume equal to the cube of the tube diameter (a3) [8–12].

One of the main purposes of this chapter is to test this

criterion using literature data on flexible polymer melts

and evaluate this universal number. Empirical relations use-

ful for estimating the plateau modulus and entanglement

molar mass of polymer melts emerge from this analysis.

Chain entanglement is important, not merely for melt rhe-

ology, but also for mechanical properties of glassy [13] and

semicrystalline polymers [14]. This chapter first discusses

chain dimensions of polymers and then discusses chain

entanglement and the tube diameter. The critical molar

mass for entanglement effects in melt viscosity is then

discussed, followed by the temperature dependence of

chain dimensions.

25.1 CHAIN DIMENSIONS

In either the melt state or in a u-solvent solution, linear

flexible polymers adopt Gaussian statistics, and their

average conformation is described as a random walk. Con-

sequently, the ratio of their unperturbed mean-square

end-to-end distance <R2>0 and their molar mass M is a

constant, for large M, that characterizes their chain dimen-

sions. In practice, the ratio <R2>0=M depends weakly on

temperature in the melt and the specific choice of u-solvent,

imparting a weak temperature dependence to various quan-

tities calculated from that ratio.

The Kuhn length b of a polymer is the ratio of the mean-

square end-to-end distance <R2>0 and the fully extended

size Rmax

b � hR2i0

Rmax

: (25:1)

Aliphatic backbone polymers have n backbone bonds, with

a well-defined average backbone bond length l, and known

backbone bond angle u, making Rmax ¼ nl cos (u=2) in the

all-trans conformation. Flory defined [15] the characteristic

ratio C1 as the ratio of the actual unperturbed mean-square

end-to-end distance <R2>0 and that of a freely jointed chain

nl2, which is a polymer-specific constant at large M

C1 � hR2i0

nl2
¼ mbhR2i0

l2M
: (25:2)

The second equality uses the equation n ¼ M=mb, where mb

is the average molar mass per backbone bond. Using this

definition of C1, the Kuhn length can be rewritten as:

b ¼ C1nl2

nl cos (u=2)
¼ C1l

cos (u=2)
: (25:3)

It is common to assume the fully extended conformation is a

linear chain (ignoring bond angles) and hence R
0
max ¼ nl,

and b0 ¼ C1l. Since the bond angle of a polyethylene chain

447



is u ¼ 68�, b0=b ¼ cos (u=2) ¼ 0:83. In principle, either

convention may be utilized; here we use Eq. (25.3) to

calculate the Kuhn length.

The Kuhn length is the effective monomer size for the

equivalent freely jointed chain (N Kuhn monomers of length

b instead of n backbone bonds of length l )

hR2i0 ¼ C1nl2 ¼ Nb2, Rmax ¼ Nb: (25:4)

The molar mass of a Kuhn monomer is M0 ¼ M=N and the

volume occupied by the Kuhn monomer is n0 ¼ M0=rNAv,

where r is the density and NAv is Avogadro’s number. This

description of chain dimensions can be used to calculate

many quantities. For example, combining Eqs. (25.3) and

(25.4) yields the number of main chain bonds in a Kuhn

monomer n=N ¼ C1= cos2 (u=2).

Witten et al. [16] define the packing length p as the ratio

of the occupied volume of a chain M=rNAv and the mean-

square end-to-end distance

p � M

hR2i0 rNAv

¼ M0

b2rNAv

¼ n0

b2
: (25:5)

25.2 CHAIN ENTANGLEMENT AND TUBE

DIAMETER

The plateau modulus Ge defines the entanglement spacing

of a polymer melt, and the entanglement molar mass Me[17]

Me �
rRT

Ge

¼ VerNAv, (25:6)

where R ¼ kNAv is the ideal gas constant (k is the Boltz-

mann constant), T is the absolute temperature, and

Ve � kT=Ge ¼ Me=( rNAv) is the entanglement volume.

The length scale associated with the entanglement spacing

is the tube diameter a [3]. Since a chain in the melt is

Gaussian on all scales larger than the Kuhn length, and for

flexible chains a � b, the tube diameter is related to the

entanglement molar mass through the chain dimensions

a ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hR2i0 Me

M

r
¼ b

ffiffiffiffiffi
Ne

p
, (25:7)

where Ne is the number of Kuhn monomers in an entangle-

ment strand (of molar mass Me). The occupied volume of an

entanglement strand is Ve

Ve ¼ n0Ne ¼ n0

a

b

� �2

¼ a2p: (25:8)

In analogy to polymer networks (where the equilibrium

modulus is kT per network strand) the plateau modulus is

kT per entanglement strand

Ge ¼
kT

Ve

¼ b2kT

n0a2
¼ kT

a2p
: (25:9)

The number of entanglement strands Pe within the confine-

ment volume a3 is determined as the ratio of confinement

volume and entanglement strand volume (an overlap par-

ameter [3] for entanglement)

Pe �
a3

Ve

¼ a

p
: (25:10)

This number appears to be constant for flexible polymers,

with the average value Pe ¼ 20:6( � 8%). Table 25.1 shows

data for polyolefin melts listing density r, plateau modulus

Ge, melt chain dimensions from SANS <R2>0=M, en-

tanglement molar mass Me calculated from Eq. (25.6),

Kuhn length b, packing length p, tube diameter a, and the

overlap parameter for entanglement Pe, all at temperature T.

Since Pe is apparently a polymer-independent constant,

Eq. (25.10) suggests that the tube diameter and packing

length are proportional, and the constant of proportionality

thus has the empirical temperature dependence [1,2]:

a ¼ 14:0 exp (T=1270) p: (25:11)

Using Eqs. (25.6), and (25.9)–(25.11), we can obtain useful

empirical equations [2] for the entanglement molar mass

and the plateau modulus

Me ¼ P2
ep3rNAv ¼ 200 exp (T=635) rp3NAv, (25:12)

Ge ¼
exp (� T=635)

200

kT

p3
: (25:13)

Table 25.1 lists these quantities for polyolefins. Table 25.2

lists these quantities for polydienes while polyacrylics and

polymethacrylics are listed in Table 25.3. Table 25.4 lists

these quantities for various other flexible linear polymers.

25.3 CRITICAL MOLECULAR WEIGHT

The critical molar mass (Mc) parameter [18,19] denotes

the transition in the melt viscosity/molar mass relation as the

exponents change from �1 to �3.4. Table 25.5 presents

the polymers for which the Mc values are known while

Table 25.6 lists the polymers for which, seemingly, Mc=Me

is one. The ratio of Mc=Me was long taken to be �2 [18] and

thus to be species independent. However, a recent empirical

compilation [19] has shown that the ratio is p dependent

and varies from �3.5 (PE; p ¼ 1.69) to �1.4 (a-PCHE;

p ¼ 5.59). Based upon the data of Table 25.5 this ratio is

empirically expressed as:

Mc

Me

¼ 3:42p�0:534 ¼ p�

p

� �0:534

: (25:14)

Mc hence follows the empirical expression:

Mc ¼ Me

p�

p

� �0:534

, (25:15)

where Mc ¼ Me at p ¼ p� � 10 Å. With Mc expressed in

this fashion, Me overtakes Mc as p approaches p� in the 10 Å

range. At least four polymers exist with p ffi 10 Å (see Table
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TABLE 25.1. Molecular characteristics of olefinic polymers and copolymers.

Polymer T (K)
r

( g cm�3)
Ge

(MPa)
<R2>o=M

(Å2) C1 b (Å)
no

(Å3) Mo p (Å) Me a (Å) Ne Pe

PE 298 0.851 3.5 1.40 8.26 15.4 329 168.3 1.39 602 29.0 3.58 20.8
PE 413 0.785 2.6 1.25 7.38 13.7 318 150.4 1.69 1,040 36.0 6.89 21.3
PEB-2 389 0.802 2.5 1.25 7.70 14.3 339 163.5 1.66 1,040 36.0 6.34 21.7
PEB-2 413 0.785 2.2 1.22 7.51 14.0 338 159.5 1.73 1,220 38.7 7.68 22.3
PEB-5 413 0.788 1.90 1.15 7.47 13.9 353 167.3 1.83 1,420 40.5 8.51 22.1
PEB-7 413 0.789 1.55 1.05 7.08 13.2 347 164.9 1.90 1,750 42.8 10.6 23.0
PEB-10 413 0.791 1.35 1.05 7.53 14.0 391 186.2 2.00 2,010 46.0 10.8 23.0
PEB-12 298 0.860 1.50 1.04 7.72 14.3 382 197.6 1.86 1,420 38.4 7.18 20.7
PEB-12 413 0.793 1.20 0.952 7.06 13.1 379 180.9 2.20 2,270 46.5 12.5 21.1
alt-PEP 298 0.856 1.10 0.924 7.21 13.4 376 194.0 2.10 1,930 42.2 9.93 20.1
alt-PEP 373 0.812 1.03 0.871 6.80 12.6 374 182.9 2.35 2,440 46.1 13.4 19.6
alt-PEP 413 0.790 0.97 0.834 6.51 12.1 368 175.1 2.52 2,790 48.3 16.0 19.2
PEB-18 298 0.860 1.12 0.926 7.42 13.8 396 205.1 2.09 1,900 42.0 9.27 20.1
PEB-18 413 0.797 0.90 0.913 7.31 13.6 421 202.2 2.28 3,040 52.7 15.0 23.1
HPI-16 373 0.812 0.88 0.813 6.51 12.1 368 180.1 2.52 2,860 48.2 15.9 19.2
HPI-20 373 0.812 0.79 0.788 6.45 12.0 372 181.9 2.60 3,190 50.1 17.5 19.3
PEB-25 298 0.864 0.69 0.800 7.08 13.2 416 216.4 2.40 3,100 49.8 14.3 20.7
PEB-25 413 0.799 0.67 0.799 7.07 13.1 449 216.2 2.60 4,090 57.2 18.9 22.0
a-PP 298 0.852 0.48 0.678 6.00 11.2 358 183.4 2.88 4,390 54.6 23.9 19.0
a-PP 348 0.825 0.48 0.678 6.00 11.2 369 183.4 2.97 4,970 58.1 27.1 19.5
a-PP 413 0.791 0.47 0.678 6.00 11.2 385 183.4 3.10 5,780 62.6 31.5 20.2
a-PP 463 0.765 0.42 0.678 6.00 11.2 398 183.4 3.20 7,010 68.9 38.2 21.5
i-PP 463 0.766 0.43 0.694 6.15 11.4 407 187.8 3.12 6,850 69.0 36.5 22.1
s-PP 463 0.766 1.35 1.03 9.12 16.9 604 278.7 2.10 2,180 47.4 7.83 22.5
HHPP 298 0.878 0.52 0.691 6.12 11.4 353 187.0 2.74 4,180 53.8 22.4 19.6
HHPP 413 0.810 0.52 0.691 6.12 11.4 383 187.0 2.97 5,350 60.8 28.6 20.5
HPI-34 373 0.812 0.50 0.703 6.25 11.6 392 192.0 2.91 5,030 59.5 26.2 20.4
alt-PEB 298 0.861 0.58 0.725 6.88 12.8 434 225.2 2.66 3,680 51.6 16.3 19.4
alt-PEB 413 0.800 0.52 0.692 6.57 12.2 446 214.9 3.00 5,280 60.4 24.6 20.1
PEB-32 298 0.863 0.44 0.641 6.22 11.5 400 208.0 3.00 4,860 55.8 23.3 18.6
PEB-32 413 0.802 0.43 0.692 6.71 12.5 465 224.6 2.99 6,400 66.6 28.5 22.2
HPI-50 373 0.812 0.35 0.632 6.21 11.5 430 210.5 3.24 7,190 67.4 34.2 20.8
PEB-40 298 0.864 0.24 0.570 6.06 11.3 427 222.1 3.37 8,910 71.3 40.1 21.1
PEB-40 413 0.805 0.30 0.595 6.32 11.7 478 231.8 3.47 9,210 74.0 39.7 21.3
PIB 298 0.918 0.34 0.570 6.73 12.5 496 274.2 3.18 6,690 61.7 24.4 19.4
PIB 413 0.849 0.30 0.557 6.58 12.2 524 267.9 3.51 9,710 73.6 36.3 20.9
a-PEE 298 0.866 0.18 0.480 5.67 10.5 443 230.9 4.00 11,900 75.6 51.6 18.9
a-PEE 413 0.807 0.20 0.508 6.00 11.1 503 244.3 4.05 13,800 83.9 56.7 20.7
HPI-75 300 0.855 0.12 0.452 6.67 12.4 660 339.7 4.30 17,800 89.6 52.3 20.8
HPMYRC 324 0.832 0.12 0.434 6.73 12.5 720 360.6 4.60 18,700 90.0 51.8 19.6
a-PHEX 273 0.871 0.14 0.542 9.60 17.8 1119 586.6 3.52 14,100 87.5 24.1 24.9
HPMYRC-64 308 0.871 0.10 0.409 7.36 13.7 895 457.5 4.78 21,700 94.3 47.5 19.7
a-PCHE 433 0.920 0.068 0.323 7.49 13.9 1082 599.4 5.59 48,700 125.4 81.2 22.4

TABLE 25.2. Molecular characteristics of polydiene polymers and copolymers.

Polymer T (K)
r

( g cm�3)
Ge

(MPa)
<R2>o=M

(Å2) C1 b (Å)
no

(Å3) Mo p (Å) Me a (Å) Ne Pe

cis-PI 298 0.910 0.58 0.679 5.20 9.34 235 128.6 2.69 3,890 51.4 30.2 19.1
PI-7 298 0.900 0.35 0.596 4.70 8.44 221 119.6 3.10 6,370 61.6 53.2 19.9
PI-16 298 0.899 0.35 0.593 4.88 8.82 243 131.2 3.12 6,360 61.4 48.5 19.8
PI-20 298 0.898 0.35 0.591 4.96 8.98 253 136.5 3.13 6,350 61.3 46.5 19.6
PI-29 298 0.896 0.35 0.587 5.20 9.39 279 150.3 3.16 6,340 61.0 42.2 19.3
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TABLE 25.2. Continued.

Polymer T (K)
r

( g cm�3)
Ge

(MPa)
<R2>o=M

(Å2) C1 b (Å)
no

(Å3) Mo p (Å) Me a (Å) Ne Pe

PI-34 298 0.895 0.35 0.585 5.26 9.58 291 156.9 3.17 6,330 60.9 40.4 19.2
PI-50 298 0.893 0.41 0.528 4.80 8.80 273 146.6 3.52 5,390 53.4 36.8 15.1*
PI-75 298 0.890 0.37 0.563 8.07 15.0 745 399.3 3.32 5,960 57.9 14.9 17.5
cis-PBd 298 0.900 0.76 0.758 4.61 8.28 167 90.5 2.44 2,930 47.1 32.4 19.4
PBd-7 298 0.895 1.15 0.876 5.52 9.93 209 112.5 2.12 1,930 41.1 17.1 19.4
PBd-15 298 0.896 1.10 0.854 5.54 10.0 218 117.7 2.17 2,020 41.5 17.1 19.1
PBd-18 298 0.895 1.05 0.846 5.56 10.1 222 119.8 2.19 2,110 42.3 17.6 19.3
PBd-20 298 0.895 1.07 0.841 5.61 10.1 227 122.4 2.21 2,070 41.7 16.9 18.9
PBd-23 298 0.895 1.05 0.832 5.66 10.2 234 125.9 2.23 2,110 41.9 16.8 18.8
PBd-26 298 0.895 1.00 0.824 5.68 10.3 238 128.0 2.25 2,220 42.7 17.3 19.0
PBd-30 298 0.894 0.98 0.813 5.67 10.3 244 131.2 2.28 2,260 42.9 17.2 18.8
PBd-62 298 0.890 0.81 0.727 6.17 11.3 328 175.9 2.57 2,720 44.5 15.5 17.4
PBd-98 300 0.890 0.57 0.661 7.39 13.7 532 284.8 2.82 3,890 50.7 13.7 18.0
SBR** 298 0.913 0.78 0.818 6.41 11.9 316 173.6 2.22 2,900 48.7 16.7 22.0
PEBd 298 0.891 0.29 0.543 4.85 9.02 279 149.7 3.43 7,610 64.3 50.8 18.7
55-DMBD 348 0.861 0.33 0.640 7.31 13.6 556 288.4 3.01 7,550 69.5 26.2 23.1
PMYRC-0 298 0.892 0.10 0.398 5.30 9.85 454 243.8 4.68 22,100 93.8 90.6 20.0
PMYRC-64 298 0.891 0.071 0.374 5.87 10.9 592 317.5 4.98 31,100 107.8 97.9 21.7

*The low value of Pe likely indicates the real plateau modulus is lower.
**Styrene content 25 wt%.

TABLE 25.3. Molecular characteristics of poly(acrylics) and poly(methacrylics).

Polymer T (K)
r

( g cm�3)
Ge

(MPa)
<R2>o=M

(Å2) C1 b (Å)
no

(Å3) Mo p (Å) Me a (Å) Ne Pe

a-PMA 298 1.11 0.25 0.436 7.91 14.7 740 494.6 3.43 11,000 69.2 22.2 20.2
a-PEA 298 1.13 0.36 0.463 9.76 18.1 1,040 710.1 3.17 7,770 60.0 10.9 18.9
a-POA 298 0.98 0.16 0.442 17.1 31.9 3,890 2,295 3.83 15,200 81.9 6.61 21.4
a-PMMA 413 1.13 0.31 0.390 8.22 15.3 880 598 3.77 12,500 69.9 20.9 18.5
a-PEBMA 373 0.988 0.15 0.315 11.3 21.0 2,350 1,396 5.34 20,400 80.2 14.6 15.0*
a-PHMA 373 0.960 0.090 0.366 13.1 24.4 2,800 1,622 4.73 33,100 110.0 20.4 23.3
a-POMA 373 0.923 0.033 0.272 11.4 21.1 2,950 1,635 6.61 86,700 153.6 53.0 23.2
a-PDDMA 298 0.929 0.016 0.254 13.6 25.3 4,500 2,513 7.04 144,000 191.1 57.2 27.1*
a-PAPHMA 393 1.00 0.012 0.167 14.5 26.9 7,220 4,348 9.95 272,000 213.2 62.6 21.4
a-PBPHMA 393 1.00 0.0092 0.154 15.2 28.2 8,600 5,173 10.8 355,000 233.8 68.6 21.7

*These two samples yield Pe values at odds with the value of �21. This indicates the potential presence of pronounced errors in
the chain dimension and/or plateau modulus values. From the trend shown in the chain dimension column the primary error
seems to exist with this parameter.

TABLE 25.4. Molecular characteristics of miscellaneous polymers.

Polymer T (K) r(g cm�3) Ge(MPa) <R2>o=M (Å2) p (Å) Me a (Å) Pe

a-PaMS 473 1.04 0.32 0.442 3.61 12,800 75.1 20.8
a-PS 413 0.969 0.20 0.437 3.92 16,600 85.2 21.7
i-PS 413 0.969 0.19 0.420 4.08 17,500 85.7 21.0
a-PtBS 473 0.957 0.10 0.361 4.81 37,600 116.5 24.2
a-PVA 333 1.08 0.35 0.490 3.14 8,540 64.7 20.6
a-PVME 303 1.05 0.41 0.580 2.73 6,450 61.2 22.4
m-AEK 473 1.20 2.2 0.775 1.79 2,140 40.8 22.8
Me-PEEK 463 1.16 3.3 0.834 1.72 1,350 33.6 19.6
PC 473 1.14 2.7 0.864 1.69 1,660 37.9 22.5
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25.6). Since it seems improbable that Me>Mc for any poly-

mer, we expect the limiting value for Mc=Me of 1, inde-

pendent of p for p 
 10 Å. An unexplained facet of these

empirical observations is that as p increases, fewer entangle-

ment events are seemingly required to reach the regime

where the melt viscosity becomes proportional to the 3.4

power of molar mass. This is displayed in Table 25.5 where

the Me and Mc data for various flexible polymers are listed.

Note that while the relation between Me and packing length

is understood [1], the corresponding state of play between p
and Mc remains purely empirical [19].

25.4 TEMPERATURE DEPENDENCE OF CHAIN

DIMENSIONS

A feature of chain dimensions is their temperature

dependence that is expressed in terms of

k � d ln hR2i0

dT
¼ fe=f

T
(25:16)

where fe=f denotes the energetic fraction of the temperature-

dependent force in a polymer network at constant volume.

TABLE 25.4. Continued.

Polymer T (K) r(g cm�3) Ge(MPa) <R2>o=M (Å2) p (Å) Me a (Å) Pe

PDMS 298 0.970 0.20 0.422 4.06 12,000 71.2 17.5
PET 548 0.989 3.1 0.845 1.99 1,450 35.0 17.6
PN6 543 0.985 1.8 0.853 1.98 2,470 45.9 23.2
PEO 353 1.06 1.8 0.805 1.95 1,730 37.3 19.2
POM 473 1.14 1.7 0.763 1.91 2,640 44.8 23.5
PPO 505 0.998 1.2 0.741 2.24 3,500 50.9 22.7
PSF 523 1.15 2.1 0.756 1.91 2,380 42.4 22.2
PTFE 653 1.46 1.7 0.598 1.90 4,660 52.8 27.7
RADEL-R 555 1.22 3.6 0.821 1.66 1,560 35.8 21.6

TABLE 25.5. Entanglement and critical molecular weights of miscellaneous polymers.

Polymer T (K) r(g cm�3) <R2>o=M (Å2) p (Å) Me Mc Mc=Me

PE 443 0.768 1.21 1.79 980** 3,480 3.5
PBd-7 298 0.895 0.876 2.12 2,000 6,380 3.2
PI-7 243 0.919 0.618 2.92 3,250* 10,000 3.0
PEO 353 1.081 0.805 1.91 2,000 5,870 2.9
SBR 298 0.930 0.708 2.52 2,960 8,210 2.8
a-PVA 428 1.08 0.490 3.14 9,100 24,500 2.7
alt-PEP 373 0.812 0.871 2.40 3,100 8,100 2.6
PI-7 298 0.900 0.625 2.95 6,025 13,100 2.2
a-PMMA 490 1.09 0.425 3.58 13,600 29,500 2.2
PBd-98 300 0.889 0.720 2.59 3,850 8,200 2.1
a-PaMS 459 1.04 0.460 3.47 13,300 28,000 2.1
PDMS 298 0.970 0.422 4.06 12,000 24,500 2.0
PIB 298 0.918 0.570 3.17 6,900 13,100 1.9
a-PS 490 0.959 0.434 3.39 18,100 31,200 1.7
PIB 490 0.817 0.570 3.57 10,500 17,000 1.6
a-PCHE 453 0.920 0.323 5.59 48,750 80,000 1.6

*Calculated value is 6,000.
**Measured value at 413 K. The calculated value (via Eq. (25.12)) at 443 K is 1,150.

TABLE 25.6. Polymers with large packing lengths.

Polymer T (K) r(g cm�3) <R2>o=M (Å2) p (Å) Me [Mc=Me]

a-PHDEC 418 0.796 0.213 9.79 173,000* 1.01**
a-PAPHMA 393 1.0 0.167 9.94 268,000 1.00
a-PBPHMA 393 1.0 0.154 10.8 355,000 0.96
PMA-CH3 363 1.17 0.123 11.5 485,000* 0.93

*Via Eq. (25.12).
**Via Eq. (25.15).
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The empirical sign of k can be þ, 0, or – (see Table 25.7).

The modes of measurement have included theta condition

measurements utilizing a family of theta solvents or

melt state measurements. The latter include thermoelastic

measurements on networks [22] and small angle neutron

scattering (SANS) measurements on labeled chains in a

polymer melt [23]. Generally, the theta condition approach

(multiple theta solvents over a wide temperature range) is

recognized to be unreliable [21,24]. An example of this [21]

is a-PEE, where extensive theta condition work (over

the temperature range of �200 K) led to a negative value

of k ¼ �1:2 � 10�3 K�1, as opposed to the two positive

values found for the melt state by SANS and thermoelastic

measurements; see Table 25.7. The role of k on the packing

length, plateau modulus and entanglement volume can be

significant, particularly for cases where the melt rheology is

studied over a wide temperature range. A 200 K range is

common for amorphous polymers having low glass transi-

tion temperatures.

The packing length has two sources of temperature

dependence (<R2>0 and r, see Eq. (25.5)). For typical

temperatures (350 K) the change in density for polymer

liquids as a function of temperature is d ln r=dT � �6

�10�4 K�1:<R2>0 is the more interesting parameter,

in that it can increase, decrease, or remain constant as

temperature is changed.

TABLE 25.7. Melt state values of k ¼ d ln<R2>0=dT.

Polymer samples k� 103(K�1)

From SANS From fe=f
alt-PEP (PEP)* �1.1 [25] �1.5 [26,27]
HPI-50 �0.2 [21] —
a-PCHE �0 [21] —
a-PEE þ0.40 [28,29] þ0.30 [30]
a-PMMA þ0.10 [31] �0.10 [24]
a-PP �0.1 [32] —
a-PS �0 [31] þ0.17 [33,34]
a-PPEN — þ0.33 [30]
alt-PEB 0 [21] —
HHPP 0 [21] —
i-PP �0 [35] —
PBd-7 — þ0.16 [36]
PDMS — þ0.78 [37]
PEB-2(PE) �1.2 [38] �1.2 [39]
PEB-5 �1.3 [29] —
PEB-7 �0.65 [29] —
PEB-10 �0.44 [29] —
PEB-12 �0.44 [29] —
PEB-18 �0.1 [29] —
PEB-25 0 [29] —
PEB-32 þ0.63 [29] —
PEB-40 þ0.55 [29] —
PEO �0.30 [40] þ0.03 [41]
PIB — �0.28 [42]
HPI-75 þ1.2 [21] —
PI-7 (cis-PI) þ0.40 [21] þ0.41 [43]

*Ethylene–propylene random copolymer.

APPENDIX Alphabetical Listing of Polymers.

Name References Description

alt-PEB [44,45] essentially alternating poly(ethylene-co-1-butene); hydrogenated PEBd
alt-PEP [25,46,47] essentially alternating poly(ethylene-co-propylene); hydrogenated PI-7
a-PaMS [1,17,18,48,49] atactic poly(a-methyl styrene)
a-PAPHMA [50,51] atactic poly[6-{4(anisyloxycarbonyl)phenoxy}-hexyl methacrylate]
a-PBPHMA [50,51] atactic poly[6-{4(butoxycarbonyl)phenoxy}-hexyl methacrylate]
a-PCHE [1,19,21,52] atactic poly(cyclohexyl)ethylene or poly(vinyl cyclohexane)
a-PDDMA [53,54] atactic poly(dodecyl)methacrylate
a-PEA [53,55] atactic poly(ethyl)acrylate
a-PEBMA [17,53,56] atactic poly(ethyl butyl)methacrylate
a-PEE [28,57] atactic poly(ethyl ethylene); also called poly(butene-1);may be made via the hydrogenation

of poly(vinyl ethylene)
a-PHDEC [58] atactic poly(hexadecene-1)
a-PHEX [59,60] atactic poly(hexene-1)
a-PHMA [53,61] atactic poly(hexyl)methacrylate
a-PMA [55,62] atactic poly(methyl)acrylate
a-PMMA [17,18,21,31,63] atactic poly(methyl)methacrylate
a-POA [55,59] atactic poly(octyl)acrylate
a-POMA [17,53,54,64] atactic poly(octylmethyl)methacrylate
a-PP [32,65,66] atactic polypropylene; hydrogenated poly(2-methyl 1,3-pentadiene)
a-PPEN [59] atactic poly(pentene-1)
a-PS [17–19,31,67] atactic polystyrene
a-PtBS [1,68] atactic poly(t-butyl styrene)

452 / CHAPTER 25



REFERENCES

1. Fetters, L. J.; Lohse, D. J.; Richter, D.; Witten, T. A.; Zirkel,
A. Macromolecules 1994, 27, 4639.

2. Fetters, L. J.; Lohse, D. J.; Colby, R. H. Ch. 24 of Physical Properties of
Polymers Handbook (J. E. Mark, editor) AIP Press, Woodbury, NY
(1996).

3. Rubinstein, M.; Colby, R. H. Polymer Physics, Oxford University
Press, Oxford (2003).

4. Graessley, W. W.; Edwards, S. F. Polymer 1981, 22, 1329.
5. Edwards, S. F. Proc. R. Soc. London A 1988, 419, 221.
6. Colby, R. H.; Rubinstein, M.; Viovy, J. L. Macromolecules 1992, 25,

996.
7. de Gennes, P. G. Scaling Concepts in Polymer Physics, Cornell

University Press, Ithaca, New York (1979).
8. Ronca, G. J. Chem. Phys. 1983, 79, 1031.

9. Lin, Y.-H. Macromolecules 1987, 20, 3080.
10. Kavassalis, T. A.; Noolandi, J. Phys. Rev. Lett. 1987, 59, 2674.
11. Kavassalis, T. A.; Noolandi, J. Macromolecules 1988, 21, 2869.
12. Kavassalis, T. A.; Noolandi, J. Macromolecules 1989, 22, 2709.
13. Ho, J.; Govaert, L.; Utz, M. Macromolecules 2003, 36, 7398.
14. Hiss, R.; Hobeika, S.; Lynn, C.; Strobl, G. Macromolecules 1999, 32,

4390.
15. Flory, P. J. Statistical Mechanics of Chain Molecules, Wiley, New

York (1969), Chap. II; see Tables 1 and 2.
16. Witten, T. A.; Milner, S. T.; Wang, Z.-G. in Multiphase Macromol-

ecular Systems (B. M. Culbertson, editor) Plenum Press New York
(1989).

17. Ferry, J. D. Viscoelastic Properties of Polymers, 3rd Ed., Wiley, New
York (1980); Table 13–1.

18. Berry, G. C.; Fox, T. G Adv. Polym. Sci. 1968, 5, 261.
19. Fetters, L. J.; Lohse, D. J.; Milner, S. T.; Graessley, W. W. Macro-

molecules 1999, 32, 6847.

APPENDIX Continued.

Name References Description

a-PVA [17,18,54] atactic poly(vinyl acetate)
a-PVME [69,70] atactic poly(vinyl-methylether)
cis-PBd [17,71] 1,4-polybutadiene � 96% cis content.
cis-PI [17,72,73] 1,4-polyisoprene � 100% cis content; natural rubber
55-DMBD [1] poly-2,3(dimethyl butadiene) 55% 1,4; 45% 3,4 content.
HHPP [1,21,45] hydrogenated poly(2,3 dimethyl)butadiene:head-to-head polypropylene (alternating copoly-

mer of ethylene and butene-2).
HPI-x [1,26,74] hydrogenated polyisoprene where x ¼ 3,4 content of parent polyisoprene
HPMYRC-x [1,45] hydrogenated poly(myrcene) with x% 3,4
i-PMMA [54,63] isotactic-poly(methylmethacrylate)
i-PP [35,66] isotactic polypropylene
i-PS [54,75] isotactic polystyrene
m-AEK [76] poly(m-arylene–ether–ketone)
Me-PEEK [77,78] methyl-poly(aryl–ether–ether–ketone); prepared from methyl hydroquinone and 4,4’-

difluorobenzophenone.
PBd-x [57,79–82] polybutadiene, x ¼ vinyl percent; for 100% vinyl content the material is identified as poly(vinyl

ethylene) or 1,2-polybutadiene.
PC [1,54,76,83,84] polycarbonate of bisphenol A(4, 4’-isopropylidenediphenol)
PDMS [17,85–87] poly(dimethylsiloxane)
PE [17,19,38,88–90] polyethylene
PEBd [1,44] poly(ethyl butadiene) � 75/20/5 cis/trans/3,4
PEB-x [29,57] poly(ethylene–butene) random copolymer; x denotes number of ethyl branches per 100

backbone carbons
PEO [18,19,40] poly(ethylene oxide)
PET [54,91,92] poly(ethylene terephthalate)
PIB [17,18,93–95] polyisobutylene
PI-x [21,47,96–98] 1,4-polyisoprene where x ¼ 3,4 content; PI-75 is 75% 3,4, and 25% 1,2 (with essentially no

1,4 addition)
PMA-CH3 [99] main-chain liquid crystal polyester
PMYRC-x [1,44,45] poly(myrcene) with x% 3,4 [myrcene ¼ 1,6-octadiene-7-methyl-3-methylene]
PN6 [54,100,101] polycaprolactam-nylon 6
POM [28,54] poly(oxymethylene)
PPO [76,102] poly(phenylene oxide)
PSF [76,103] alternating copolymer of bisphenol A and dichlorodiphenyl sulfone (UDEL)
PTFE [104,105] poly(tetrafluoro)ethylene
RADEL-R [76,103] alternating copolymer of 4,4’-biphenol and dichlorodiphenyl sulfone
SBR [17,106] solution prepared copolymer (anionic polymerization) styrene–butadiene (34% vinyl; 19%

cis and 47% trans) 25 wt% styrene
s-PP [66,107,108] syndiotactic polypropylene

CHAIN DIMENSIONS AND ENTANGLEMENT SPACINGS / 453



20. Graessley, W. W.; Fetters, L. J. Macromolecules 2001, 34, 7147.
21. Krishnamoorti, R.; Graessley, W. W.; Zirkel, A.; Richter, D.; Hadji-

christidis, N.; Fetters, L. J.; Lohse, D. J. J. Polym. Sci., Part B: Polym.
Phys. 2002, 40, 1768.

22. Price, C. Proc. R. Soc. London 1976, 351, 331.
23. Higgins, J. S.; Benoit. H. C. Polymers and Neutron Scattering, Ox-

ford University Press, Oxford (1994).
24. Ciferri, A. J. Polym. Sci. Part-A 1964, 2, 3089.
25. Zirkel, A.; Richter, D.; Pyckhout-Hintzen, W.; Fetters, L. J. Macro-

molecules 1992, 25, 954.
26. Mark, J. E. J. Chem. Phys. 1972, 57, 2541.
27. Mark, J. E. J. Polym. Sci., Part B: Polym. Phys. 1974, 12, 1207.
28. Zirkel, A.; Richter, D.; Fetters, L. J.; Schneider, D.; Graciano, V.;

Hadjichristidis, N. Macromolecules 1995, 28, 5262.
29. Fetters, L. J.; Graessley, W. W.; Krishnamoorti, R.; Lohse, D. J.

Macromolecules 1997, 30, 4973.
30. Mark, J. E.; Flory, P. J. J. Am. Chem. Soc. 1965, 87, 1423.
31. Boothroyd, A. T.; Rennie, A. R.; Wignall, G. D. J. Chem. Phys. 1993,

99, 9135.
32. Zirkel, A.; Urban, V.; Richter, D.; Fetters, L. J.; Huang, J. S.; Kamp-

mann, R.; Hadjichristidis, N. Macromolecules 1992, 25, 6148.
33. Orofino, T. A.; Ciferri, A. J. Phys. Chem. 1964, 68, 3136.
34. Dusek, K. Collect. Czech. Chem. Commun. 1966, 31, 1893.
35. Ballard, D. G. H.; Cheshire, P.; Longman, G. W.; Schelten, J.

Polymer 1978, 19, 379.
36. Mark, J. E.; Llorente, M. A. Polym. J. 1981, 13, 543.
37. Price, C., Padget, J.; Kirkham, M. C.; Allen, G. Polymer 1969, 10,

573.
38. Boothroyd, A. T.; Rennie, A. R.; Boothroyd, C. B. Europhys. Lett.

1991, 15, 715.
39. Ciferri, A.; Hoeve, C. A. J.; Flory, P. J. J. Am. Chem. Soc. 1961, 83,

1015.
40. Smith, G. D.; Yoon, D. Y.; Jaffe, R. L.; Colby, R. H.; Krishnamoorti,

R.; Fetters, L. J. Macromolecules 1996, 29, 3462.
41. Mark, J. E.; Flory, P. J. J. Am. Chem. Soc. 1965, 87, 1415.
42. Allen, G.; Gee, G.; Kirkham, M. C.; Price, C.; Padget, J. J. Polym.

Sci., Part C 1968, 23 201.
43. Flory, P. J. Trans. Faraday Soc. 1961, 57, 829.
44. Hattam, P.; Gauntlett, S.; Mays, J. W.; Hadjichristidis, N.; Young, R.

N.; Fetters, L. J. Macromolecules 1991, 24, 6199.
45. Fetters, L. J.; Kiss, A. D.; Mays, J. W. unpublished results.
46. Richter, D.; Butera, R.; Fetters, L. J.; Huang, J. S.; Farago, B.; Ewen,

B. Macromolecules 1992, 25, 6156.
47. Gotro, J. T.; Graessley, W. W. Macromolecules 1984, 17, 2767.
48. Mays, J. W.; Hadjichristidis, N.; Graessley, W. W.; Fetters, L. J. J.

Polym. Sci., Part B: Polym. Phys. 1986, 24, 2553.
49. Fujimoto, T.; Ozaki, N.; Nagasawa, M. J. Polym. Sci. A-2 1968, 6, 129.
50. Kirste, R. G.; Ohm, H. G. Makromol. Chemie - Rapid Commun. 1985,

6, 179.
51. Rubin, S. F.; Kannan, R. M.; Kornfield, J. A.; Boeffel, C. Macromol-

ecules 1995, 28, 3521.
52. Abdel-Goad, M.; Pyckhout-Hintzen, W.; Fetters, L. J. unpublished

results.
53. Mays, J. W.; H adjichristidis, N. J. Macromol. Sci.: Rev. Macromol.

Chem. Phys. 1988, C28, 371.
54. Wu, S. J. Polym. Sci., Polym. Phys. Ed. 1989, 27, 723.
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26.1 THE WLF EQUATION

The most successful temperature dependence for the

viscous flow [1,2], viscoelastic response [1], dielectric dis-

persion [3–5], nuclear magnetic resonance response [6–8]

and dynamic light scattering [9–10] of polymers and

supercooled liquids with various chemical structures is the

Williams, Landel, and Ferry (WLF) equation [11,12]

log
J0

s (T)h(T)

J0
s (T0)h(T0)

� log
t(T)

t(T0)
¼ log aT ¼ � C1(T � T0)

C2 þ T � T0

,

(26:1)

where J0
s is the steady state recoverable compliance; h is the

shear viscosity; t is a retardation or relaxation time; aT is the

time-scale shift factor; T0 is the chosen reference tempera-

ture; and C1 and C2 are characterizing constants. J0
s (T) is a

very weak function of the temperature. In fact in the tem-

perature range where T=Tg varies from 1.2 to 2.0, J0
s has

been found to be independent of temperature [13]. Therefore

its variation is often ignored. It will be ignored in this

chapter. Some authors identify magnitude variations with

temperature which are reported as bT ¼ J0
s (T)=J0

s (T0).

Williams, Landel, and Ferry [12] reported that such an

expression is valid for polymers over the temperature range

Tg < T < Tg þ 100�. When Tg is chosen as the reference

temperature, i.e., when the response curves measured at dif-

ferent temperatures are shifted primarily along the time or

frequency scales to superimpose upon the response curve

measured at Tg, it was initially noted that the constants C
g
1

and C
g
2 assume values close to 17.448 and 51.68, respectively,

for 17 polymers [12]. Individual treatment of the data on a

wide range of polymers indicates that Cg
1 may take values

between 158 and 268 and Cg
2 between 208 and 1308. The fit

extends to temperatures below Tg if the polymer is at its

equilibrium density.

The WLF expression has been shown [12] to be related to

the Vogel–Fulcher–Tammann–Hesse equation [14–16],

log ti ¼ log A þ (C=2:303)

T � T1
, (26:2)

for h or t where A, C and T1 are empirical constants. It

follows that

log aT ¼ C=2:303

T � T0

� C=2:303

T0 � T1
: (26:3)

This is identical to the WLF expression provided the Vogel

parameters and the WLF parameters are related as

C ¼ 2:303C1C2 (26:4)

and

T0 � T1 ¼ C2: (26:5)

26.2 RELATION OF WLF EQUATION TO FREE

VOLUME

The WLF equation for aT has been rationalized in terms of

Doolittle’s free volume theory [17]. According to this theory
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that portion of the volume which is accessible to the kinetic

process of interest is considered to be the free volume

vf ¼ v � v0, wherev is the measured volume and the inaccess-

ible volume v0 is called the occupied volume. The Doolittle

equation states that the viscosity is an exponential function of

the reciprocal of the relative free volume f � vf =v0.

h ¼ Aeb=f, (26:6)

where A and b are characterizing constants.

Williams, Landel, and Ferry chose to use the fractional

free volume f ¼ vf =v in place of f. This substitution made

no difference in their derivation of the equation for the

temperature shift factor aT

log aT ¼ b

2:303

1

f
� 1

fg

� �
, (26:7)

since [1=f � 1=fg] ¼ [1=f� 1=fg].

With the assumption that the fractional free volume is a

linear function of temperature

f ¼ f0 þ af (T � T0): (26:8)

Substituting of Eq. 26.8 in Eq. 26.7 yields

log aT ¼ � (B=2:303f0)(T � T0)

f0=af þ T � T0

(26:9)

which is identical in form with the WLF equation.

26.3 THERMORHEOLOGICAL COMPLEXITIES

In the frame work of the free volume theory, the molecu-

lar mobility at any temperature is assumed to depend pri-

marily on the free volume remaining. It is generally further

assumed in this approach that this molecular mobility deter-

mines the temperature dependence of the shift factors of all
different kinds of molecular motions involving various

length scales in the polymer melt. Hence free volume ap-

proach usually purports that the temperature shift factors of

different viscoelastic mechanisms are the same. This result

coming from the free volume theory of molecular mobility

is perhaps the justification of the practice of obtaining the
(meaning that there is only one) shift factor curve, aT , which

is usually derived by superposing curves of viscoelastic

functions measured at different temperatures within the

time or frequency range of the instrumentation. So long as

the curve of the stress relaxation modulus, the creep and

recoverable compliance, dynamic moduli or compliance do

not change their shape in logarithmic plots, unique reduced

curves with extended time or frequency range can be

obtained. This will be the case, principally, if all of

the molecular mechanisms contributing to the time- and

frequency-dependent modulus and compliance functions,

have the same temperature dependence. When this is so,

the polymer is identified as being thermorheologically sim-

ple [18]. This appears to be true, in general, for closely

related mechanisms, i.e., those within a group contributing

to a single-loss tangent maximum; however mechanisms

contributing to different loss peaks inevitably have different

temperature dependences. This is widely recognized for the

sub-Tg loss peaks, identified by the Greek letters b, g, and d.

However, it is not as widely recognized that the so-called a

mechanism, which is normally seen above Tg involves con-

tributions from possibly three groups of molecular mechan-

isms with specifically different sensitivities to the variation

of temperature [19–21]. In spite of the fact that a single loss

peak is generally observed, a growing body of knowledge

shows that local mode, sub-Rouse, and Rouse normal modes

of chain backbone motions have different temperature

dependences [19–24] which are most often different from

that of the mechanisms of the terminal zone [19,25–32]

which leads to steady-state behavior. Consequently, the

temperature dependence of the viscosity is usually different

from that of the glass to rubber-softening dispersion.

Therefore, it is important to know from which region or

viscoelastic zone the WLF constants C1 and C2 were deter-

mined. Table 26.1 presents WLF constants and contains

such information, when possible.

It should be noted that the shift factors that can be fitted to

the WLF equation show positive curvature when plotted

logarithmically against the temperature. Quite often, log aT

values obtained near and below Tg show negative curvature

at low temperatures simply is an indication that the lower

temperature measurements were made before the density of

the material reached its equilibrium value.

26.4 TEMPERATURE DEPENDENCES UNDER

PRESSURE

The loss of molecular mobility on approaching the glassy

state by decreasing temperature may be due to increased

molecular crowding (decrease in free volume) as well as

a decrease in thermal energy (decrease in entropy). The rela-

tive importance of these two factors, volume (or free volume)

and thermal energy (or entropy) has been a controversial issue

for many years. It cannot be resolved by temperature vari-

ations alone in experimental studies, since the volume, en-

tropy, and thermal energy all depend on temperature. The

introduction of pressure, P, as an additional experimental

variable makes a difference, because the specific volume, V,

can be altered while maintaining temperature, T, constant. By

combining the dielectric or light scattering results for poly-

meric and nonpolymeric glass-formers with the correspond-

ing equation of state (PVT data), the volume and temperature

dependence of the primary (local segmental for polymers)

relaxation times ta can be obtained [181–185]. The results

indicate that in general neither T (or entropy) nor V is exclu-

sively the appropriate thermodynamic variable for describing

the dynamics of glass formers, but rather ta is a function of the

product variable, T�1V�g, where g is material-dependent,

reflecting the nature of the intermolecular potential. Number

polymers have been studied thus far, yielding the following
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TABLE 26.1. WLF parameters characterizing temperature dependencies of shift factors for relaxation and retardation times in
various polymer systems.

Polymer
T0
�K

C1
�K

C2
�K

Tg
�K Ref. Comments

Nonaromatic hydrocarbon
backbone polymers

Poly(acetaldehyde) 243 14.5 24 243 [33] . aT ,a of local segmental motion from dielectric
relaxation data.

Polyethylene
(solution chlorinated)
Cl content
¼ 56.6 w/w,
amorphous

312.3 12.7 63.3 317 [180] . aT ,a of local segmental motion from a combination
of dielectric relaxation and dynamic mechanical
relaxation data for log ta ¼ �12:7 þ 804=
(T � 249 K).

Poly(hexene-1) 218 17.4 51.6 218 [34] . The shift factors, aT ,S , of the softening dispersion with
G0 ranging from about 106 < G0 < 109:2dyne=cm2 and
temperature T from �27.5 8C to 70 8C.

Polyisobutylene PIB
(the NBS sample
with M ¼ 1:3 � 106

distributed
by R.S. Marvin [35–37]
on which the most
comprehensive studies
of viscoelastic
properties were carried
out in many
laboratories)

298 8.61 200.4 201 [38,39] . aT ,S of the entire softening dispersion, from dynamic
mechanical measurement of J *(f ), 10<f<6000 Hz
and 228.4<T<3738K. Its T-dependence is much
weaker than that of aT ,G(t) given below.

197 6.14 56 201 [40–42],
[19–20],

[43]

. aT ,E(t) of the entire viscoelastic spectrum, from glassy
state to the terminal zone, from stress relaxation,
E(t ), between �83 and 25 8C in the time region of
about 100:6 < t < 102:6 s. Its T-dependence is in
agreement with the shift factor obtained from creep
data, Jr (t), (to be given below) throughout the soft-
ening region.

228.5 13.18 130.9 201 [20,43] . aT ,Rouse of Rouse modes in the softening dispersion
located in the compliance range JN > Jr (t) >
10�8 cm2= dyne, where JN is the plateau compliance,
and resolved as a tan d peak by a combination
of isothermal (i.e., shift factor in this case not
obtained from time-temperature superpositioning
of viscoelastic curves as commonly done) creep
and dynamic mechanical measurements in the wide
real time range of 106 > t > 3 � 10�4 s from �74.2 to
�35.8 8C. tRouse (�66.9 8C) ¼ 2.74.

245.3 21.24 147.7 [43,20] . aT ,a of local segmental mode from G(t ) and Jr (t) data
in the softening dispersion for viscoelastic response
with Jr (t) < Jea (where Jea is the relaxed compliance
of the local segmental motion and has the value of
approximately 5 times the glassy compliance Jg)
and combined with data from the resolved local
segmental motion obtained by photon correlation
spectroscopy. Log ta(T ¼ �66:9C) ¼ �0:5.

215.3 20.36 117.7 [43,20] . aT ,sub-Rouse the sub-Rouse modes in the softening
dispersion located in the compliance range of
Jea < Jr (t) < 10�8 cm2 dyne and resolved as a tan d

peak situated at a higher frequency than the Rouse
tan d peak by a combination of isothermal creep
and dynamic mechanical measurements in the
real time range of 106 < t < 3 � 10�4 s from �74.2 to
�35.8 8C. log tsub-Rouse (�66.9 8C) ¼ 1.63.
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TABLE 26.1. Continued.

Polymer
T0
�K

C1
�K

C2
�K

Tg
�K Ref. Comments

PIB 205 14.3 72.5 201 [44] . aT ,Rouse resolved by a combination of stress relax-
ation and dynamic birefringence measurements in
the range 100:2 < t < 103:8 s. Log tRouse (�66.9 8C) ¼
2.13. This result is in fair though not perfect agree-
ment with that obtained by the tan d peak (see
above).

205 13.7 64.8 201 [44] . aT ,G of the ‘‘stress that relaxes through monomer
rotation around the chain axis’’ resolved by a combin-
ation of stress relaxation and dynamic birefringence
measurements in the range 100:2 < t < 103:8 s. Log
tG( � 66:9�C) ¼ 0:1. This technique has not resolved
the sub-Rouse modes possibly because time tem-
perature superposition was used. Hence the result is a
compromise between the local segmental mode and
the sub-Rouse modes. Log tG( � 68:2�C) ¼ 0:77
which is close to the average between ta and tsub-Rouse

at�66.9 8Cobtained from isothermalmechanical data
taken over 9 decades of real time (see above).

PIB (E-19)
M ¼ 78 500

198 15.99 62.99 200.4 [45] . aT ,J(t) of the entire viscoelastic spectrum from Jr (t). Its
T-dependence is similar to that of viscous flow, h.

PIB 202 16.96 80 202 [47] . aT ,h of viscosity h. When extrapolated down to lower
temperatures, its temperature dependence remark-
ably (in the sense that this does not happen in most
other polymers) is nearly the same as that of aT ,G(t)

discussed above [Tobolsky and coworkers, Refs.
40–42].

PIB 2:7 � 104 < Mw

< 7 � 105
298.2 7.49 192 205 [48] . aT ,h of the terminal dispersion measured from 243 to

473 K.
PIB
(M ¼ 4900)

298.2 7.60 184 [49] . aT ,h of viscosity from �50 to 170 8C. Its temperature
dependence similar to that given above.

Polypropylene
PP
(atactic )

298 7.53 85 262 [29] . aT ,h of viscosity measured up to 1012:6 poise at 266 K.
It has a weaker temperature dependence than that of
aT ,S of the softening dispersion in the temperature
range where the viscoelastic response has Jr (t)
principally less than 10�8cm2=dyne.

298 6.86 65 262 [29] . aT ,S of the softening dispersion from Jr (t). It has a
stronger temperature dependence than that of aT ,h.

Same sample
as above

267.74 12.9 34.74 262 [50] . aT ,f of local segmental motion from correlation func-
tions measured by photon correlation spectroscopy
(PCS) carried out in the temperature range of
268<T<280 K. The correlation times determined lie
within the range: 10�5 < t < 100 s.

Same sample
as above

262.65 13.14 21.7 262 [51] . aT ,a of local segmental motion from dynamical mech-
anical data taken in the frequency range of 0.01 to
100 Hz. Its T-dependence is in good agreement with
that (aT ,f) obtained from PCS and that (aT ,S ) obtained
from creep measurement.

PP
(atactic )

253 18.2 47.6 [7a] . aT ,t(NMR) of local segmental motion from 2D
exchange NMR and spin-lattice relaxation data
which determined the NMR correlation time in the
range 10�10 < tNMR < 12, s. The T-dependence of
aT ,t(NMR) is significantly w3eaker than that of aT ,S
from creep or aT ,f from photon correlation spectros-
copy, but comparable to that of aT ,h from creep. The
sample may not be totally atactic.

258 14.5 30 258 [7b] . aT ,t(NMR) of local segmental motion in different poly(-
propylene) samples, 10�10 < tNMR < 103 s:
tNMR(Tg) ¼ 102 s.
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TABLE 26.1. Continued.

Polymer
T0
�K

C1
�K

C2
�K

Tg
�K Ref. Comments

PP (atactic prepared by
polymerization of
2-methyl-1,3-
pentadiene followed by
saturation with
hydrogen)

348.2 4.73 123.9 268.5 [52] . aT ,h of the terminal relaxation from dynamic mech-
anical, G�(v), data taken from 25 8C to above 75 8C.
Its temperature dependence is slightly stronger than
that found by Plazek (see aT ,h in above) consistent
with the sample having a higher Tg by about 6 8C.

Vinyl polymers

Polystyrene PS 428.9 13.46 28.9 371 [25] . Shift factors aT ,S given here were obtained from
recoverable compliance, Jr (t), with the terminal zone
excluded from the consideration. Data from samples
with molecular weights that range from 1:1 � 103 to
8:0 � 105 were included. Thus the Tg listed here ap-
plies to the high molecular weight samples only. At
lower temperatures near Tg where the aT ,Ss are for
the local segmental motion, the temperature depend-
ence of aT ,S is significantly stronger than that of the
viscosity h, aT ,h, to be given in the next entry below.

371 14.63 60 371 [25] . Shift factor, aT ,hJe , for the product of the viscosity h

and the equilibrium recoverable compliance Je and
samples with molecular weights ranging from
1:1 � 103 to 6 � 105. Thus the Tg listed here applies to
the high molecular weight sample only. Also for the
high molecular weight samples, Je is almost tempera-
ture independent and the shift factor given here is the
same as that for the viscosity, aT ,h. Its temperature
dependence is weaker than that of aT ,S (see comment
in entry immediately above).

PS 373 16.35 52.5 373 [8] . Shift factor, aT ,t(NMR) for the local segmental motion
from 375<T<4438K obtained by 2D exchange NMR
combined with 2H- spin-lattice measurements
covering the correlation time range 10�6 < tNMR

< 103 s. Temperature dependenceof aT ,t(NMR) agrees
closely with that of the aT ,S in the low temperature
range near TR where aT ,S comes from local segmental
motion. Beyond this temperature range aT ,t(NMR) has a
stronger temperature dependence than that of aT ,S ,
indicating that the local segmental motion probed by
NMR has a more sensitive temperature dependence
than the Rouse modes. Reported spectrum of local
segmental motion from 2D exchange NMR narrows
dramatically with increasing temperature.

PS
(high mol. wt )

375 12.0 49.9 375 [53] . aT ,Rouse of the Rouse modes in the softening
dispersion resolved by a combination of stress relax-
ation and dynamic birefringence measurements.
tRouse(Tg) ¼ 101:4 s.

375 12.0 41.6 375 [53] . aT ,G of the G component in the softening dispersion,
which represents the stress that relaxes through
monomer rotation around the chain axis, resolved by
a combination of stress relaxation and dynamic
birefringence measurements. tG(Tg) ¼ 100:1 s.

PS(A-25 ) 373 12.7 49.8 370 [54,55] . This shift factor, aT ,h, is for viscous flow in a
monodisperse sample (A-25) with (Mv )av ¼ 4:7 � 104

as reported by Ferry in Table 11-II of his book [1]. The
shift factor for the softening dispersion, aT ,S , not
reported in Table 11-II has a stronger temperature
dependence and is given in the next line.
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TABLE 26.1. Continued.

Polymer
T0
�K

C1
�K

C2
�K

Tg
�K Ref. Comments

PS(A-25) 373 10.7 29.9 370 [55] . aT ,S from creep in the softening dispersion (see
remarks immediately above).

371 12.95 60 371 [25] . aT ,h for viscosity from Berry and Fox [2]. It has
even a weaker temperature dependence than that
of any of the aT ,h s determined from creep data
described in the above.

PS (Commercial
sample: Hostyrene
N-7000,
mol. wt. not given.)

378 9.4 39 363.5
(from

dilatometry
at a

cooling
rate of
3K/h)

[56] . aT ,S of the entire softening dispersion from creep,
Jr (t), data with 10�1:8 < t < 103:2 s and tempera-
ture ranging from �90 to 130 8C. Its temperature
dependence is considerably weaker than that
of aT ,S found by Plazek and O’Rourke [25] by
recoverable creep compliance, Jr (t ), data with
10�0:5 < t < 105:5 s. If the difference in Tg of about
7.58 is accounted for (Schwarzl’s sample has a
lower Tg) then there is reasonable agreement
between the the two sets of data.

PS 373 13.7 50.0 373 [57]
PS (2:5 � 105) [58] . Polymer J. 1, 485 (1970).
PS M>29 000 433 7.14 112.1 373 [59] . aT ,h of the terminal dispersion measured in

the temperature range of 393 to 493 K. Its T-
dependence is slightly stronger than that of the
terminal dispersion determined by Plazek
[25,54,55].

Poly(a-methyl
styrene)

445 13.7 49.3 445 [60]

PaMS 441 16.8 53.5 441 [61]
Poly(4-chloro
styrene) P4CS

411.5 11.4 58.0 [62] . aT ,a for local segmental motion from dielectric
relaxation data.

Poly(vinyl acetal) 344.1 16.1 77.38 [63–66] . aT ,a of local segmental motion from dielectric
relaxation: 10�6 < ta < 10�3 s, ta(T0) ¼ 1 s.

Poly(vinyl acetate)
PVAc

349 8.86 101.6 305 [67,68] . aT ,S of the entire softening dispersion from dy-
namic mechanical J *(f ) with 10<f<6000 Hz.
Sample in equilibrium with ambient moisture and
the water absorbed lower the sample’s Tg . Its
T-dependence is considerably weaker than either
of the shift factors obtained from creep compliance
in dried samples given immediately below.

310.2 12.0 31.1 310 [27,28] . aT ,S of the softening dispersion obtained from
creep compliance Jr (t ) data. It has a stronger
temperature dependence than that of the shift
factor of the terminal dispersion, aT ,h, given
immediately below.

311.1 15.57 60.0 310 [27,28] . aT ,h of viscous flow or the terminal dispersion from
data of Jr (t ).

373 7.43 125 310 [28] . aT of the entire viscoelastic spectrum including the
softening and the terminal dispersions obtained
when all data (Jr (t ), dynamic mechanical, dielec-
tric) are combined together.

PVAc
Mh ¼ 8:2 � 104

316.37 12.67 71.07 308 [4] . aT ,« of the local segmental motion from 26.85
to 84.77 8C resolved by dielectric relaxation
measurement of «�(f ) on dried samples in the
range: 10�6 < f < 106 Hz: t(34:95 �C) ¼ 101:4 s.
Its T-dependence is considerably weaker than that
of the local segmental motion, which is aT ,S at
temperatures close to Tg , as determined from
recoverable compliance, Jr (t ), data (see above).
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Polymer
T0
�K

C1
�K

C2
�K

Tg
�K Ref. Comments

PVAc (Mh ¼ 15 000) 307.4 14.19 69.40 290.2 [69] . aT ,a of the local segmental motion obtained by
PCS data. Its temperature dependence is similar
to that found by McKinney and Belcher [174] from
dynamic compressibility on another sample with
approximately the same Tg .

Poly(vinyl butyral) 336.4 17.24 85.18 [64,66]
[70,71]

. aT ,a of local segmental motion from dielectric re-
laxation: 10�6 < ta < 10�3 s, ta(T0) ¼ 1 s.

Poly(vinyl
chloroacetate)

346 8.86 101.6 296 [72,80]

PVCAc
Poly(vinyl chloride)
PVC

352 19.84 43.89 353 [73] . aT ,a of local segmental motion from tensile
stress relaxation (10�1 s < t < 1 day) and
dynamic mechanical data in the frequency range
10�5 < f < 104 Hz from 63 to 123 8C.

PVC 358.7 13.42 28.7 358 [74] . aT ,a of local segmental motion from
365<T<410 K obtained by dielectric relaxation.
The relaxation times lie within the range:
10�7 < ta < 1 s: Log ta(380 K) ¼ �4:64.

PVC
(commercial sample:
Solvay & Cie,
type Solvic 229)

346.5 11.2 34.6 338.7
(from

dilatometry
at a

cooling
rate of
3K/h)

[56] . aT ,S of the softening dispersion from creep, J(t ),
data. It has a much weaker temperature depend-
ence compared with aT ,a from dynamic mechanical
and dielectric relaxation given above. This discrep-
ancy between the shift factors of the mechanical
data of Schwarzl with the other sets of data may be
due to the much lower Tg of the sample used.

Poly(vinyl formal) 381.3 10.33 26.76 [63,64] . aT ,a of local segmental motion from dielectric re-
laxation data determining the relaxation time in the
range: 10�7 < ta < 10�3s: ta(T0) ¼ 1 s.

Poly(vinyl hexanal) 312.6 16.0 85.62 [75] . aT ,a of local segmental motion from dielectric re-
laxation data determining the relaxation time in the
range: 10�6 < ta < 10�3s: ta(T0) ¼ 1 s.

Poly(vinyl methyl
ether) PVME

244 14 42 250 [76] . aT ,a of local segmental motion from dielectric re-
laxation in the range: 10�0:5 > ta > 10�7 s.

PVME 246.5 15.25 47.23 [77,78] . aT ,a from dielectric data of Zetsche et al. [78].
Similar to that given above.

Acrylates and
methacrylate
polymers

Poly(methyl acrylate)
PMA

324 8.86 101.6 276
(value
seems

too low )

[79,80] . This shift factor was obtained by combining the
dynamic mechanical data of the entire softening
dispersion (25<T<90 8C and 30<f<3000 Hz) and
early dielectric relaxation data of Mead and Fuoss
[79] in a comparable frequency range. Its tem-
perature dependence is weaker than that of the
shift factors aT ,S and aT ,« to be described below.

287.4 11.08 27.9 287 [24] . aT ,S of the entire softening dispersion from Jr (t).
287.72 12.8 38.2 [5] . aT ,« of the local segmental motion from 293

to 373 K by dielectric measurement (10�1 < f
< 1010 Hz). Temperature dependence of aT ,« is in
good agreement with that of aT ,S for viscoelastic
response principally in the compliance range
Jg > J(t) < 10�8 cm2=dyne. Dielectric and creep
data are in good agreement.

326 8.86 101.6 [81] . aT of the entire viscoelastic response from relax-
ation modulus in extension, E(t ).
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�K

C2
�K
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�K Ref. Comments

276 16.67 60 276
(value
seems

too low )

[2] . aT ,h of viscosity. It has a weaker temperature
dependence than aT ,S and aT ,«.

Poly(methyl
methacrylate)
PMMA (atactic )

381 34 80 381 [2] . aT ,h for viscosity. Its T-dependence similar to that of
conventional PMMA given below. If extrapolated down
to the temperature regime of aT ,S (see next entry) it
has a different T-dependence than that of aT ,S .

PMMA (atactic ) 382.55 9.34 32.5 381 [82] . aT ,S for the softening dispersion determined by Jr (t)
from 376 to 404 K. The T-dependence of aT ,S is
stronger than that of the viscoelastic mechanism
above the rubbery plateau.

PMMA (isotactic ) 326.5 9.34 32.5 323 [82–84] . aT ,S for the softening dispersion determined from 29.2
to 159.3 8C.

PMMA
(conventional )l

388 32.2 80 390 [2] . aT ,h for viscosity determined in the high temperature
range. If extrapolated down to the temperature
regime of aT ,S (to be given below) it has a different
T-dependence than that of aT ,S .

PMMA
(conventional )

493 7.0 173 378 [85] . aT ,h of viscosity. It has a considerably weaker T-
dependence than that given by Berry and Fox [2].

PMMA
(conventional )

393.5 9.34 32.5 390 [82] . aT ,S of the softening dispersion obtained by Jr (t ) in the
range from 387 to 462 K. In good agreement with the
T-dependence of the shift factors obtained from stress
relaxation E(t ) data of McLoughlin and Tobolsky [175]
in a similar temperature range.

PMMA
(conventional )

390.5 14.27 63.1 [81] . aT ,S of the softening dispersion. However, the T-
dependence as reported is weaker than that given in
the entry above. The reason for this discrepancy is not
clear. We recommended the WLF parameters given in
the entry above because they are corroborated by two
different experimental measurements.

PMMA
(conventional )

393.1 12.21 70.1 390 [82] . aT ,plateau of the viscoelastic mechanism with compli-
ance above the rubbery plateau determined in the
same temperature range as aT ,S , but has weaker
T-dependence than that of the latter.

PMMA
(commercial,
Röhm Plexiglas
240/218 )

396.5 8.0 36.0 380.2
(from

dilatometry
at a

cooling
rate of
3 K/h )

[56] . aT ,S for the entire softening dispersion from 100 to
145 8C. Its temperaturedependence isweaker than that
of aT ,S obtained by Plazek et al. [82–84]. It is possible
the discrepancy is caused by the sample studied by
Schwarzl et al. has a lower Tg. A correction of the differ-
ence in Tg of about 3 degrees will bring the two sets of
shift factors into agreement.

Poly(ethyl
methacrylate)
PEMA

373 11.18 103.5 335 [86] . aT ,S of the softening dispersion from dynamic shear
compliance J�(v) from 352.7 to 4288K.

Poly(n-butyl
methacrylate)
Pn-BMA 373

300
9.7

17.0
169.6
96.6

300
300

[87] . aT ,S of the softening dispersion from dynamic shear
compliance J�(v) from 316.7 to 403.1 K.

Pn-BMA 373 8.5 185 300 [88] . aT ,a of local segmental motion from dielectric relax-
ation: 100 < f < 107 Hz and 313 < T < 403 K. Its
T-dependence is comparable but slightly weaker than
that of aT ,S given in the entry above.

Pn-BMA
(M ¼ 250000)

300 18.2 96.6 300 [89] . aT ,a of local segmental motion from PCS measure-
ment from 35.8 8C to 70.6 8C and loghti from 10 to
10�4 s. Its T-dependence is similar to that of aT ,S from
dynamic mechanical data.
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C1
�K

C2
�K

Tg
�K Ref. Comments

Poly(n-hexyl
methacrylate)
Pn-HMA 373 9.8 234.4 268 [90] . aT ,S of the softening dispersion from dynamic shear

compliance J�(v) from 277.7 to 398 K.
Pn-HMA 268.1 10.95 67.12 268 [91] . aT ,a of local segmental motion from dielectric

relaxation: 100 < f < 106 Hz and 275<T<3338K.
Its T-dependence is nearly the same as that of aT ,S
(see above) within this temperature range.

Poly(n-octal
methacrylate)
Pn-OMA

373 7.6 227.3 253 [92–95] . aT ,S of the softening dispersion from dynamic shear
compliance J�(v) from 258.7 to 402.5 K.

Poly(2-ethyl hexyl) 373 11.58 208.9 284 [96] . aT ,S of the softening dispersion from dynamic shear
compliance J�(v).

Poly(n-lauryl
methacrylate)
Pn-LMA 298.2 8.52 139.2 208? [97] . aT ,S of the softening dispersion from dynamic shear

compliance J�(v) from 232.6 to 318.3 K.
Pn-LMA
Mw ¼ 1:1
�105 g=mol

233.8 9.06 62.3 225 [98] . aT ,a of the local segmental motion determined from
dielectric relaxation and PCS for the range
100 > ta > 10�5=2 s. It has a weaker T-dependence
than that of aT ,S .

Poly(cyclohexyl
methacrylate)
PCHMA
Mw ¼ 2 � 105

359.7 14.8 75.67 374 [99] . aT ,a of local segmental motion from data of local
density fluctuation observed by PCS, mechanical
relaxation and dielectric relaxation. When refer-
enced to the respective Tg s (i.e. plotting log (aT ,a)
against (T ---Tg) the shift factor of PCHMA has a
considerably stronger temperature dependence
than that of Pn-HMA.

Heterogeneous
backbone polymers

bisphenol A
Polycarbonate
BPA-PC

418 22.88 78.64 [100] . aT ,S of the entire softening dispersion from dynamic
mechanical measurements obtained in the range
405<T<426 K.

BPA-PC 425.7 10.4 52.2 423.6 [101] . aT ,h of viscosity from 478 to 5978K obtained on
Lexan (General Electric Co.) with Mw ¼ 72 600 and
Mn ¼ 28 100.

BPA-PC
(branched )

425.7 9.61 120.7 425.7 [102] . aT ,h from terminal relaxation G�(v) data measured
over the temperature range from 473 to 573 K. Its
T-dependence is nearly the same as that for Lexan
given above and is much weaker than that of aT ,S
for linear BPA-PC given above when the latter is
extrapolated to high temperatures and compared at
473 K, the lowest temperature of measurement of
aT ,h.

BPA-PC 427.7 12.18 51.97 423 [103] . aT ,E obtained from stress relaxation measurements
(10 < � < 104 s) and (140:5 < T < 172:5 C) from
the glass to the terminal zone.

Poly(dimethyl
siloxane)
PDMS 303 1.90 222 150 [104] . aT ,h of viscous flow determined at temperatures

significantly higher than Tg . Do not extrapolate
down to low temperatures near and above Tg

because it shows a T-dependence unrealistically
much weaker than that of aT ,a of the local
segmental motion (given below).

PDMS 150 5.08 120 150 [105] . aT ,h of viscous flow from creep (remarks given im-
mediately above apply here).
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PDMS
(Mn ¼ 10 370)

147 10.4 14.24 149.5 [106] . aT ,« of local segmental motion from dielectric re-
laxation in the frequency range 10�2 < f < 107 Hz
and temperature range Tg < T < Tg þ 20� K. If this
is extrapolated to higher temperatures, the
extrapolated values turns out to agree with aT ,h
throughout the temperature range in which the latter
was determined, e.g., �233 < T < 300 K.

PDMS
(Mn ¼ 3230)

145.3 14.12 23.06 148.8 [106] . Same as above.

PDMS
(Mn ¼ 420)

136.5 11.46 14.01 135.9 [106] . Same as above.

PDMS
cyclic
(Mn ¼ 6920)

149 11.48 15 150.3 [106] . Same as above.

PDMS
cyclic
(Mn ¼ 2120)

148.2 14.03 23.86 151.6 [106] . Same as above.

PDMS
cyclic
(Mn ¼ 410)

153 13.53 18.05 [106] . Same as above.

Poly(aryl ether ether
ketone)
Mw ¼ 90 000;
Mn ¼ 45 000
(450 G.ICI)

412.9 29.96 53.74 417 [178] . aT ,a of local segmental motion obtained by G�(v)
from dynamic mechanical measurements from 1 to
10�4 Hz in the temperature range of 412 to 423 K
and ta ranging from 10�0:24 to 105 s.

methyl-substituted
Poly(aryl ether ether
ketone)
(Me)PEEK

514.1 3.24 132.1 424.1 [107] . aT ,h of terminal dispersion measured by G�(v) on a
sample with Mw ¼ 33 800. The author has given
the shift factor originally as the VFTH form of
log aT ¼ B=(T � T1) with B¼428+30 K and
T1 ¼ Tg � 42�C for samples with different
molecular weights.

Poly(oxy-1,4-
phenylene sulfoneyl-
1,4-phenylene), also
called poly(aryl ether
sulfone)

485.2 70.98 241.2 497 [178] . aT ,a of local segmental motion from dynamic
mechanical measurement of G�(v) from 1 to
10�4 Hz in the temperature range from 485 to 516 K
and ta ranging from 10�2:4 to 105:6 s.

PES
Poly(ethylene
terephthalate)
PET (amorphous ) 352.8 9.04 25.5 346.6 [108] . aT ,a of local segmental motion from dielectric

relaxation.
PET (amorphous ) 346.6 17.7 42.63 346.6 [5] . aT ,a of local segmental motion from dielectric

relaxation.
Poly(2-hydroxypropyl
ether Bisphenol A)
PH 356.6 14.21 31.6 359 [76] . aT ,a of local segmental motion from dielectric

relaxation in the range: 10�1 > ta > 10�8 s.
Poly(methyl phenyl
siloxane)
PMPS
(M ¼ 5000)

181.2 20.4 56.76 223.3 [30] . aT ,S of the softening dispersion from Jr (t) from 23.4
to �50 8C.

PMPS
(M ¼ 2500)

207 18.1 39.8 [109,
110]

. aT ,a of the local segmental motion from local dens-
ity fluctuation in PCS. It has a stronger
T-dependence than that of chain diffusion (given
below).
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�K
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�K
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PMPS
(M ¼ 2500 )

207 5.6 56.76 [109,
110]

. shift factor of chain diffusion from concentration
fluctuation in PCS.

PMPS
(M ¼ 12 000 )

237.4 23.96 48.8 237.4 [111,
112]

. aT ,a of local segmental motion from dynamic
mechanical measurement of G�(f ) in the range:
10�1:5 < f < 101:5 Hz.

258.4 7.32 32.5 237.4 [111,
112]

. aT ,a from dielectric measurement in the range:
102 < f < 106 Hz.

. Good correspondence to aT ,a from mechanical
data.

PMPS
(M ¼ 130 000 )

243.2 17.69 34.71 243.2 [111,
112]

. aT ,a from dynamic mechanical (see above).

261.8 7.47 36.1 243.2 [111,
112]

. aT ,a from dielectric relaxation (see above).

PMPS 273.2 14.8 66.4 247.2 [113] . aT ,a from PCS.
(M ¼ 28 500 ) 248.2 14.8 55.9 248.2

273.2 11.8 67.9 247.2 [113] . aT ,a from dielectric relaxation.
248.2 15.2 49.2 248.2
248.2 16.1 53.2 248.2 [177] . aT ,h of shear viscosity from �258 to 100 8C and

1 < h < 107:7 Pa:s:
Poly(methyl-p-tolyl
siloxane)

262.2 12.9 55.1 262.2 [177] . aT of entire viscoelastic response from the glass
level to the terminal zone obtained from G�(v).

PMpTS (Mw ¼ 18 400)
259.1 15 45 262.2 [179] . aT ,a of local segmental motion from photon correl-

ation measurement in the range 10�6 < ta < 101s
and
260 < T < 290K:Log[ta(T ¼ 270K)=s] ¼ �2:9:

258.1 12.8 37.8 262.2 [179] . aT ,a of local segmental motion from dielectric
relaxation measurement in the range 10�9:8 < ta
< 102 s and 252<T<370 K. Log [ta(T ¼ 270 K)=s]
¼ �3:06:

Poly(propylene oxide)
PPO

198 16.2 24 198 [114] . aT ,a of the local segmental motion from dielectric
relaxation measurements in the frequency range
10�4 < f < 106 Hz.

Poly(propylene
glycol) PPG (4000,
2000, 1000)

198.8 16.8 48.8 [115] . aT ,a of local segmental motion from dielectric re-
laxation measurements in the frequency range:
106 < f < 10�4 Hz. It has stronger temperature de-
pendence than that of aT ,n, the shift factor of the
normal modes.

PPG (4000) 216.66 10.1 63.66 [115] . aT ,n of the normal modes from dielectric relaxation
measurements (see remarks immediately above).

PPG (40 000) 216.66 8.85 50 [116] . aT ,h of the shear viscosity. Its temperature de-
pendence is close to that of aT ,n, the shift factor of
the normal mode from dielectric data.

PPG
linear, Mn ¼ 3100

205.9 9.24 22.93 [117] . aT ,f of the local segmental motion from PCS from
�498 to �66.7 8C. ta( � 60:7�C) ¼ 1:00 � 10�2s:

Poly(thio-1,4-
phenylene), also called
poly(phenylene sulfur)
PPS (Mw ¼ 37 000)
T1. Solvay

355.3 22.21 49.63 362 [178] . aT ,a of local segmental motion from dynamic
mechanical measurement of G�(v) from 1 to
10�4 Hz in the temperature range from 355 to
371 K.

Polysulfone
PSF

459 15.1 49 459 [118] . aT ,Rouse of the resolved Rouse modes by the com-
bination of stress relaxation and dynamic birefrin-
gence. tRouse(Tg) ¼ 100:7s.
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459 15.8 43.7 459 [118] . aT ,G of the resolved G-component of the softening
dispersion which represents the stress that relaxes
through monomer rotation around the chain axis.
tG(Tg) ¼ 1 s.

Tetra methyl
polycarbonate TMPC

456.4 8.9 29.0 456.4 [119] . aT ,a of local segmental motion from dielectric re-
laxation.

Zinc phosphinate
polymer

373 6.94 66.6 324 [120]

Rubbers

Butyl rubber
(lightly vulcanized with
sulfur )

298 9.03 201.6 205 [121] . aT ,S of the softening dispersion from dynamic shear
measurements.

Ethylene-propylene
copolymer

298 5.52 96.7 242 [122] . aT ,S of the softening dispersion from dynamic shear
measurements.

(ethylene:propylene
¼ 16:84 by mole )
(ethylene:propylene
¼ 56:44 by mole )

298 4.35 122.7 216 [122] . aT ,S of the softening dispersion from dynamic shear
measurements.

Hypalon-20 (chloro-
sulfonated polyethylene )

248.5 17.44 51.6 248.5 [123] . aT ,S of the softening dispersion from dynamic shear
modulus, G�(v), data in the frequency range of 25
to 2500 Hz from 264.6 to 341.4 8K. Values of G’
range from 2 � 109 to 7 � 106 dyne=cm2 in the
glass–rubber region.

Hevea brasiliensis
Natural Rubber 248 8.86 101.6 200 [124] . From dynamic mechanical G�(v) data taken from

10�2:2 < v < 101:2 rad=s in the temperature range
of �73 8C to 60 8C. Shift factors are mostly
for the entire softening dispersion. G’ is about
107 dyne=cm2 in the neighborhood of �30 8C.

298 5.94 151.6 [125] . Similar T-dependent as found by Payne and given
above.

211 11.4 37.8 [56] . aT ,S of the entire softening dispersion from creep,
J(t ), data from 193 to 253 8K. Its T-dependence is
similar to that of Payne.

209 13.5 17.2 [126,
127]

. aT ,a of local segmental motion from dynamic
mechanical G�(v) data from 203 to 217 8K. It has a
much stronger T-dependence than that found by
Payne [124] and by Dickie and Ferry [125] in the
same temperature range. This large discrepancy
may come from different samples being used. The
sample studied in this work is of exceptional high
grade and substantially masticated.

210.4 12.26 38.6 [127] . aT ,a of local segmental motion from dielectric re-
laxation data from 207 to 249 8K in the frequency
range of 10�2 < f < 106 Hz on the same sample as
that used in G�(v) measurement. Its T-dependence
is almost the same as, though slightly weaker than,
that of aT ,a from G�(v) data.

Poly(isoprene)
PI linear 75.7%
cis-1,4;18.1%
trans-1,4;6.2% vinyl-3,4.
Mw ¼ 97 000

250 6.1 70.9 213.2 [128] . aT ,a from dielectric relaxation data in the range of
10�1 < f < 109 Hz.

300 0.9 57.9 213.2 [128] . aT ,n of the dielectric normal mode which corres-
pond to the terminal relaxation. These WLF
parameters for this high mol. wt. sample is probably
not reliable because of limited data.

466 / CHAPTER 26



TABLE 26.1. Continued.

Polymer
T0
�K

C1
�K

C2
�K

Tg
�K Ref. Comments

PI
linear
77.9% cis-1,4
18.1% tran-1,4
4% vinyl-3,4
Mw ¼ 13 000

250 5.8 74.3 211.5 [128] . aT ,a from dielectric relaxation data in the range of
10�1 < f < 109 Hz.

300 4.2 128.8 211.5 [128] . aT ,n of the dielectric normal mode which corres-
pond to the terminal relaxation. Its T-dependence is
in excellent agreement with that of the viscosity,
aT ,h, determined from dynamic mechanical data
[Gotro et al. Ref. 133] (see below).

PI
linear
78.8% cis-1,4;
17.9% trans-1,4
3.3% vinyl-3,4
Mw ¼ 5100

250 5.7 80 207.1 [128] . aT ,a from dielectric relaxation data in the range of
10�1 < f < 109 Hz.

300 4.0 133.9 207.1 [128] . aT ,n of the dielectric normal mode which corres-
pond to the terminal relaxation.

PI
cis-1,4; Mw ¼ 2350

211.4 12.3 40.4 206 [129] . aT ,a of the local segmental motion from a combin-
ation of PCS and dielectric relaxation data.
t(T0) ¼ 1 s.

PI
cis-1,4; Mw ¼ 35 000

209.4 12.3 37.4 213 [130] . aT ,a of the local segmental motion from �56<T<�
47 8C obtained by PCS. t(T0) ¼ 1 s.

210.9 12.85 49.6 210.9 [131] . aT ,a of local segmental motion from 2D deuteron
exchange NMR data. Its temperature dependence
is in good agreement with that determined from
dielectric data.

PI
18 arms star
76.5% cis-1,4
17.9% trans-1,4
5.6% vinyl-3,4
Mw ¼ 384 000

250 6.2 75.0 213.0 [128] . aT ,a from dielectric relaxation data in the range of
10�1 < f < 109 Hz.

300 3.4 100.4 213.0 [128] . aT ,n of the dielectric normal mode which corres-
pond to the terminal relaxation.

PI
4 arms star
77.6% cis-1,4
16.8% trans-1,4
5.6% vinyl-3,4
Mw ¼ 380 000

250 6.2 78.7 212.2 [128] . aT ,a from dielectric relaxation data in the range of
10�1 < f < 109 Hz.

300 2.3 40 212.2 [128] . aT ,n of the dielectric normal mode which corres-
pond to the terminal relaxation.

PI
cis-1,4
Mw ¼ 2350

211.38 12.3 40.4 206 [128] . aT ,a of local segmental motion determined by
combining PCS and dielectric relaxation data over
the frequency range of 10 < f < 105 Hz.

PI
7% vinyl, 84.5% cis-1,4
1:6 � 105 < Mw < 1:1 � 106

243.2 8.2 89.5 [132] . aT of viscoelastic response in the compliance range
of 10�9:6 < Jp(t) including the terminal relaxation
from �70 to 42 8C for Mw ¼ 6:2 � 105.

PI
8% 3,4
high mol. wt.

298 4.1 122 205 [133] . aT ,h of the terminal relaxation determined by
dynamic modulus. Its T-dependence is in excellent
agreement with that of aT ,n obtained from dielectric
normal mode data (see above for the 13 000 mol.
wt. PI dielectric data). The C1 and C2 parameters
given here apply also for the other PI microstruc-
tures if T0 is adjusted for the change in
Tg :T0 ¼ 25 þ DTg , whereDTg is the difference in Tg

from 2068K, the value for the 8% 3,4 microstructure.
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Polymer
T0
�K

C1
�K

C2
�K

Tg
�K Ref. Comments

PI
(70% cis, 23% trans, 7%,
3,4; Mw ¼ 63 400)

211.6 12.2 53.7 211.6 [134] . aT ,h of terminal dispersion from dynamic
mechanical, G�(v), data.

PI
(70% cis, 23% trans, 7%,
3,4; Mw ¼ 103 000)

212 11.7 52.9 212 [134] . aT ,h of terminal dispersion from dynamic
mechanical, G�(v), data.

Hydrogenated
polyisoprene
HPI 4 � 104 < Mw

< 3 � 105

. aT ,h of terminal dispersion from dynamic
mechanical data for T -Tg from �90 to �250 8C.

8% 3,4 373 3.91 227 211 [133]
16% 3,4 376 3.91 227 214 [133]
20%, 3,4 379 3.91 227 217 [133]
29% 3,4 386 3.91 227 224 [133]
34%, 3,4 393 3.91 227 231 [133]
Poly(vinyl ethylene)
PVE
97% 1,2

270.9 14.54 47.39 272.5 [135] . aT ,a of local segmental motion from dielectric
relaxation data from 268 to 3058K and
101:2 > ta > 10�6 s.

268.2 11.66 23.89 272.5 [136] . aT ,S of the softening dispersion from recoverable
creep compliance, Jr (t), data obtained on the same
sample as above from �12.6 to 30.1 8C. Same
sample as above.

264.4 13.33 24.33 272.5 [135] . aT ,a of local segmental motion from dynamic
mechanical G�(v) data. Same sample as above. Its
temperature dependence is in excellent agreement
with that for dielectric relaxation data given above.

cross-linked with 0.056 wt %
dicumyl peroxide
cross-linker

270.0 12.77 24.33 [137] . aT ,a of local segmental motion from dielectric
relaxation data from 101:2 > ta > 10�6 s.

cross-linked with 0.111 wt
%dicumyl peroxide
cross-linker

277.4 12.1 32.8 [137] . Same as above

cross-linked with 0.222 wt %
dicumyl peroxide cross-
linker

276.5 13.36 23.55 [137] . Same as above.

cross-linked with 0.444 wt %
dicumyl peroxide
cross-linker

277.6 22.2 52.0 [137] . Same as above.

cross-linked with 0666 wt %
dicumyl peroxide
cross-linker

282.9 10.8 13.9 [137] . Same as above.

PVE 94% 1,2 271.2 12.3 48.6 271.2 [131] . aT ,a of local segmental motion from 2D deuteron
exchange NMR data obtained from 273 to 2868K.
Its T-dependence is similar to that determined by
dielectric and dynamic mechanical data (see
above).

265.18 13.66 44.72 273 [138] . aT ,S of the terminal relaxation from dynamic stress-
optical measurements made in the temperature
range from 295 to 3538K.

PVE
(91.5% vinyl)

298 6.23 72.5 261 [139] . aT ,S Its T-dependence is weaker than the
corresponding shift factors obtained in other PVE
samples with higher vinyl content and higher Tgs.

PVE
( > 99%,1,2; Mw ¼ 84 400)

279 11:45 56.0 279 [134] . aT ,h of terminal dispersion from dynamic
mechanical, G�(v) data.

PVE
( > 99%1,2; Mw ¼ 204 000)

279.5 11.3 59.2 279.5 [134] . aT ,h of terminal dispersion from dynamic
mechanical, G�(v) data.
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Polymer
T0
�K

C1
�K

C2
�K

Tg
�K Ref. Comments

PVE
(95% 1,2; Mw ¼ 19 000)

272.2 11.34 28.6 272 [140] . aT for the entire viscoelastic response from soft-
ening to terminal. This is a compromise of two
different temperature dependences of shift fac-
tors for the segmental, aT ,a and for the terminal
motion, aT ,h, found by Zorn et al. in PVE, similar to
what Plazek and coworkers have seen in PS,
a-PP, PVAc, PMPS and etc. [25–32]. However the
two shift factors obtained by Zorn et al. were de-
termined in two non-overlapping temperature re-
gions (T#� 0:2�C for aT ,a and T$40:4�C for
aT ,h), while Plazek and coworkers, using the
Leaderman’s trick [176] of measuring creep dur-
ing recovery at a lower temperature, managed to
measure both aT ,a and aT ,h over a common tem-
perature range and found them to be different.

Polybutadiene PB
96% cis, 2% trans, 2% vinyl 298 3.44 196.6 161 [141] . Softening aT ,S .
43% cis, 50% trans, 7% vinyl 298 3.64 186.5 172 [142] . Softening aT ,S .
27% cis, 37% trans, 36% vinyl 263 5.97 123.2 205 [143] . Softening aT ,S .
7% cis, 1.5% trans, 91.5% vinyl 298 6.23 72.5 261 [139] . Softening aT ,S .
PB
20% vinyl-1,2 173.3 10.2 11.32 173.3 [126] . aT ,a of local segmental motion by dynamic

mechanical, E�(v), data in the frequency range of
0.01 to 100 Hz and temperatures near but above
Tg . The sample is lightly cross-linked to attain
dimensional stability for uniaxial extension
measurement.

50% vinyl-1,2 200 27.15 64.17 200 [126] . Same as above.
71% vinyl-1,2 225.5 14.4 25.5 225.5 [126] . Same as above.
83% vinyl-1,2 249 20.7 42.1 249 [126] . Same as above.
97% vinyl-1,2 271.5 14.6 24.5 271.5 [126] . Same as above.
PB
7% vinyl-1,2, 52% trans-1,4,
41% cis-1,4

177.9 18.0 37.6 178 [140] . aT ,a of local segmental motion by dynamic
mechanical, G�(v), data in the frequency range
of 0.01 to 100 rads/s and temperatures near but
above Tg . The sample is not cross-linked.

52% vinyl-1,2, 29% trans-1,4,
19% cis-1,4

215.6 15.1 38.0 216 [140] . Same as above.

68% vinyl-1,2, 20% trans-1,4,
12% cis-1,4

238 11.8 38.8 238 [140] . Same as above.

86% vinyl-1,2, 8% trans-1,4,
6% cis-1,4

249.7 16.6 31.3 250 [140] . Same as above.

95% vinyl-1,2 272.2 14.9 37.5 272 [140] . Same as above.
PB
99% vinyl-1,2 323 5.78 94.8 268 [144] . aT ,h of the terminal relaxation from dynamic

mechanical, G�(v), data in the T-range of 50 to
1508K above Tg .

x% vinyl-1,2 0.145<x<0.99 55
þTg(x)

5.78 94.8 Tg(x) [144] . aT ,h of the terminal relaxation from dynamical
mechanical, G�(v), data in the T-range of 50–
1508K above Tg for the high-vinyl compositions
and of 100–2008K above Tg for the low-vinyl
compositions. Results similar to that found by
Kraus and Gruver [145].

PB
35% cis, 54% trans, 10% vinyl
M ¼ 1:30U � 105

298 3.48 163 175 [146] . aT of the entire viscoelastic spectrum from dy-
namic mechanical, G(v), data in the T-range of
182 to 3988K.
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Polymer
T0
�K

C1
�K

C2
�K

Tg
�K Ref. Comments

35% cis, 56% trans, 8% vinyl
M ¼ 6:29 � 103

298 3.22 160 173.7 [146] . aT of the entire viscoelastic spectrum from
dynamic mechanical, G�(v), data.

PB
39% cis, 53% trans,
8% vinyl
2 � 104 < Mw < 2 � 105

301.2 4.17 196.8 182.2 [147] . aT ,h of mainly the terminal relaxation from
dynamical mechanical, G�(v), data.

PB cyclic
7% cis, 30% trans,
63% vinyl
3:8 � 104 < Mw < 6:0 � 104 299.2 5.36 121.2 233 [148] . aT ,h of the terminal relaxation from dynamic

mechanical, G�(v), data in the T-range of 248 to
3618K.

Polybutadiene
crosslinked with
dicumyl peroxide
PB, 40% cis, 50% trans,
10% vinyl
(0.25% DiCup )

273.2 3.0 120 180.2 [154] . aT ,S of the softening dispersion from creep
measurement.

PB, 36% cis,
54% trans,
10% vinyl
(0.80% DiCup )

273.2 2.95 125 175.2 [154] . aT ,S of the softening dispersion from creep
measurement.

Hydrogenated
polybutadiene
HPB
99% vinyl-1,2 323 6.35 146 246 [144] . aT ,h of the terminal relaxation from dynamic

mechanical, G�(v), data in the T-range of 300 to
4868K.

x% vinyl-1,2
0.145<x<0.99

77
þTg(x)

6.35 146 Tg(x) [144] . aT ,h of the terminal relaxation from dynamic
mechanical, G�(v), data in the T-range of about
180–300 8K above Tg for the low-vinyl composi-
tions. Results similar to that found earlier by
Arnett and Thomas.

Poly(1,3-dimethyl-1-
butenylene)
PDMB

348.2 4.88 1119.5 275.4 [150] . aT ,h of the terminal relaxation from dynamic
mechanical, G�(v), data from 25 8C to 190 8C. Its
T-dependence is similar to that of a- PP which
can be obtained from PDMB by hydrogenation.

Polyurethane
PU
(cross-linked )

283 8.86 101.6 238 [151] . aT ,S of the softening dispersion from rubber to
glass from dynamic mechanical data taken over
the frequency range of 45–6000 Hz and the
T-range of �16–39 8C. The loss tangent exhibits
a broad maximum resembling the behavior of
PIB.

PU
(network )

251.1 14.46 33.1 [152] . aT ,a of the local segmental motion from PCS,
Brillouin scattering and dielectric relaxation data
in the T-range of �14 8C to 105 8C.

PU
(cross-linked )

228.2 12.5 42.5 [56] . aT ,S of the softening dispersion from creep com-
pliance data.

Styrene-butadiene
copolymer (styrene:
butadiene ¼ 23.5:76.5,
random, by weight)

298 4.57 113.6 210 [153] . aT ,S

Hydroxy terminated
polybutadiene (20% cis, 60%
trans, 20% vinyl)
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�K

C2
�K
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HTPB-1
(Mol. wt. per
crosslinked unit,
Mx ¼ 1760)

273.2 36.79 273.2
(Arrhenius )

194.2 [154] . aT ,S of the softening dispersion from creep
measurement.

HTPB-2
(Mx ¼ 2370)

273.2 41.59 273.2
(Arrhenius)

194.2 [154] . aT ,S of the softening dispersion from creep
measurement.

HTPB-3
(Mx ¼ 5930)

273.2 33.59 273.2
(Arrhenius )

194.2 [154] . aT ,S of the softening dispersion from creep
measurement.

Hydroxy terminated
styrene butadiene
rubber
HTSBR
(Mx ¼ 2980)

273.2 41.59 273.2
(Arrhenius )

194.2 [154] . aT ,S of the softening dispersion from creep
measurement.

Fluorinated
hydrocarbon
elastomers
Viton 11A(Air)
(Mol. wt. per
crosslinked unit,
Mx ¼ 7220)

253.2 11.62 37 249 [155] . aT ,S of the softening dispersion from creep
measurement.

Viton 10A(Vac)
(Mx ¼ 5220)

256.2 11.62 37 250.5 [155] . aT ,S of the softening dispersion from creep
measurement.

Viton 10B(Air)
(Mx ¼ 3070)

260.2 11.62 37 253.6 [155] . aT ,S of the softening dispersion from creep
measurement.

Viton 10B(Vac)
(Mx ¼ 3070)

262.0 11.62 37 [155] . aT ,S of the softening dispersion from creep
measurement.

Bisphenol A based
epoxy resins/4,4’
diamino diphenyl
sulfone (DDS)
828/DDS
(Mx ¼ 419)

478.2 144.4 478.2
(Arrhenius )

477.2 [156] . aT ,S of the softening dispersion from creep
measurement.

1001/DDS (Mx ¼ 908) 403.2 19.26 50.0 400.2 [156] . aT ,S of the softening dispersion from creep
measurement.

1004/DDS (Mx ¼ 1520) 384.0 21.02 50.0 385.2 [156] . aT ,S of the softening dispersion from creep
measurement.

1007/DDS (Mx ¼ 2870) 373.9 20.50 50.0 374.2 [156] . aT ,S of the softening dispersion from creep
measurement.

Epoxy model networks
from a diepoxy prepolymer,
DGEBA, and three different
diamines or mixtures of a
monoamine and a diamine.
DDM (4,4’ diamino diphenyl
methane ) network

457.2 10.9 34.8 457.2
(at 1 Hz)

[149] . aT ,S of the softening dispersion from
dynamic mechanical, E�(v).

DDM/Aniline network 394.2 9.5 25.6 394.2
(at 1 Hz)

[149] . aT ,S of the softening dispersion from
dynamic mechanical, E�(v).

Hexamethylene diamine
(HMDA)

391.2 11.0 41.5 391.2
(1 Hz)

[149] . aT ,S of the softening dispersion from
dynamic mechanical, E�(v).

HMDA/Hexylamine 336.7 9.9 34.4 336.7
(at 1 Hz)

[149] . aT ,S of the softening dispersion from
dynamic mechanical, E�(v).

IPD (isophorone diamine ) 442.2 12.5 52.9 442.2
(at 1 Hz)

[149] . aT ,S of the softening dispersion from
dynamic mechanical, E�(v).

IPD/Trimethylcylcohexy
lamine

382.2 9.2 41.9 382.2
(at 1 Hz)

[149] . aT ,S of the softening dispersion from
dynamic mechanical, E�(v).
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�K

C2
�K

Tg
�K Ref. Comments

Miscible Blends and
Copolymers
Styrene-n-hexyl
methacrylate copolymers
S-nHMA copolymer
(0.26:0.74 )

373 7.11 192.6 277 [157]

S-nHMA copolymer
(0.41:0.59p )

373 6.56 156.4 287 [157]

Polyisoprene-
polyvinylethylene blends
(1–x )PI-xPVE blends,
Resolved component
dynamics
x¼0%, PI 210.4 12.26 38.59 [127] . aT ,a of local segmental motion of PI from di-

electric relaxation.
x¼20%, PVE component 223.9 15.0 85.82 [127] . aT ,a of local segmental motion of the PVE

component resolved in the dielectric relaxation
spectra which are not thermorheologically sim-
ple.

x¼25%, PI component 216.7 12.2 38.66 [127] . aT ,a of local segmental motion of the PI com-
ponent resolved in the dielectric relaxation
spectra (not thermorheologically simple).

x¼25%, PVE component 255.47 12.2 125.4 [127] . aT ,a of local segmental motion of the PVE
component resolved in the dielectric relaxation
spectra (not thermorheologically simple).

x¼50%, PVE component 235.85 11.64 52.65 [127] . aT ,a of local segmental motion of the PVE
component resolved in the dielectric relaxation
spectra (not thermorheologically simple).

x¼75%, PVE component 255.47 12.2 125.4 [127] . aT ,a of local segmental motion of the PVE
component resolved in the dielectric relaxation
spectra (not thermorheologically simple).

x¼100%, PVE 271.3 12.0 36.8 [127] . aT ,a of local segmental motion of PVE from
dielectric relaxation.

(1–x )PI-xPVE blends,
Resolved component
dynamics
x¼0%, PI 215.7 10.16 54.14 [131] . aT ,a of local segmental motion of PI from 2D

deuteron exchange NMR (2D DE NMR).
x¼25%, PI component 218.2 13.0 50.0 [131] . aT ,a of local segmental motion of the PI com-

ponent resolved by 2D DE NMR.
x¼25%, PVE component 227.3 13.32 84.24 [131] . aT ,a of local segmental motion of the PVE

component resolved by 2D DE NMR.
x¼50%, PI component 226.2 14.43 64.86 [131] . aT ,a of local segmental motion of the PI com-

ponent resolved by 2D DE NMR.
x¼50%, PVE component 236.7 13.83 88.27 [131] . aT ,a of local segmental motion of the PVE

component resolved by 2D DE NMR.
x¼75%, PI component 236.6 15.15 69.78 [131] . aT ,a of local segmental motion of the PI com-

ponent resolved by 2D DE NMR.
x¼75%, PVE component 253.5 14.1 80.01 [131] . aT ,a of local segmental motion of the PVE

component resolved by 2D DE NMR.
x¼100%, PVE 273.5 12.3 50.50 [131] . aT ,a of local segmental motion of PVE by 2D

DE NMR.
Poly(vinylmethylether)-poly-
styrene blends 50% PVME/
50%PS blend: the PVME
component

255.9 14.79 44.35 [77,
78]

. aT ,a of the local segmental motion of the PVME
component in the blend from dielectric spectra,
which are not thermorheologically simple. Its T-
dependence is stronger than that of pure
PVME.

472 / CHAPTER 26



TABLE 26.1. Continued.

Polymer
T0
�K

C1
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�K
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Diluted Systems

Cellulose tributyrate in
dimethyl phthalate
(21%) 247 8.86 101.6 188 [158,

159]

. aT ,S from creep and dynamic mechanical
measurements.

(43%) 251 8.86 101.6 193 [158,
159]

. aT ,S from creep and dynamic mechanical
measurements.

Cellulose nitrate in diethyl
phthalate (23%)
Polyethylene (solution
chlorinated) CI content
¼ 56.6 w/w, amorphous,
in bis(2-ethylhexyl)phthalate

298 8.84 165.5 166 . aT ,S from creep and dynamic mechanical
measurements.

(88 polymer) 295.5 11.4 56.5 295 [180] . aT ,a of local segmental motion from dielectric
relaxation data for log ta ¼ �11:4 þ 644= (T -239 K).

(74% polymer) 292.6 12.5 61.6 279 [180] . aT ,a of local segmental motion from dielectric
relaxation data for log ta ¼ �12:5 þ 770= (T -231 K).

(59% polymer) 262.3 12.8 74.3 245 [180] . aT ,a of local segmental motion from dielectric
relaxation data for log ta ¼ �12:8 þ 951= (T -188 K).

Polyisoprene
(Mw ¼ 395 000) in Aroclor:
polymer concentration, c.
(c ¼ 0.92 g/ml, 100% PI) 258 7.02 104.5 [161] . aT for Jp(t) > 10�8 cm2=dyne including viscous flow.
(c ¼ 0.849 g/ml) 258 7.69 107.3 [161] . aT of the terminal dispersion. Its T-dependence be-

comes stronger with addition of Aroclor.
(c ¼ 0.60 g/ml) 258 10.7 124.6 [161] . aT of the terminal dispersion. Its T-dependence

becomes stronger with addition of Aroclor.
(c ¼ 0.449 g/ml) 258 13.1 138.7 [161] . aT of the terminal dispersion. Its T-dependence

becomes stronger with addition of Aroclor.
(c ¼ 0.30 g/ml ) 258 24.2 197.2 [161] . aT of the terminal dispersion. Its T-dependence

becomes stronger with addition of Aroclor.
(c ¼ 0.20 g/ml) 258 21.0 164.6 [161] . aT of the terminal dispersion. Its T-dependence

becomes stronger with addition of Aroclor.
(c ¼ 0.10 g/ml) 258 10.3 59.4 [161] . aT of the terminal dispersion. Its T-dependence

becomes stronger with addition of Aroclor.
PMPS in 1,1-bis(p-methoxy-
phenyl) cyclohexane 90%
(PMPS M ¼ 130 000 )

242.5 12.47 23.23 242.5 [111,
112]

. aT ,a of local segmental motion from dynamical
mechanical, G�(v), data obtained in the frequency
range 10�2 < f < 102 Hz: ta(T0) ¼ 102 s.

Polystyrene in Decalin 62% 291 8.86 101.6 [162,
163]

. aT ,S

Polystyrene/Tricresyl
phosphate (PS/TCP)
100% PS 373.2 14.24 66.0 371 [164] . aT ,h of the terminal dispersion which has a weaker

T-dependence than that of the softening dispersion,
aT ,S to be given below.

100% PS 373.2 12.09 32.87 371 [164] . aT ,S of the softening dispersion which has a stronger
temperature dependence than that of aT ,h.

85% PS 326.2 13.50 38.0 [164] . aT ,S of the softening dispersion.
70% PS 293.2 15.13 60.0 [164] . aT ,h of the terminal dispersion which still has a weaker

T-dependence than that of the softening dispersion,
aT ,S to be given below. However, the difference de-
creases with increasing TCP.

70% PS 293.2 14.96 45.05 [164] . aT ,S of the softening dispersion.
55% PS 268.2 13.8 65.0 [164] . aT ,h of the terminal dispersion which has an almost

the same though still slightly weaker T-dependence
than that of the softening dispersion, aT ,S to be given
below.
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55% PS 268.2 14.75 60.0 [164] . aT ,S of the softening dispersion.
25% PS 212.2 24.46 69.0 [164] . aT ,S of the softening dispersion.
PS in DOP (70%) 277 14.43 56.0 [165] . aT ,a of the local segmental motion of PS in the

concentrated solution obtained by PCS.
ta(T0) ¼ 102 s.

PCHMA/di(2-ethylhexyl
phthalate (PCHMA/DOP)
100% PCHMA 359.7 15.5 87.74 [166] . aT ,a of the local segmental motion from PCS

data.
95% PCHMA 356.7 15.5 87.74 . aT ,a of the local segmental motion from PCS

data.
90% PCHMA 342.7 15.5 87.74 . aT ,a of the local segmental motion from PCS

data.
85% PCHMA 329.7 15.5 87.74 . aT ,a of the local segmental motion from PCS

data.
PMMA/DOP
PMMA
plasticized by DOP,
CPMMA ¼ 0:9 g=mL

316.6 15.9 47.6 313
(Tg of bulk
polymer is

351 K )

[167] . aT ,a of local segmental motion from photon
correlation spectroscopy in the range:
10�5 < ta < 100 s.

PMMA
plasticized by DOP,
CPMMA ¼ 0:8 g=mL

295 16.9 98 313
(Tg of bulk
polymer is

351 K)

[167] . aT ,a of local segmental motion from photon
correlation spectroscopy in the range:
10�5 < ta < 100 s.

PMMA/toluene
PMMA
M ¼ 5:4 � 105,
isotactic rich

202.3 11.2 52.7 230 [168] . aT ,a of local segmental motion from dielectric
relaxation data from 256<T<345 K and
100 < f < 107:5 Hz.

67% PMMA
30% PMMA 161.6 11.2 53.6 163 [168] . aT ,a of local segmental motion from dielectric

relaxation data from 178<T<294 K and
100 < f < 107:5 Hz.

30% PMMA in Diethyl
phthalate

298 7.11 130.1 211 [169] . aT ,S from dynamic mechanical measurement.

Pn-BMA in diethyl
phthalate
(50%) 273 9.98 153.1 206 [170] . aT ,S from dynamic mechanical measurement.
(60%) 273 12.8 157.3 227 [170] . aT ,S from dynamic mechanical measurement.
PVAc in tricresyl
phosphate (50%)

293 8.86 101.6 [163,
171]

. aT ,S from dynamic mechanical measurement.

PVC/tetrahydrofuran
(PVC/THF)
100% PVC

355.3 12.4 45.25 344 [172] . aT ,a for the local segmental motion from di-
electric relaxation in the frequency range
102 < f < 106 Hz: ta(T0) ¼ 1 s.

84% PVC 282.1 11.0 36.1 275 . Same as above.
59% PVC 209.9 11.8 50.85 201 . Same as above.
51% PVC 200.9 10.8 37.87 193 . Same as above.
38% PVC 173.5 11.1 46.5 162 . Same as above.
PMA/toluene
100% PMA

292.4 13.8 48.55 286 [173] . aT ,a for the local segmental motion from di-
electric relaxation in the frequency range
102 < f < 106 Hz: ta(T0) ¼ 1 s.

75% PMA 235.4 13.8 43.56 225 . Same as above.
60% PMA 209.5 15.9 57.0 201 . Same as above.
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results. g ¼ 1:9 for poly(vinyl ethylene) with 88% vinyl and

Mw ¼ 3 kg/mol;g ¼ 3:0 for 1, 4-polyisoprene with Mw ¼ 11

kg/mol; g ¼ 2:55 for poly(vinyl methyl ether) with Mw ¼ 99

kg/mol; g ¼ 2:6 for poly(vinyl acetate) with Mw ¼ 170 kg/

mol; g ¼ 2:5 for poly(propylene glycol) with Mw ¼ 4 kg/

mol; g ¼ 5:6 for poly(methyl phenyl siloxane) with

Mw ¼ 23 kg/mol; andg ¼ 5:0 for poly(methyl tolyl siloxane)

with Mw ¼ 35 kg/mol. For some low molecular weight glass-

formers, the results are g ¼ 3:3 for poly[(o-cresyl glycidyl

ether)-co-formaldehyde] with Mw ¼ 0:87 kg/mol; g ¼ 2:8
for diglycidyl ether of bisphenol A with Mw ¼ 1:8 kg/mol;

and g ¼ 8:5 for poly(phenyl glycidyl ether)-co-

formaldehyde with Mw ¼ 0:35 kg/mol. The parameter g is

claimed to be a measure of the relative importance of V as

opposed to T. If the local segmental dynamics were strictly

thermally activated and volume does not enter, then g would

be exactly equal to zero. Although log(ta) is a monotonic

increasing function of T�1V�g, in general the dependence is

not linear. Instead the slope increases with increasing

T�1V�g, a behavior like the VFTH or the WLF temperature

dependence of the ta data taken at constant pressure. Thus, a

VFTH equation based the variable TVg instead of the usual T
can be constructed to describe the data.

Recently the analysis was extended to the polymer chain

dynamics (i.e., the dielectric normal mode) for polymers that

have dipole moment parallel as well as normal to the back-

bone. They are polypropylene glycol (PPG), 1,4-

polyisoprene (PI) [186] , and polyoxybutylene (POB) [187].

The normal mode relaxation times (strictly speaking, the

longest normal mode relaxation times, tn) taken at various

combinations of temperature and pressure superpose to a

single master curve when plotted against T�1V�g, using the

same value of g as for the segmental relaxation times, ta. It is

paradoxical that tn and ta are functions of the same quantity,

T�1V�g, yet they have different T�1V�g-dependences.The

dependence of ta on T�1V�g is stronger than that of tn,

similar to the relation between their temperature dependences

at ambient pressure [19,25,30,46,115,188–191] or their pres-

sure dependences at constant temperature [192]. The explan-

ation of tn and ta are functions of the same T�1V�g and yet

the dependence of ta is stronger than tn was given [193] by an

application of the Coupling Model [194–197] in the same

manner as the explanation given previously for their different

T-dependences at constant P or P-dependences at constant T
[30,46,115,189–191]. These scaling analyses do not consti-

tute a test of the free volume theory stemming from the

Doolittle and WLF equations, since these depend on the

relative or fractional free volume and not the total volume.

26.5 SOME IMPORTANT SECONDARY

RELAXATIONS

Secondary relaxations are commonly found in glass-

formers including polymers. Some secondary relaxations

involve intramolecular degrees of freedom and have no

relation to the a-relaxation such as the motion of a side

group of a polymer isolated from the chain backbone. How-

ever some secondary b-relaxations are more intriguing. For

example, the secondary relaxation found in totally rigid

molecules such as chlorobenzene [198–200], and in poly-

mers which have no side groups such as 1,4 polybutadiene

[201] and polyisoprene [202] (excluding the very fast rota-

tion of the methyl group). Even in polymers that have side

groups such as poly(n-ethyl methacrylate) (PEMA), multi-

dimensional 13C solid-state NMR study of the carboxyl

moiety [203] found that the b-relaxation involves a p-flip

of the side group coupled to a rocking motion around the

local chain axis with a �208 amplitude in the glassy state.

The rocking amplitude increases upon raising the tempera-

ture above Tg and is as large as �508 at Tg þ 27 K. The

temperature dependence of the secondary relaxation time,

tb, of PEMA above Tg is stronger than the Arrhenius de-

pendence extrapolated from the glassy state. In fact, the

temperature dependence of tb above Tg could be regarded

as having another VFTH dependence albeit weaker than that

of the a-relaxation. In the research community of nonpoly-

meric glass-formers, the secondary relaxations which have

properties mimicking the a-relaxations are sometimes

called the Johari–Goldstein relaxations for the purpose of

distinguishing them from secondary relaxations of lesser

importance [204]. The properties of these secondary relaxa-

tions that bear similarity to that of the a-relaxation include

the VFTH temperature dependence and pressure depend-

ence of tb in the equilibrium liquid state [203,204].

These secondary relaxations are potentially the originator

of the a-relaxation, which is certainly the case of the primi-

tive relaxation of the Coupling Model [194–197]. A remark-

able finding is that the primitive relaxation time t0

calculated entirely from the parameters of the a-relaxation

turns out to be approximately the same as the most probable

relaxation time, tb, of these secondary relaxation in many

polymeric glass-formers, including polybutadiene, polyiso-

prene, polyvinylacetate, PEMA, and others, as well as many

nonpolymeric glass-formers [201,202,205–211]. There is

also microscopic experimental evidence for a close connec-

tion between the secondary relaxation or the primitive re-

laxation processes to the a-relaxation. Multidimensional

NMR [212,213] experiments have shown that the dynamic-

ally heterogeneous molecular reorientations of the a-

relaxation (i.e., the primitive relaxation in the coupling

model) occurs by relatively small jump angles having an

exponential time dependence. Furthermore, from one and

two-dimensional 2H NMR studies [214], the secondary re-

laxations in toluene and polybutadiene are seen to also

involve angular jumps of similar magnitude for temperatures

above Tg. This similarity in size of the jump angles supports

the relation between the secondary and the primitive relaxa-

tions, and their role as the origin of the a-relaxation.

Related information can be found in Chapters 23 and 24.
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The term ‘‘adhesive’’ applies to a wide range of materials

that are used to join other materials together by means of

surface attachment. Thus, an ‘‘adhesive’’ joins ‘‘adherends’’

together to generate an ‘‘adhesive joint’’ or an ‘‘adhesively

bonded assembly.’’ Adhesive technology is a joining tech-

nology in much the same sense that rivets, screws, nuts and

bolts, welding and brazing are joining technologies. Most

materials that we recognize as adhesives are based upon

organic materials that are either polymers or react to form

polymers. There are also inorganic adhesives, such as Port-

land cement and solder, which will not be discussed in this

chapter.

27.1 ADHESION AND POLYMERS

Adhesives are joining systems based upon surface attach-

ment, i.e., adhesion. Adhesion is the physical attraction of

the surface of one material for the surface of another. These

physical attractions are the same physical attractions that

one normally associates with descriptions of the states of

matter, i.e., van der Waals forces and electrostatic forces. In

general, van der Waals forces play a significant role in the

adhesion processes of polymeric materials. In addition, ad-

hesives can be synthesized such that they can chemically

interact with a surface through the formation of donor–

acceptor bonds, hydrogen bonds, and covalent bonds.

The science of polymeric adhesion is concerned with the

description of two distinct steps: the formation of the adhe-

sive bond (‘‘adhesive bond making’’) and the physical

strength of the adhesive bond (‘‘adhesive bond breaking’’).

The bulk of this chapter is associated with the latter topic,

that is, the strength of joints made with adhesives. For this

first section, we deal primarily with the former topic.

Polymeric materials are ‘‘van der Waals solids.’’ That is,

the forces of attraction between chains can be described, for

most polymeric materials, by van der Waals attractions.

Thus, the cohesive energy density of a polymer and,

hence, the surface energy of a polymer, is low relative to

most inorganic materials where other intermolecular forces

may dominate. The room temperature surface energy of

polymers varies from about 12 mJ=m2 to about 70 mJ=m2.

By comparison, the surface energy of aluminum oxide is

638 mJ=m2.

In order to obtain maximum adhesion, one needs to have

intimate contact between the adhesive and the adherend.

The attainment of intimate contact is termed ‘‘complete

wetting.’’ In the 1950s, Zisman and coworkers codified

this concept using contact angle measurements and the

definition of a parameter related to the surface energy of a

polymer, the ‘‘critical wetting tension [1].’’ Table 27.1 pro-

vides a list of critical wetting tensions of a number of

polymers. The Zisman wetting criterion states that the sur-

face energy of an adhesive must be less than the critical

wetting tension of the adherend in order for the adhesive to

exhibit complete wetting of an adherend. For the most part,

polymeric materials are lower in surface energy than most

clean inorganic surfaces and would be expected to wet most

of them completely. The situation becomes more compli-

cated when discussing adhesion between polymers. In that

case, whether or not the polymer is the adhesive or the

adherend becomes very important.

In the case of polymer-polymer adhesion, one can have

another basis for providing a strong joint between two

materials. This is the phenomenon of interdiffusion. In gen-

eral, it is difficult for two high polymeric materials to inter-

diffuse because of poor entropy gain. Entropic effects are

overcome in the case when the two polymers interact
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exothermically or in the case when the two polymers have

very similar or identical solubility parameters. One can also

describe this situation in terms of the x-parameter.

The work of adhesion is defined by the following

equation:

WA ¼ �1 þ �2 � �12 (1)

where WA is the thermodynamic work of adhesion, the g1

are the surface energies of materials 1 and 2 g12 and is the

interfacial energy between them. Realizing that interfacial

energies are usually less than surface energies, one can

easily see that the work of adhesion is a relatively small

number, usually on the order of a few hundreds of mJ/m2. In

the case of applying a polymer to an inorganic surface or in

the case of an incompatible polymeric adherend, one can

obtain higher adhesion by means of chemical interactions at

surfaces. These chemical interactions include acid-base

interactions (which include donor-accepter, Bronsted-Low-

rey acid-base, and hydrogen-bonding interactions) and co-

valent bonding. Providing covalent bonding at an interface

can lead to levels of interfacial interaction that are in the tens

of J/m2.

The energy necessary to break a polymer-based adhesive

joint is almost always much higher than the energy of

interaction at an interface. A natural rubber-based pressure

sensitive adhesive (vide infra) has only van der Waals inter-

actions available to it for adhering to a surface. Despite that,

the energy to break an adhesive joint made with such an

adhesive at room temperature and a rate of about 2.54 cm/

min is on the order of 100 J/m2. The discrepancy between

interfacial energetics and the energy necessary to break a

joint is due to dissipative processes in the materials making

up the joint.

The ability to dissipate mechanical energy is the key to

the ability of polymers to perform as adhesives. One can

imagine the following scenario. A polymer is tethered to a

surface by one or more attachments each having an energy

of interaction with the surface on the order of a van der

Waals energy. That same polymer is also entangled with and

associated with segments of itself or other polymers in the

adhesive. As long as the energy of interaction of the polymer

with the surface is higher than the energy of interaction

between polymer segments, the polymer will tend to disen-

tangle and dissipate mechanical energy as heat, rather than

separate from the surface. If the energy of interaction be-

tween the polymer and the surface is less than the energy

necessary to disentangle, the polymer will likely separate

from the surface. Also, if the polymer has no mobility (such

as in the case of a glassy material) the energy of interaction

with the surface must be significant. Examples of efforts to

model adhesives by molecular dynamics can be found in the

work of Baljon [2] and Robbins [3].

If the energy of interaction with the surface cannot be made

to exceed the segment–segment interaction energy then other

means can be used to improve the interaction with the surface.

In general, this means that the adherend surface has to be

made mechanically rough by some type of surface prepar-

ation. If the adhesive has the correct viscosity, it will wet into

the nooks and crannies of such a surface. When the adhesive

hardens, it will be mechanically interlocked with the adher-

end. Now the energy required to remove the adhesive be-

comes equal to the plastic deformation energy of either

the adherend or the adhesive. In this way, even stiff

polymers such as thermoset epoxy adhesives can be used as

adhesives, providing an energy to fail a joint in excess of

1,000 J=m
2
.

27.2 PHYSICAL PROPERTY TESTING

Adhesive test methods and their test results are related to

but are not the same as other polymer property tests de-

scribed in this handbook. In general, adhesive property tests

are ultimate properties measured at the failure load of an

adhesive joint. Adhesive joint properties are certainly re-

lated to adhesion (vide supra) but are primarily due to the

physical properties of the adhesive and the physical proper-

ties of the adherends. In addition, the design of the adhesive

joint has a major effect on the measured strength. Indeed, a

properly designed adhesive joint will always lead to failure

of the adherend. In addition, adhesive joint properties are

as temperature- and rate-dependent as the properties of the

polymers used to make the adhesive. Unfortunately, in many

cases in the literature, the rate of test is not described. In this

chapter, the type of adherend or backing will be described,

if at all possible.

A primary method used to characterize adhesives is the

lap shear test. A diagram of the test is shown in Fig. 27.1 and

is described in Standard Test Method ASTM D1002 [4]. The

specimen is usually 1 in. (2.54 cm) wide. The lap shear test

places the adhesive in normal as well as shear stress [5].

This type of test is used for many types of adhesives, with

the exception of pressure-sensitive adhesives (PSAs, de-

fined below). In the tables presented later, lap shear strength

is presented in units of mega Pascal (MPa) and pounds per

square inch (psi). The latter is shown in parenthesis. The

temperature of the test will always be room temperature.

TABLE 27.1. Critical wetting tension of some common
polymeric materials [1].

Polymer
Critical wetting

tension (mJ=m2)

Poly(tetrafluoroethylene) 18
Poly(dimethylsiloxane) 21
Poly(propylene) 28
Poly(ethylene) 31
Poly(vinyl chloride) 38
Cured epoxy resin 43
Poly(ethylene terephthalate) 45
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A T-peel test is shown in Fig. 27.2. The specimen is

usually 1 in. (2.54 cm) wide and is described in Standard

Test Method ASTM D1876 [6]. This specimen is symmet-

rical (both adherends are the same thickness). Other peel test

specimens are not symmetrical, such as the floating roller

peel test [7] or the climbing drum peel test [8]. The test

measures the fracture resistance of an adhesive under con-

ditions in which the adherends may plastically deform. In

the tables presented later, the peel strength is given in

Newtons per centimeter of width (N/cm) and in units of

pounds per inch width (piw). The latter is shown in paren-

thesis. In some cases, the peel strength is derived from

climbing drum peel measurements in which the results are

presented in torque, in. lb/in. For pressure sensitive adhe-

sives, the testing procedures are somewhat different and this

is described below. Rubber-based adhesives are often evalu-

ated using a modification of the PSA-type peel tests in

which a piece of canvas is used as the flexible adherend.

The last important test for evaluating adhesive properties

is a cleavage or fracture test. Figure 27.3 shows an example

of such a test, the double cantilever beam test. The adherends

are usually 1 in. (2.54 cm) wide and the thickness depends

on the adherend modulus. Described in Standard Practice

ASTM D3433 [9], the test is meant to measure fracture

resistance (strain energy release rate) under conditions in

which the adherends do not plastically deform. The units of

fracture resistance (strain energy release rate) are joules per

square meter and this quantity is given the symbol GIC.

FIGURE 27.1. Diagram of an ASTM D1002 lap shear specimen. The adherends are usually 2.54 cm wide and 10.16 cm long.
The thickness of the adherend depends upon the adherend material. If the adherend is aluminum, that thickness is usually
0.16 cm thick.

FIGURE 27.2. Diagram of an ASTM D1876 T-peel specimen.

FIGURE 27.3. Diagram of an ASTM D3433 double cantilever beam specimen. The load is usually applied by attaching a fixture to
holes located near the front of the specimen. In general, the initial portion of the specimen is not bonded in order to provide an initial
crack.
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27.3 TYPES OF ADHESIVES AND THEIR

PHYSICAL PROPERTIES

Adhesives can be classified in a number of ways. Thy can

be classified according to chemistry (e.g., epoxy versus

neoprene), according to application method (e.g., hot melt

versus spray applied), or according to strength. It is import-

ant to note that, in adhesive technology, high strength is not

necessarily related to ‘‘best.’’ Rather, having the correct

strength along with the most appropriate and economical

application conditions is usually equated with ‘‘best.’’ The

choice of adhesive for a particular end use is based upon

criteria of modulus, ultimate strength, fracture resistance,

compatibility with the adherend, resistance to adverse en-

vironments, and considerations of economy. The adhesives

described in the following paragraphs are presented in order

of decreasing strength.

27.3.1 Structural Adhesives

Structural adhesives are a class of adhesives, usually

thermosets, that can bond high strength materials such as

metals and composites and sustain a high load (often defined

as being in excess of 1,000 psi) for long periods of time.

Another definition includes the criterion that the adhesive

must sustain a significant load without measurable creep.

Materials ranging from naturally occurring proteins to

epoxy resins to acrylic resins have been used as structural

adhesives. The properties of a structural adhesive depend

not only upon the properties of the base resin but also on the

type of cross-linker and the kinds of modifiers that are added

to enhance performance. Especially important are the

elastomeric modifiers that have been added to increase the

fracture resistance of otherwise brittle thermoset resins.

Table 27.2 provides a representative listing of room tem-

TABLE 27.2. Representative physical properties of adhesive bonds made with structural adhesives.

Adhesive Adherend
Lap shear strength,

MPa (psi)
Peel stength,
N/cm (piw) GIC, J=m2

Methyl cyanoacrylate Aluminum 22 (3,190) [10]
Ethyl cyanoacrylate Aluminum 17 (2,465) [10]
300 series surface-activated acrylic Steel 15 (2,175) [10]

Aluminum 12 (7) [10]
Modern two-part acrylic adhesive Steel 29.6 (4,300) [11] 51 (29) [11]
Toughened two-part acrylic Aluminum 32.6 (4,727) [12] 78 (45) [12] 3,600 [12]
Two-part acrylic adhesive for low surface

energy plastics
Polyethylene 5.5 (799) [13]a

Polypropylene 6.9 (993) [13]a

FM73 (rubber modified 120 8C curing film
adhesive)

Etched aluminum 2,107 [14]

EA946 two-part epoxy Steel 1,150 [15]
EA913NA two-part epoxy Steel 375 [15]
FM1000 (nylon epoxy film adhesive) Aluminum 48.9 (7,090) [16] 175 in. lb/in. [16]b

Diglycidyl ether of bisphenol-A cured with
dicyandiamide

Aluminum 13.8 (2,000) [17] 19 (11) [17]

Thermoplastic polyimide Titanium 41.4 (6,000) [18]
LARC-13 (polyimide adhesive) Titanium 2.3 (1.3) [19] 70 [19]
LARC-13 modified with aromatic amine

terminated acrylonitrile–butadiene copolymer
Titanium 25.2 (3,650) [19] 9.6 (5.5) [19] 371 [19]

Bis-maleimide-based adhesive Aluminum 20 (2,900) [20]
Bis-maleimide-based adhesive mdofied with

carboxy terminated acrylonitrile–butadiene
copolymer

Steel 24 (3,480) [21] 776 [22]

X-PQ (crosslinkable poly(phenyl quinoxaline) Titanium 26.6 (3,650) [23] 11.7 in. lb/in [23]b

Poly(vinyl formal)-phenolic Aluminum 27.6–34.5
(4,000–5,000) [16]

14–18 in. lb/in [16]b

Nitrile-phenolic Aluminum 24.1 (3,500) [16] 20 in. lb/in. [16]b 1,000–
1,500 [14]

Phenol/formaldehyde/resorcinol Wood 6.9 (1,000) [24]
EC-3549 B/A (two-part polyurethane adhesive) Aluminum 13.8 (2,000) [25] 43 (25) [25]

aAdherends yielded and elongated, bond did not fail, adherend yield strength is quoted.
bClimbing drum peel results are given in values of torque (in. lb/in).
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perature lap shear, peel strengths, and strain energy release

rates for a number of structural adhesives. Trade names for

several structural adhesives are also listed in Table 27.2 and

the generic chemistry for that product is also given in par-

enthesis following the trade name.

Table 27.2 lists a wide range of chemistries including

phenolics, epoxies, bis-maleimides, and polyimides. Most

of these adhesives are considered to be heat curing although

epoxies and phenolics can be made to be room temperature

curing. Urethanes and acrylics are often formulated to be

two-part, room temperature-curing adhesives. Cyanoacry-

lates cure at room temperature as a one-part system. Of the

chemistries used to formulate structural adhesives, the epox-

ies offer the widest range of formulation possibilities and

resultant performance. For example, epoxy curing condi-

tions can be tuned for almost any temperature between

room temperature and 200þ 8C. Lap shear strengths from

10 to 48 MPa are available as are peel strengths from about

9 to 175 N/cm. Cross-linked epoxies are brittle. A cross-

linking system is chosen such that the cured epoxy resin

‘‘matrix’’ has some level of ductility (low enough yield

strength). In addition, an elastomeric modifier is added in

order to provide internal stress concentrators to yield the

matrix, thus providing a means for internal energy absorp-

tion. Cross-linking agents are usually polyamines (such as

dicyandiamide) although other reactive ingredients such as

phenolics, anhydrides, and imidazoles have been used. An

elastomeric modifier that is widely referenced in the litera-

ture is the butadiene–acrylonitrile copolymer, in particular,

telechelic, epoxy reactive, low molecular weight butadiene–

acrylonitrile copolymers. Epoxy adhesives are used in a

wide range of applications, too great to list. Of particular

interest is their use in the aircraft construction industry as

well as in electronic components and assemblies.

Epoxy adhesives are limited to about 171 8C long-term

service conditions. Phenolic adhesives, bis-maleimides, and

polyimides exceed epoxies in terms of heat resistance. Phen-

olic resins are either self-curing (resoles) or they require a

curing agent (novolacs). A standard heat-curing agent for

a novolac phenolic is hexamethylene tetraamine (‘‘hexa’’).

Cured, unmodified phenolic resins are brittle and would be

very poor adhesives. As with epoxy resins, elastomeric

modifiers have been used to improve the fracture resistance

of phenolics. High molecular weight butadiene–acryloni-

trile rubbers and poly(vinyl acetal)s have been used to

modify phenolics. These adhesives are used in a number of

demanding applications such as friction surface bonders in

automobile brake and clutch assemblies.

Table 27.2 lists a variety of very-high-temperature-resist-

ant structural adhesives such as the bis-maleimides, poly-

imides, and polyphenyl quinoxolines. These adhesives can

give reasonable lap shear performance at temperatures as

high as 220 8C. These materials are also brittle when cured.

Despite many attempts to improve their performance by the

addition of various modifiers, their use is limited to their

lack of fracture resistance. LARC-13 is given as an example

of this situation in Table 27.2. It is thought that the reason

for the lack of ability to obtain fracture resistance in these

adhesives is the high yield strength (low ductility) of the

cured matrix.

Room temperature-curing structural adhesives include

epoxies, acrylics, and urethanes. Acrylic systems offer

very rapid cure but in much the same manner as described

above, they are brittle after cure. Chlorosulfonated poly-

ethylene has been used as a modifier for acrylic adhesives

to achieve fracture resistance. Acrylic adhesives can be two-

part systems in which the free-radical generating species are

kept separate from each other. Typical free-radical initiator

systems include cumene hydroperoxide plus saccharin and

N,N’- dimethyl-p-toluidine. An example of a new technol-

ogy in this area is a two-part acrylic adhesive that bonds to

polyolefins without surface preparation of the adherend. In

light of the section on wetting on adhesion, acrylic adhe-

sives with surface energies in excess of 35 mJ=m
2

should

not be able to wet and adhere to polyethylene (critical

wetting tension of 31 mJ=m
2
). The new technology adhe-

sives adhere so well to unprepared polyolefins that the

adherend breaks before the bond does. Tables 27.2 provides

an example of that adhesive. Acrylics are also used in so-

called anaerobic cures in which adhesive polymerization is

inhibited by the presence of oxygen but the polymerization

is promoted in its absence. Thread-locking adhesives are an

example of this type of acrylic structural adhesive. Cyanoa-

crylates cure by the action of ambient moisture. Even

though these materials appear to cure, the resultant material

is a thermoplastic unless cross-linking agents are added.

Polyurethanes are typically used as two-part adhesives

in which the isocyanate and polyol are kept in separate

containers. Cure is effected upon mixing. Polyurethane

performance is dependent upon the type of isocyanate,

polyol, and catalyst. Organotin compounds are often used to

catalyze these reactions. Polyurethane performance is typi-

fied by high peel strength but relatively low shear strength.

27.3.2 Hot-Melt Adhesives

Hot-melt adhesives are materials that are applied from the

melt state and are capable of producing moderate strength

bonds upon cooling. The properties of hot-melt adhesives are

heavily dependent upon the primary polymeric formulation

material, which is generally based upon a polyolefin or a

poly(vinyl acetate-co-ethylene) copolymer. Properties are

optimized by formulation with materials such as crystalline

waxes and tackifiers. Crystalline waxes are used to decrease

the melt viscosity and the surface tension of the molten

adhesive. Properly formulated, the wax might also increase

the strength of the solidified adhesive. Tackifiers are unique

low-molecular weight materials that are typically high glass

temperature solids. They have the interesting property

of conferring increased compliance at low rates of strain

application but increasing stiffness at high rates of strain
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application. That is, tackifiers decrease the plateau modulus

but increase the glass temperature of a formulation. Hot-melt

adhesives also include an antioxidant in the formulation, as

the adhesive may have to sit for long periods of time at high

temperature in an applicator. Melt temperatures are often in

excess of 120 8C. Much of hot-melt adhesive performance is

dependent upon the melt-flow index (inversely proportional

to molecular weight) of the primary polymer as well as the

surface energy of the molten adhesive. Thus, high melt-flow

index adhesives, while having easy application, will have

poor properties due to the low molecular weight (some-

times below or only approaching the entanglement molecular

weight of the polymer). Low melt-flow index adhesives will

have better performance due to the higher molecular weight

but are often difficult to apply. Base polymers with high vinyl

acetate content will have higher cohesive strength (and

higher surface energy) but will wet poorly on low surface

energy adherends. The formulator must balance these prop-

erties by having appropriate melt-flow index, and the

appropriate content of vinyl acetate, tackifier, and wax.

A distinct set of hot-melt adhesives are designed through

synthetic rather than formulation means. Thus, polyesters

and polyamides are synthesized with appropriate monomers

to provide the desired performance. The polyester chemistry

used to make these hot-melt adhesives is the same as that

used to make polyester film and fiber but the molecular

weight is usually lower and the mixtures of diols and die-

sters are chosen to control crystallinity and flexibility. One

class of monomers used to make polyamide amide hot melts

is based on dimer acids that are made from natural products.

Representative physical properties of some hot-melt ad-

hesives are shown in Table 27.3. Note that some of the

synthetic hot-melt adhesives are almost structural in

strength but, because they are thermoplastic, they would

likely creep under load. Hot-melt adhesives are increasing

in usage due to the lack of volatile emissions during appli-

cation. They are used in packaging, bookbinding, furniture

manufacture, and other applications.

27.3.3 Elastomer-Based Adhesives

Rubber-Based Adhesives

Rubber-based adhesives are moderate strength materials

whose primary formulation ingredient is a rubber. Neoprene

(chloroprene) is widely used in these adhesives. Other

elastomers used in the formulation of rubber-based cements

are natural rubber, styrene–butadiene rubber, and nitrile

rubber. Rubber-based adhesive formulations may include

phenolic resins, tackifiers, and, sometimes, cross-linking

agents. When neoprene is used, the formulation must also

contain an acid acceptor such as ZnO or MgO in order to

guard against dehydrohalogenation. Formulations are opti-

mized to obtain a balance between shear and peel properties.

These adhesives are most often tacky when applied but are

not tacky after solvents and carriers evaporate. This makes

these materials distinct from pressure-sensitive adhesives

(vide infra), which must remain aggressively and perman-

ently tacky. A particular form of rubber-based adhesive,

known as a ‘‘contact cement,’’ must remain tacky during

the bonding operation. This control of tack is known as the

‘‘open time’’ between application of the adhesive and clos-

ing of the bond. The choice of elastomer, tackifier and, in

particular, the solvent, controls the ‘‘open time.’’ Rubber-

based adhesives have been sold in a solvent vehicle for

decades. Recent regulations controlling levels of solvent

emissions have forced the industry to provide water-thinned

rubber-based adhesives or, alternatively, have forced users

to switch to hot-melt adhesives.

Rubber based adhesives are used in a myriad of applica-

tions which are familiar to the consumer. Tile and paneling

adhesives are examples of these adhesives used in home

construction. The largest use of rubber-based adhesives is

in laminated furniture manufacture. Representative physical

properties of rubber-based adhesives are shown in Table

27.4. The adhesives are characterized as having low to

moderate shear strength and high peel strength.

TABLE 27.3. Representative physical properties of adhesive bonds made with hot-melt adhesives.

Adhesive Adherend
Lap shear strength,

MPa (psi)
Peel strength,

N/cm (piw)

Co-polyetheramide from polyetherdiamine and dimer acid Aluminum 11 (1,600) [26] 16 (9) [26]
Low-melt-flow index dimer acid-based polyamide (Versamide) Aluminum 1.4–6.8 (200–1,000) [27]
Low-melt-flow index dimer acid-based polyamide (Milvex) Aluminum 25.2 (3,660) [27] 61 (35) [27]
Ethylene–vinyl acetate copolymer modified with

tackifier and microwax
Wood 2.8 (400) [28]

ABS 1.7 (245) [28]
Co-polyester Aluminum 24.5 (3,550) [29]
Crystallizable co-polyester-amide Reinforced plastic 16.7 (2,421) [30] 1.5 (0.9) [30]
Co-polyester modified with 2,2’-bis

[4’-(b-hydroxyethoxy)phenyl]propane
Unspecified metal 16.9 (2,450) [31] 2–3 (1–2) [31]

Poly(vinyl acetate) (unmodified) Aluminum 3.9 (570) [32] 1.9 (1.1) [32]
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Pressure-Sensitive Adhesives

Pressure-sensitive adhesives (PSAs) are a class of elasto-

mer-based materials that have the following characteristics:

they are aggressively and permanently tacky, they adhere

without the need of more than finger pressure, they require

no heat or activation, they adhere ‘‘well,’’ and they can be

removed without leaving a visible residue. PSAs are con-

sidered low strength materials. The shear strength values are

on the order of a few to ten pounds per square inch and the

peel strengths are on the order of a few ounces to ten pounds

per inch width. PSAs are usually sold on a backing as a tape

and are very familiar to the consumer as ScotchTM Brand

tape. The properties of the tape are dependent not only on

TABLE 27.4. Representative properties of adhesive bonds made with rubber-based adhesives.

Adhesive Adherends
Lap shear strength,

MPa (psi)
Peel strength,

N/cm (piw)

Acrylic/styrene latex formulated with plasticizers,
to provide a solvent-free mastic adhesive

Mahogony to mahogany 1.2 (172) [33]

Polyurethane elastomer construction adhesive (EC-5230) Douglas fir to Douglas fir 1.6 (236) [34]a

Acrylic latex/phenolic dispersion (2/1) Canvas to cold rolled steel 35 (20) [35]
Neoprene latex/phenolic dispersion (2/1) Canvas to cold rolled steel 3.5 (2) [35]
Neoprene latex/butylated phenolic resin/MgO Canvas to painted steel 0.34 (50) [36] 52.5 (30) [36]b

Solvent-based neoprene, FastbondTM 5 Canvas to steel 33 (19) [25]
Birch to Birch 3.3 (482) [25]

Solvent-based neoprene contact bond adhesive, EC-1357 Canvas to steel 40.3 (23) [25]
Birch to birch 3.7 (536) [25]

Solvent-based nitrile EC-1099 Aluminum to aluminum 9 (1306) [25]
Canvas to steel 53 (30) [25]

aBlock shear according to ASTM D143.
bCanvas to canvas peel at 140 8F after 2 weeks of aging.

Table 27.5. Representative physical properties of pressure-sensitive adhesives and bonds made with them.

Adhesive chemistry Backing Adherend

Peel
strength,

N/cm (piw)

Shear
holding

power (min)
Tack

(g=cm2)

Emulsion polymerized copolymer of butyl
acrylate, styrene, acrylic acid, and acrylamide

Polyester Stainless
steel

42 (24) [39]a 190 [39]b 370 [39]c

Kraton 107 block copolymer tackified with
Wingtack 95

Polyester Aluminum 24 (13) [40] 1,500 [40]c

Acrylic latex tackified with Staybelite ester 10
(50/50 blend)

? ? 5.4 (3.1) [41] >6,000 [41] 830 [41]

Carboxylated styrene–butadiene rubber Polyester Stainless
steel

0.4 (0.24) [42]a 60 [42]b 248 [42]c

Carboxylated styrene (46%)–butadiene rubber
tackified with Foral 85 (50/50 blend)

Polyester Stainless
steel

5.9 (3.4) [42]a 10,000 [42]b 492 [42]c

Waterborne acrylic PSA for box sealing tape Poly(propylene) Stainless
steel

2.8–3.3
(1.6–1.9) [43]a

6,000 [43]b

Acrylic hot-melt Polyester Stainless
steel

2.6 (1.5) [43]a 190 [43]b

Natural rubber tackified with Piccolyte 85
(50/50 blend), aqueous

Polyester Stainless
steel

4.4 (2.5) [44]a >6,000 [44]b 1,200 [44]c

Poly(iso-butylene)-based PSA (6 � 105 Daltons) ? Stainless
steel

2.6–4.4
(1.5–2.5) [45]

1,100 [45]d 100–300 [45]c

Acrylic foam tape ‘‘VHB 4929’’ Aluminum foil Stainless
steel

35 (20) [46]e 10,000 [46]f

a1808 peel, Pressure Sensitive Tape Council Method 1.
b1 kg weight for a 0:5 in:2 lap, Pressure Sensitive Tape Council Method 7.
cPolyken Probe Tack Test, ASTM D2979.
d500 g weight for a 0:5 in:2 lap otherwise similar to Pressure Sensitive Tape Council Test Method 7.
e908 Peel.
f1.5 kg weight for a 0:5 in:2 lap, Pressure Sensitive Tape Council Method 7.
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the adhesive but the backing as well. PSAs are usually

formulated by using an elastomeric material such as natural

rubber in combination with a tackifier resin such as a rosin

ester. The balance of peel and shear properties is obtained by

the rubber to resin ratio. Other elastomer chemistries im-

portant to PSA technology are acrylics, nitriles, styrene–

isoprene block copolymers, silicones, vinyl ethers, and

butyl rubber. Of these, all have to be externally tackified

with the exception of the acrylics. Tackifiers include the

rosin esters (mentioned above), terpene resins, the so-called

C-5 and C-9 resins, which are low molecular weight poly-

mers formed from petroleum streams. Silicone PSAs are

made tacky by the addition of unique silicate resins known

as ‘‘MQ.’’ MQ resin is material of unspecified structure

made by the reaction of monofunctional trimethyl silane

(‘‘M’’) with quadrafunctional silicon tetrachloride (‘‘Q’’).

Instead of the normal lap shear strengths that we have

described for other adhesives, PSAs are evaluated for their

‘‘shear holding power [37].’’ In this test, a piece of tape is

applied to a clean surface and a known weight is attached to

the end of the tape. The time to failure is determined. As

shown in Table 27.5, this value is given in minutes. Shear

holding power is determined not only by the choice of

elastomer, tackifier, and their ratio but also by the level of

cross-linking. When styrene–isoprene block copolymers are

used as the PSA elastomer, the system does not need to be

cross-linked. The unique structure of these elastomers in-

duces phase separation of the styrene blocks. The phase-

separated segments act as virtual cross-links. There are also

special tapes having an acrylic foam core which provide

properties having exceptional peel and shear holding power

that approach that of rubber-based adhesives.

For peel testing of PSAs, the usual configuration differs

from that shown in Fig. 27.2. That is, one adherend is

usually rigid while the other is the backing for the tape.

The peel test can be conducted in such a fashion that the tape

is peeled at 908 or 1808 with respect to the rigid adherend.

Another important property of PSAs is their tack or re-

sponse to light pressure. Bringing a probe of known com-

position in contact with the adhesive with a specified force

for a specified time and then measuring the amount of force

necessary to remove the probe from the adhesive at a spe-

cified rate measures tack [38]. Peel strength and tack are

dependent upon the rubber to resin ratio and are inversely

dependent upon the cross-link density. Representative phys-

ical propertied of PSA tapes are provided in Table 27.5.
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28.1 INTRODUCTION

Composite materials have a variety of definitions and

there is no universally accepted one. The definition in the

literature differ widely [1–6]. In the broadest definition,

any material composed of two or more distinct components

is a composite, but this definition is too broad to be useful.

To be more inclusive, the level of definition, the forms

and composition of constituents have to be considered

together. For many of the materials now commonly consid-

ered composites, a working definition can be given as fol-

lows:

A composite is a multiphase material brought about by

combining materials which differ in composition or form on

a macroscale in order to obtain specific characteristics and

properties. The constituents retain their identities and prop-

erties such that they exhibit an interface between one an-

other and act in concert to achieve improved synergistic

properties not obtainable by any of the components acting

alone.

Even this definition needs to be classified [7, 8]. To some

researchers it is still too broad because it includes many

materials that are not usually thought of as composites

such as concrete, copolymers and blends, reinforced

plastics, and carbon-black-filled rubber. On the other hand,

some of the more recent composites are excluded from the

category of composites if this definition is strictly applied.

For example, many particulate-type composites such as

dispersion-hardened alloys and cermets have composite

structures that are microscopic rather than macroscopic

[2,8]. In some cases, the composite structures are nano-

scopic, with the physical constraint of several nanometers

as the minimum size of the components [9–16]. The terms

‘microcomposite’, ‘‘nanocomposite’’, or ‘molecular com-

posite’’ are suggested instead. They differ from traditional

composites in the smaller sizes of the component phases and

exhibit unique behaviors due to the smaller size effect, the

large interface effect, and the quantum confining effect.

Composite structures open up a whole new dimension of

design freedom which is not available with traditional

homogeneous materials. Composite can be designed to pro-

vide us with an almost unlimited selection of properties to

meet the demands of different environments as well as any

other specific needs. The behavior and properties of

composites are determined by three factors: the intrinsic

properties of constituents, the form and structural arrange-

ment of the constituents, and the interaction between the

constituents. The properties of constituents determine the

general order or range of the properties of composite.

The form (shape and size), the structural arrangement, and

the composition and distribution of constituents give com-

posites their versatility and contribute to the overall per-

formance. The interaction between the constituents also

plays a critical role in improving the mechanical properties

of composites.

The constituents of a composite are generally arranged in

such a way so that one or more discontinuous phases are

embedded in a continuous phase. The continuous phase is

the matrix. The discontinuous phase are called reinforce-

ment and generally much stronger and stiffer than the matrix

although exception dose exist (such as the use of rubber

particles). The matrix of composite could be polymer, ce-

ramics, or metal. The main thrust of this chapter will be

directed at polymeric matrix composites. These materials

usually have exceptional mechanical properties and often

termed high performance composites. They can be classified
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on the basis of the form of their structural components: (1)

fibrous (composed of fibers in a matrix), (2) laminar (layers

of materials), (3) particulates (composed of particles, skel-

etal, or flakes in a matrix), (4) hybrid (combination of any of

the above). In general, the reinforcing agents can be either

fibers, particles, laminae, whiskers, or flakes and either an

organic, metallic, inorganic, or ceramic material. They are

structural constituents. They determine the internal structure

of composite and provide the high strength and modulus.

Composite strength is directly proportional to the basic re-

inforcing agent and can be improved at the expense of stiff-

ness. The polymeric matrices can be either thermoplastics

(capable of being repeatedly hardened and softened by in-

creasing and decreasing temperature) or thermoset (changing

into an infusible and insoluble material after cured by apply-

ing heat or by chemical means). Although the properties

of the matrix are not directly related to the composite

strength, the matrix does play an important role. They are

the body constituents and serve to enclose the composite and

give them their bulk forms, spread the load as well as offering

resistance to weathering and corrosion. Typical thermoplas-

tic resins include ABS, polyethylene, polypropylene, poly-

carbonate, nylon, polysulfone, and polyetheretherketone

(PEEK). The most used thermosetting resins include epoxy,

polyester, phenolic, vinyl ester, polyimide, and silicone. At

present, the use of fibrous reinforcing agent combined with

thermosetting resins predominates [2]. In this chapter, the

mechanical and some physical properties of most used re-

inforcing agents, thermoplastic and thermosetting resins

used as composite matrix, and high performance polymeric

matrix composites were summarized in Tables 28.1–28.4.

28.2 TERMINOLOGY

(1) Elastic modulus (ASTM-D638, D759, D-1708)

It is the ratio of nominal tensile stress to corresponding

strain below the proportional limit of a material.

Units: psi; kgf cm�2; Nm
�2

(2) Tensile strength (ASTM-D638, D759, D-1708)

At break: maximum tensile stress sustained by the speci-

men at break.

At yield: maximum tensile stress sustained by the speci-

men at the yield point.

Units: psi; kgf cm�2; Nm
�2

(3) Elongation (ASTM-638)

The elongation of a specimen at break expressed as a

percentage of the original length.

Units: %

(4) Impact strength (ASTM D-256, ASTM D-758, ISO R

180, BS 2782)

In pendulum-impact methods: energy expended by a

standard pendulum-impact tester to break a test specimen

TABLE 28.1. Physical properties of reinforcing agents—fiber, particulate.

Material

Elastic
modulus

GPa

Tensile
strength

MPa
Density
g cm�3

Specific
stiffness
MJ kg�1

specific
strength
MJ kg�1 Reference

Synthetic inorganic
E-glass fiber 72.4 3450 2.54 28.5 1.36 [2,17,18]
S-glass fiber 85.5 4820 2.49 34.3 1.94 [2,17,18]
M-glass fiber 110 3500 — — — [19,20]
Boron fiber 441 3450 2.30 192 1.50 [17,18]
Carbon 200 2760 1.76 114 1.57 [17]
Graphite fiber

high-strength 253 4500 1.8 140 2.5 [2,18]
high-modulus 520 2400 1.85 281 1.3 [2,18]
intermediate 186 2482 1.74 107 1.43 [18]

Alumimum oxide 323 689 3.97 81.4 0.174 [17]
Aluminum silicate 100 4130 3.90 25.6 1.06 [17]
Beryllium oxide 352 517 3.03 116 0.171 [17]
Quartz (fuses silica) 70 — 2.2 31.8 [17]
Tungsten 414 4200 — — — [19,20]
Natural inorganic
Asbestos 172 1380 2.50 68.8 0.552 [17]
Synthetic organic
Aramid fiber*

Kevlar 29 59 3500 1.44 41.0 2.43 [2,18]
Kevlar 49 124 3600 1.44 86.11 2.50 [2,18]

*Chemical structure: OC CO.HN NH
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(plain or notched) under stipulated conditions of specimen

mounting, notching, and pendulum velocity at impact.

There are two pendulum methods in common use: Izod

method and Charpy method.

In falling-weight methods: the minimum value of the

product of fall height and mass to cause fracture of a test

specimen.

Units: J/m, ft lb, cm kgf

(5) Specific gravity (ASTM D-792)

The ratio of the mass in air of a unit volume of the

material at 23 oC to the mass (determined in identical

conditions) of an equal volume of gas-free distilled water.

Units: gcm�3, lbft
�3

(6) Flexural strength (ASTM D-790, ISO R 178, BS 2782,

DIN 53 452)

At break: maximum stress in the outer fiber of the speci-

men at the moment of break in bending.

At yield: stress at yield (calculated from formulae appro-

priate to the test method).

Units: psi; kgfcm�2; N m�2

(7) Flexural modulus (ASTM D-790, ISO R 178, BS 2782,

DIN 53 452)

The ratio of stress to corresponding strain in bending

within the elastic limit, calculated by the appropriate theory.

Units: psi; kgf cm�2; N m�2

(8) Specific stiffness

The ratio of elastic modulus to density or specific gravity.

Units: MJ kg�1

(9) Specific strength

The ratio of tensile strength to density or specific gravity.

Units: MJ kg�1

(10) Lamina

The simplest representative form of high performance

composites which consists of fibers oriented in a single

direction and bonded together by a resin.

(11) Thermoplastics

A material that can be melted by heating and then resoli-

dified by cooling.

(12) Thermoset

A material which hardens or sets by heat, chemical, or

radiation cross-linking techniques and which, once set, can-

not be resoftened by heating.
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Abstract: When long polymer molecules are chemically

linked together to form a three-dimensional network, the

resulting material exhibits a unique set of properties that

have come to be referred to as ‘‘rubberlike.’’ Among these

are large deformation elasticity which has important conse-

quences for mechanical behavior and resistance to solvent

attack. As for the latter, when solvent molecules penetrate

into the polymer it undergoes swelling rather than dissol-

ution, and the diluted network is referred to as a chemically

crosslinked gel. A survey of the thermodynamics and mech-

anics of crosslinked gels is presented. Subjects include

the phenomenological description of crosslinked networks

within the framework of finite elasticity theory and con-

tinuum thermodynamics. Particular emphasis is placed on

the Valanis–Landel form of the strain energy density func-

tion. Several statistical mechanical models of rubber elasti-

city are also presented. Of particular usefulness are the

affine and phantom network models, which are commonly

used to derive information about the molecular parameters

of the gel from swelling or mechanical measurements. Tech-

niques for using these models and the more modern Flory–

Erman constrained junction model and its most recent modi-

fications are described. The application of Scaling Theory to

polymer gels is also considered.

Key Words: Crosslinked Rubber, Flory–Rehner Hypoth-

esis, Gels, Networks, Polymer, Rubber Elasticity, Scaling

Theory, Solution Thermodynamics, Swelling, Valanis–

Landel Function.

29.1 INTRODUCTION

Polymer networks and gels have a wide range of technical

and biological applications. Crosslinked polymers are the

building blocks of systems as different as rubber tires and

scaffolds for tissue engineering. Morphology, molecular and

supermolecular structures play important roles, especially

when considering processing and final properties. While

such materials have been the subjects of experimental and

theoretical investigations for more than six decades, their

understanding still presents a challenge. Gels exhibit both

solid-like and liquid-like properties. The three-dimensional

network structure obtained by joining long flexible polymer

strands at junction points is the most important molecular

characteristic required to achieve ‘‘rubberlike’’ behavior.

Numerous models have been proposed to develop a rigorous

molecular description of polymer gels. Statistical mechan-

ical theories along these lines encounter serious math-

ematical difficulties. Rubber elasticity theories, therefore,

omit a detailed description of the conformation of polymer

chains. Earlier models focus on the effects of topological

constraints on the crosslinks. Modern theories are made

more realistic by applying the constraints to other parts of

the chains. As a result, it is of great interest and importance

to understand the structure–property relationships that

determine network and gel behaviors.

To begin, when long polymer molecules are chemically

linked together to form a three-dimensional network, the

resulting material exhibits a unique set of properties that
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have come to be referred to as rubberlike. Among these are

large deformation elasticity which has important conse-

quences for mechanical behavior and resistance to solvent

attack. As for the latter, when solvent molecules penetrate

into the polymer it undergoes swelling rather than dissol-

ution, and the diluted network is referred to as a chemically

crosslinked gel. While there are several structures that

exhibit gellike behavior, e.g., (1) covalent networks of

large chain molecules, (2) physical networks formed by

aggregation of polymer chains (gelatin, agarose), (3) lamel-

lar, fibrillar, or reticular systems exhibiting partially ordered

structures (clays, surfactants, etc.), the focus of this work is

solely on elastomeric polymer networks containing a three-

dimensional permanent structure of high molecular weight

chain molecules swollen in a low molecular weight diluent

as depicted in Fig. 29.1.

The covalent network, composed of long flexible chains

capable of adopting large conformational changes (chain

deformations), extends throughout the sample providing

the ability to undergo large and reversible (elastic) deform-

ations and a corresponding ability to swell rather than dis-

solve. Though the molecular origins of rubber elasticity

were recognized as early as the 1930s and 1940s [1–5], a

complete theoretical description of the swelling behavior of

rubberlike polymers has yet to be achieved. The result is

that, while there is a general understanding of the behavior

of crosslinked materials within the framework of some

‘‘classical’’ models of rubber elasticity, there are still sev-

eral unresolved problems. For example, even the fundamen-

tal assumption, originally put forth by Frenkel [5], Flory and

Rehner [2,4] that the free energy of mixing of a solvent and

rubber network can be separated into an elastic term for the

network and a mixing term for the solvent and polymer has

been a subject for much research and discussion over the

years [6–32].

There is a diversity of theroetical models used to elucidate

the relationships between the molecular parameters of the

network and the various experimental results [33–57].

Hence, the resulting deduction of the molecular structure

of the network can depend on the model chosen for data

analysis. Additionally, the structure of the networks at the

supermolecular level is a function of the preparation condi-

tions (temperature, concentration at crosslinking, chemical

nature of the crosslinker, etc.). During network formation

imperfections in the structure may also develop. In many

cases the crosslinking process leads to fixation of otherwise

nonequilibrium states. A wide variety of molecular super-

structures may be produced within networks prepared from

the same starting materials. This makes comparisons of

experimental results from different literature sources ex-

tremely complicated. Consequently, a simple tabulation of

previously published data is not particularly useful.

The present work is intended to survey briefly the basic

thermodynamic considerations of rubber elasticity and

Crosslinks

Polymer chains

Solvent molecules

FIGURE 29.1. Schematic representation of a chemically crosslinked polymer network swollen by a low molecular weight solvent.
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swelling from both a continuum point of view and with

regard to existing network models. Our goal is to illustrate

the range of applicability and the limitations of the different

approaches for the description of experimental data. The

main emphasis is to discuss the structure–property relation-

ships of amorphous polymer networks and gels. We briefly

summarize what we believe are the most important ideas of

the theories, and compare them with experimental observa-

tions made on well-defined networks. For details of each

model the reader is referred to the original literature.

We focus exclusively on the equilibrium properties of

model networks in the dry and swollen states, and the

relationships between macroscopically measurable physical

quantities. We do not deal with the consequences of the

morphology and supermolecular architecture of the polymer

network, which can be revealed by scattering measure-

ments. Certain fundamental topics (e.g., effect of charged

groups, finite chain extensibility, contribution of filler par-

ticles, dynamic properties such as relaxation behavior) are

not discussed here.

Additionally, this work should provide the reader with the

ability to use the models to obtain estimates of the molecular

structure of the gel through analysis and interpretation of

typical sets of experimental data. Conversely, the swelling

and mechanical responses of new networks should be able to

be estimated from a chemist’s knowledge of the molecular

parameters of the network.

29.2 THEORETICAL BACKGROUND

29.2.1 General Considerations

In thinking about the behavior of rubber networks and

gels, there are two features of behavior that we will consider

in the following. First, the fundamental nature of the elasto-

meric network itself in the undiluted state needs to be

weighed. This will be done using both the phenomeno-

logical theories of rubber elasticity and the molecular (stat-

istical mechanical) models. Both approaches result in forms

of the free energy function (Helmholtz) of the network and

ultimately need to give the same descriptions of the phe-

nomenological behavior of the dry network. Second, we will

consider the specific behavior of the swollen network or gel

from similar considerations. In the latter case the formula-

tion of a mixing free energy as a function of the swelling

ratio is also required in addition to the elastic free energy.

We also remark that the mere presence of the crosslink sites

may alter the expressions for the free energy of mixing.

Laboratory measurements, for the most part, record the

macroscopic behavior of the material. Depending on the

purposes of the experimenter, the link between the molecu-

lar models and the phenomenological models provides a

basis for either deducing molecular parameters from the

measurements or for predicting future measurements from

known molecular structures. The latter is primarily import-

ant to estimate the physical properties of a given gel whose

molecular structure is known. The background provided in

what follows should permit one to do both within the limi-

tations of current knowledge.

29.2.2 The Strain Energy Density Function—The

Mechanical Contribution to the Helmholtz

Free Energy

Continuum Description

There is an extensive body of literature describing the

stress–strain response of rubberlike materials that is based

upon the concepts of Finite Elasticity Theory which was

originally developed by Rivlin and others [58,59]. The

reader is referred to this literature for further details of the

relevant developments. For the purposes of this paper, we

will discuss the developments of the so-called Valanis–

Landel strain energy density function, [60] because it is of

the form that most commonly results from the statistical

mechanical models of rubber networks and has been very

successful in describing the mechanical response of cross-

linked rubber. It is resultingly very useful in understanding

the behavior of swollen networks.

Here we begin with a sample of rubber having initial

dimensions l1, l2, l3. We deform it by an amount

Dl1, Dl2, Dl3 and define the stretch (ratio) in each direction

as li ¼ (li þ Dli)=li ¼ l=li. The purpose of Finite Elasticity

Theory has been to relate the deformations of the material to

the stresses needed to obtain the deformation. This is

done through the strain energy density function, which

we will describe using the Valanis–Landel formalism as

W(l1, l2, l3). Importantly, as we will see later, this is the

mechanical contribution to the Helmholtz free energy. Vala-

nis and Landel assumed [60] that the strain energy density

function is a separable function of the stretches li:

W(l1, l2, l3) ¼ w(l1) þ w(l2) þ w(l3)

þ a ln (l1 l2 l3): (29:1)

While the term a ln (l1l2l3) is not important in the mech-

anical response, because of the incompressibility assump-

tion, it may be important in swelling [61]. We also note that

some of the molecular models include this logarithmic term.

Then, the principal stresses sii in any deformation can be

related through the strain energy function and deformations

as follows:

sii � sjj ¼ li w0(li) � lj w0(lj), (29:2)

where w0(l) ¼ dw(l)=dl is the derivative of the VL func-

tion w(l). We note that the stresses are the true stresses in

that they are referred to the deformed sample geometry.

In the dry, unswollen rubber, the material is generally

assumed to be incompressible, meaning that the distortional

or shape changing deformations are much more easily

made than are the volume changing ones, so the latter are
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negligible. Hence Eq. (29.2) is written in terms of the

principal stress differences. In the case of a uniaxial deform-

ation l ¼ l1 in the 1 direction Eq. (29.2) becomes:

s11 � s22 ¼ l1 w0(l1) � l2 w0(l2) (29:3)

and because of the incompressibility condition that

l1l2l3 ¼ 1 we find that l2 ¼ l
�1=2
1 and Eq. (29.3) be-

comes:

s11 � s22 ¼ l w0(l) � l�1=2w0(l�1=2), (29:4)

where l ¼ l1. For uniaxial extension l>1 while for uni-

axial compression l<1.

From a practical viewpoint, Eq. (29.4) can be used

to describe the stress–strain relation of a material if w0(l)

is known. w0(l) can be obtained in the laboratory in various

ways, such as pure shear experiments as described by

Valanis and Landel [60], by torsional measurements as

described by Kearsley and Zapas [62] and by a combination

of tension and compression experiments as also described

by Kearsley and Zapas [62]. Treloar and co-workers

[63] have also shown that the VL function description

of the mechanical response of rubber is a very good one.

The reader is referred to the original literature for these

methods.

Another point to keep in mind here is that, in most

models, the description of rubber elasticity given from stat-

istical mechanical models results in a Valanis–Landel form

of strain energy density function. This will be important in

the following developments. We now look at some common

representations of the strain energy density function used to

describe the stress–strain behavior of crosslinked rubber.

There are two common phenomenological strain energy

functions that have been used to describe the stress–strain

response of rubber [58,59,64]. These are referred to as the

Neo-Hookean form and the Mooney–Rivlin form and both

can be written as Valanis–Landel forms, although they

represent truncated forms of more general strain energy

density functions. The Neo-Hookean form is a special

form of the Mooney–Rivlin form, so we will begin with

the latter. For a Mooney–Rivlin material the strain energy

density function is written as:

W(l1,l2,l3) ¼ C1(l2
1 þ l2

2 þ l2
3 � 3) þ C2(l�2

1

þ l�2
2 þ l�2

3 � 3) (29:5)

and we see that the VL function for this is of the form

w(li) ¼ C1l
2
i þ C2l

�2
i and the VL derivative is given as:

w0(li) ¼ 2C1li � 2C2l
�3
i , (29:6)

where C1 and C2 are material constants, often referred to as

the Mooney–Rivlin Coefficients.

For uniaxial deformations of magnitude l one then writes

Eq. (29.4) for the Mooney–Rivlin stress–strain response as:

s11 � s22 ¼ (l2 � 1=l){2C1 þ 2C2=l}: (29:7)

Equation (29.7) makes obvious the reasons for the represen-

tation of experimental data in the so-called Mooney–Rivlin

plot. If the material has a Mooney–Rivlin strain energy

density function then a plot of (s11 � s22)=(l2 � 1=l)

vs:1=l results in a straight line with the slope and intercept

at l ¼ 1 determining 2C2 and (2C1 þ 2C2), respectively.

For the Neo-Hookean material, the strain energy density

function is the same as the Mooney–Rivlin material but with

C2 ¼ 0:

W(l1,l2,l3) ¼ C1(l2
1 þ l2

2 þ l2
3 � 3): (29:8)

The VL derivative is:

w0(li) ¼ 2C1li: (29:9)

The corresponding reduced stress sR is:

sR ¼ (s11 � s22)=(l2 � 1=l) ¼ 2C1: (29:10)

Hence, in the Mooney–Rivlin plot, the stress–strain data are

reduced to a line of slope zero.

A point worth noting here is that several of the molecular

models that will be described in the subsequent sections

are Neo-Hookean in form. Normally, dry rubbers do not

exhibit Neo-Hookean behavior. As for the Mooney–Rivlin

form of strain energy density function, rubbers may follow

such behavior in extension, yet they do not behave as

Mooney–Rivlin materials in compression. In Fig. 29.2, we

depict typical experimental data for a polydimethylsiloxane

network [39] and compare the response to Mooney–Rivlin

and Neo-Hookean behaviors. The horizontal lines represent

the affine and the phantom limits (see ‘‘Network Models’’ in

Section 29.2.2). The straight line in the range l�1<1 shows

the fit of the Mooney–Rivlin equation to the experimental

data points.

Statistical Theories

Structural Characteristics of Polymer Networks

In this section we discuss the most important structural

parameters characteristic of an ideal polymer network. The

structure of a real network always displays deviation from

that of an ideal network. Network defects, such as unreacted

functionalities, cyclic structures and entanglements, arise

from the statistics of the crosslinking process. The cross-

linking reaction, in general, results in a length distribution

for the network chains. In addition to the molecular imper-

fections, real networks always contain inhomogeneities, i.e.,

regions in which the polymer concentration is permanently

higher than the average concentration. The topological

structure of any real network can be very complex and

treatment of the topology is beyond the scope of the present

work. (The reader is referred to [56,66–69] for discussions

of this topic.) It is worthwhile, however, to define the

structural parameters for a perfect network because it allows

us to treat any real network by reference to these parameters.
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Statistical models yield explicit expressions for the relation

between the molecular structure of the network and the

elastic properties.

The most important molecular parameter characteristic of

a polymer network is the concentration of the elastic chains

or that of the crosslinks connecting the macromolecules. An

active junction is joined by at least three paths to the poly-

mer network and an active chain is defined as one termin-

ated by active junctions at both ends. There are several ways

to express the extent of crosslinking: (1) the concentration of

the elastically active chains, nel=V0, where nel is the number

of chains connecting two elastically active junctions and V0

is the volume of the dry network, (2) the molecular weight

of the polymer chains between the junctions

Mc ¼ r(V0NA=nel), (29:11)

where r is the density of the polymer and NA is Avogadro’s

number, (3) the crosslink density, mel=V0, where mel is the

number of the crosslinks and (4) the cycle rank density,

j=V0, where j is the cycle rank, i.e., the number of the

independent circuits in the system. Naturally, these quan-

tities are not independent. The relationship between nel, mel,

and j for a perfect network is given by [35]

j ¼ nel � mel þ 1: (29:12)

In Fig. 29.3 a network structure is shown with j ¼ 4,

nel ¼ 12, and mel ¼ 9.

Another important parameter is the crosslink functional-

ity, f, which is the number of chains emanating from a

network junction. Only junctions with functionality higher

than 2 are elastically active. For perfect networks, i.e., cross-

linked polymers containing no defects, nel and mel are con-

nected by the functionality of the crosslinks [70]

mel ¼ (2=f )nel: (29:13)

Real networks always contain molecular imperfections,

such as pendant chains bound to the network at one end

only, intramolecular loops formed by linking of two units of

the same chain, and intermolecular entanglements. For an

imperfect tetrafunctional network Flory [4,65] proposed a

simple formula for correction for pendant chains

nel ¼ n0(1 � 2Mc=Mn), (29:14)

where n0 is the total number of chains in the network and Mn

is the number average molecular weight of the primary

molecules.

The extent to which entanglements contribute to network

elasticity is not yet fully resolved. In the model of Lang-

ley[45], Dossin and Graessley [46–49] a contribution to

the equilibrium modulus is associated with the plateau

modulus of viscoelasticity. On the other hand, Flory [36]

and Erman [38–40] assume that interpenetration of chains

is solely reflected by suppression of the fluctuations of

junctions.

Another type of network defect occurs due to the presence

of inhomogeneities. Clustering of chains or network junc-

tions causes permanent departures from the homogeneous

distribution of the polymer throughout the gel. Regions of

higher polymer concentration build up that appear as per-

manent departures from uniformity. They are specific to the

given system and dependent upon the condition of cross-

linking. The effects of inhomogeneities on the elastic and

swelling behavior of the networks has not been considered
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FIGURE 29.2. Comparison of typical stress–strain data for PDMS rubber [39] in a ‘‘Mooney–Rivlin’’ plot with ‘‘Neo-Hookean’’ and
‘‘Mooney–Rivlin’’ strain energy function descriptions. (See text for discussion).
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quantitatively in any theoretical models of rubber elasticity.

The reader is referred to several relevant papers in refer-

ences [71–74].

Network Models

The primary goal of a general statistical theory is to

derive an equation of state for the elastomeric molecular

network which will hold for any deformation including

swelling. Since the major contribution to the elasticity is

entropic the molecular interpretation depends on how the

stress affects the conformational distribution of an assembly

of chains. The successful statistical model will provide

predictive relationships between the molecular structure

and topology of the network and its macroscopic behavior,

e.g., mechanical and swelling responses.

The classical theories of rubber elasticity rest on two

basic assumptions [4]:

1. The elastic free energy of the network is the sum of the

elastic free energies of the network chains, i.e., the

interactions between the constituent chains are inde-

pendent of the state of deformation, and do not make

any contribution to the elastic free energy; and

2. The end-to-end distribution of the network chains is

Gaussian, i.e., the excluded volume interactions are

ignored.

The affine and the phantom models derive the behavior of

the network from the statistical properties of the individual

molecules (single chain models). In the more advanced

constrained junction fluctuation model the properties of

these two classical models are bridged and interchain inter-

actions are taken into account. We remark for completeness

that other molecular models for rubber networks have been

proposed [32,57,75–87], however, these are not nearly as

widely used and remain the subject of much debate. Here we

briefly summarize the basic concepts of the affine, phantom,

constrained junction fluctuation, diffused constraint, tube

and slip-tube models.

The Affine Model. In the early version of this model it was

assumed that the components of length at all scales are

deformed affinely [88,89], i.e., local deformations are the

same as the macroscopically imposed deformation. Later

this view was revised to treat only the displacement of the

mean positions of the junctions and the end-to-end vectors

of the chains as transforming affinely [6]. Fluctuations of the

network junctions are completely suppressed by intermo-

lecular entangling with neighboring coils sharing the same

region of space. The elastic free energy of the affine network

is given by [35,88–90]

DFaff
el =kT ¼ (nel=2V0)(l2

1 þ l2
2 þ l2

3 � 3)

� (mel=V0) ln (l1l2l3), (29:15)

where nel and mel are the number of elastic chains and

junctions in the network, respectively. l1, l2, and l3 are

the principal deformation ratios, k is the Boltzmann constant

and T is absolute temperature. Here we note that the affine

model is of the Neo-Hookean form with C1 ¼ nel=2V0, if

there is no volume change upon deformation. Note also the

presence of a logarithmic term in the free energy expression.

The Phantom Model. In this model polymer chains are

allowed to move freely through one another and the network

junctions fluctuate around their mean positions [3,91–93].

The conformation of each chain depends only on the pos-

ition of its ends and is independent of the conformations of

the surrounding chains with which they share the same

region of space. The junctions in the network are free to

fluctuate around their mean positions and the magnitude of

the fluctuations is strain invariant. The positions of the

junctions and of the domains of fluctuations deform affinely

with macroscopic strain. The result is that the deformation

of the mean positions of the end-to-end vectors is not affine

in the strain. This is because it is the convolution of the

distribution of the mean positions (which is affine) with

the distribution of the fluctuations (which is strain invariant,

i.e., nonaffine). The elastic free energy of deformation is

given by

DFph
el =kT ¼ (j=2V0)(l2

1 þ l2
2 þ l2

3 � 3) (29:16)

Junction point

a b

Network chain

FIGURE 29.3. Schematic representation of a network structure with nel ¼ 12, mel ¼ 9, and j ¼ 4 (a). Note that the cycle rank is
the number of cuts needed to reduce the network to a tree (b).
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and again the free energy function is of the Neo-Hookean

form, with C1 ¼ j=2V0.

The Constrained Junction Fluctuation Model. The affine

and phantom models are two limiting cases on the network

properties and real network behavior is not perfectly de-

scribed by them (recall Fig. 29.2). Intermolecular entangle-

ments and other steric constraints on the fluctuations of

junctions have been postulated as contributing to the elastic

free energy. One widely used model proposed to explain

deviations from ideal elastic behavior is that of Ronca and

Allegra [34] and Flory [36]. They introduced the assumption

of constrained fluctuations and of affine deformation of

fluctuation domains.

In the constrained junction fluctuation model [36,38–40]

developed by Flory and Erman the spatial fluctuations of

junctions are inhibited from the large values allowed in the

phantom network by restrictions due to neighboring chains.

The effect of conformational constraints is assumed to be

imposed solely on the network junctions. The situation is

illustrated by Fig. 29.4. The mean position of the network

junction is located at point A. In a phantom network

(Fig. 29.4(a)) the radius of the circle shows the average

root-mean-square fluctuation h(DR)2i1=2
ph around the mean

position. The domain of constraints due to intermolecular

interactions with neighboring chains and to steric require-

ments is represented by the smaller circle in Fig. 29.4(b). This

latter is centered at point B. Because of the effect of con-

straints, the mean position of the junction (i.e., the equilib-

rium position in the unstrained network) is removed from

point A to point C. The instantaneous position of the junction

may differ significantly, however, from the equilibrium pos-

ition because the junction fluctuates around its mean position.

Thus, in addition to the phantom network contribution to the

free energy, an important new parameter in this model is the

measure of the severity of the constraints relative to those

imposed by a phantom network k ¼ <DR2>ph=<Ds2>0

where <DR2>ph is the mean-squared fluctuation in the posi-

tions of junctions from their mean locations in the phantom

model, and <Ds2>0 is the mean-squared fluctuation of junc-

tions from their mean positions under the action of con-

straints. The range of k therefore is from 0 (phantom limit)

to 1 (affine limit). The size of the domains of constraints is

assumed to decrease with increasing strain so that the junc-

tion fluctuations become larger. If the network is deformed

the fluctuations become anisotropic in the stretching direc-

tion because the constraints become smaller.

The elastic free energy is given by

DFel ¼ DFph
el þ DFc

el (29:17)

where DFc
el is the contribution to the elastic free energy

arising from entanglement constraints relative to those in

the phantom network DFph
el (see Eq. 29.16). This term can be

written

DFc
el

kT
¼ mel

2V0

X3

t¼1

[(1 þ gt)Bt � ln ( (Bt þ 1)

(gtBt þ 1) )] (29:18a)

with

Bt ¼ (lt � 1)(1 þ lt � zl2
t )(1 þ gt)

�2, (29:18b)

gt ¼ l2
t [k�1 þ z(lt � 1)], (29:18c)

where the parameter z characterizes the nonaffine trans-

formation of the domains of constraint with deformation.

Importantly, the model spans the behavior between the

phantom and affine models. When k ¼ 1 and z ¼ 0 we

recover the affine network behavior. In this case the junction

fluctuations are completely suppressed, i.e., <Ds2>0 ¼ 0.

When k ¼ 0, i.e., the junctions are free to fluctuate, we

recover the phantom network model.

The constrained junction fluctuation theory was modified

by Erman and Monnerie [94]. The fundamental difference

between the modified and the original models is the adop-

tion of the assumption that constraints affect the centers of

mass of the chains rather than the junction points only. They

considered two different cases: (1) the fluctuations of all

points along the chains in the phantom network are inde-

pendent of macroscopic strain (constrained chain scheme,

CC) and (2) the fluctuations of the points in the phantom

network are dependent on the macroscopic strain, only the

junctions are invariant to strain (modified constrained chain

<∆R 2>ph <∆R 2>ph

<∆s 2>0A

a b

A

B
C

FIGURE 29.4. Effect of constraints on the fluctuations of network junctions. (a) Phantom model and (b) constrained junction
fluctuation model. Note that the domain boundaries (circles in the figures) are diffuse rather than rigid. The action of domain
constraint is assumed to be a Gaussian function of the distance of the junction from B similar to the action of the phantom network
being a Gaussian function of DR from the mean position A.
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scheme, MCC). The important consequence is that k of the

constrained junction fluctuation theory has been replaced by

the function [94]

h(lx) ¼ kG[1 þ (l2
x � 1)F]�1, (29:19a)

where kG is a parameter corresponding to k, and

F ¼ (1 � 2=f )2=3 (CCmodel), (29:19b)

F ¼ (1 � 2=f )2 (MCCmodel): (29:19c)

Both constrained chain models predict that the elastic modu-

lus exceeds the value obtained from the phantom model, and

according to the MCC scheme it exhibits a more sensitive

dependence upon elongation or swelling than given by the

original Flory–Erman theory. The effect of constraints is

represented by a single parameter kG instead of the two

parameters k and z in the previous model, which makes

the new theory more straightforward for the interpretation

of the experimental stress–strain-swelling data.

We note that the free energy function in the Flory–Erman

model is a specific form of the Valanis–Landel strain energy

density function. McKenna and Hinkley [61] determined the

Valanis–Landel function for the junction constraint model

w0(lt) ¼ jkTlt þ (melkT=2){B�
t (1 þ gt) þ g�

t Bt

� B�
t (Bt þ 1)�1 � (gtB

�
t þ Btg

�
t )(gtBt þ 1)�1},

(29:20)

where

B�
t ¼ Bt{[2lt(lt � 1)] � 1 þ (1 � 2zlt)

[2lt(1 þ lt � zl2
t )]�1 þ 2g�

t (1 þ gt)
�1} (29:21)

and

g�
t ¼ k�1 � z(1 � 3lt=2): (29:22)

We will come back to these models subsequently.

Diffused Constraint Model of Polymer Networks. This

model, which is an extension of the Erman–Monnerie

model, is more realistic in that the constraints are assumed

to act continuously along the chains, instead of allowing the

constraints to affect only the fluctuations of the junctions or

the centers of mass of the network chains. Because the

constraints affect fluctuations of all points along the macro-

molecule, the elastic energy of constraints must be averaged

over all segments of the chain. Following a similar argument

used by Flory [36] in the original constrained-junction the-

ory, Kloczkowski, Mark, and Erman [95] derived the elastic

free energy of the constraints

DFelc ¼
1

2
nkT

X3

t¼1

ð1

0

W(u)[Bt(u) þ Dt(u)

� ln [Bt(u) þ 1] � ln [Dt(u) þ 1]]du (29:23)

with

Bt(u) ¼ k2(u)(l2
t � 1)

[l2
t þ k(u)]2

(29:23a)

and

Dt(u) ¼ Bt(u)l2
t

k(u)
: (29:23b)

In Eq. (29.23) W(u) is the distribution of constraints among

different points along the network chain and u ¼ i=n is the

position of the ith segment of the chain as a fraction of the

contour length between two crosslinks. If the distribution is

uniform, then W(u) ¼ 1 inside the integrand of Eq. (29.23).

In the case when constraints are assumed to affect only

fluctuations of junctions (as in the constrained-junction the-

ory), u is limited to u ¼ 0 or u ¼ 1 only. [95] It is important

to note that this theory does not reduce identically to the

constrained-chain theory, because the latter characterizes

the deformation-dependent fluctuations of the centers of

mass of the chains and not the deformation-independent

fluctuations of the midpoints [95].

In summary, the common feature of all constrained chain

models is that they impose only limited constraints on chain

fluctuations. [101] The constrained-junction fluctuation

model restricts fluctuations of junctions and of the center

of mass of network chains. The diffused constraint model

restricts fluctuations of a single randomly chosen monomer

for each network strand. Consequently, all these models can

only represent the crossover between the phantom and affine

limits. [101] The phantom limit corresponds to a weak

constraining case, while the affine limit corresponds to a

very strong constraining potential.

Tube Models. Several versions of the tube models have

been developed. These models take into account the fact

that constraints act along the whole chain and restrict the

fluctuations of all monomers of the chain. The tube models

consider that each network strand is confined within a con-

figurational tube with a harmonic potential modeling topo-

logical constraints of entanglements. [101,120] The field is

described as an uncrossable tube of constraints the centerline

of which is the primitive path of the strand. The constraining

field of force penalizes excursions of a strand [126] from its

primitive path, i.e., a random-walk trajectory running from

one network junction to the other. [126] The free energy

penalty increases with excursion amplitude. The elastic free

energy is given by the sum of two terms. One has the Gauss-

ian form due to chain connectivity, while the other represents

the loss of the degrees of freedom of the chains due to their

spatial localization originating from entanglements. [120]

In the Edwards tube model [80] the topological potential

is applied to every monomer of the chain restricting its

fluctuations to a confining tube with the diameter

a � bN
1=2
e where Ne is the degree of polymerization be-

tween network entanglements. [101] In the model this

504 / CHAPTER 29



potential is independent of the network deformation and the

tube diameter changes affinely with the macroscopic de-

formation of the network, a � l. However, this assumption

is unrealistic and disagrees with the experimental observa-

tions. [97,101]

In the Gaylord–Douglas model [57,81] the chains are

localized in a tube defined by the interactions with neigh-

boring chains. The first term of the elastic free energy is the

same as that of a phantom network model, while the second

term accounts for the loss of degrees of freedom of the

chains due to chain localization. In the dry network the

cross-sectional dimension of the tube is of the order of the

hard-core cross-sectional radius of the polymer chain, and

the volume of the tube is comparable with the chain mo-

lecular volume. The tube volume is considered to be invari-

ant with macroscopic strain, since the molecular volume of

the chains is independent of the deformation. The elastic

free energy is given by

DFel ¼ (Gnet=2)(l2
1 þ l2

2 þ l2
3 � 3) þ Ge(l1 þ l2

þ l3 � 3), (29:24)

where

Gnet ¼ nelkT=(2V0) (29:24a)

and

Ge ¼ gGnet þ GN: (29:24b)

GN is the plateau modulus of the polymer melt, V0 is the

volume of the dry network, and g is a constant. In

the absence of localization interactions, Ge ¼ 0, and Eq.

(29.24) reduces to the result obtained for the phantom

model. Since the constraining effect of the surrounding

network chains diminishes upon swelling, Ge is predicted

to depend on swelling as well as the conditions under which

the network was formed [32,96]. The concentration depend-

ence of Ge is especially large for lightly crosslinked

gels (roughly linear in the concentration), however, the

concentration dependence for highly crosslinked networks

is relatively weak (comparable to that of the phantom

model).

A challenging problem in the theory of rubber elasticity is

to determine how the macroscopic deformation of the net-

work affects the conformation of the polymer chains. At

macroscopic length scales polymer networks behave as

elastic solids, while at microscopic length scales the net-

work chains move relatively freely. The elasticity is mainly

entropic and is governed by deformations occurring on short

length scales. Therefore, it is important to distinguish be-

tween affine and nonaffine length scales. [97] The affine

length is the shortest length scale at which the network

deformation is the same as that of the macroscopic deform-

ation of the sample. At smaller length scales the deformation

of the network chains is nonaffine. [97]

The nonaffine tube model developed by Rubinstein

and Panyukov [97] captures the basic features of the

phantom and affine models. In this model the amplitude of

fluctuations that defines the tube diameter changes propor-

tionally with the deformation of the network. The network

deforms affinely on length scales larger than the affine

length, Raff . However, on length scales smaller than Raff

the confining potential has little effect on the conformation

of the individual chains. The most important feature of this

model is that the tube diameter a changes nonaffinely with

network deformation a � l1=2. The prediction for the elastic

free energy and the reduced force of the nonaffine tube

model is [97]

DFel ¼ DFel
ph þ

ckT

2Ne

X

a

la þ
1

la

� �
, (29:25)

f �(l�1) ¼ Gph þ
Ge

l� l1=2 þ 1
, (29:26)

where c is the monomer concentration, Gph is the phantom

modulus, Ge is the entanglement contribution to the modu-

lus, and Ne is the number of monomers between entangle-

ments.

A more advanced version of this model combines the

ideas of slip-link [98] and tube models. The ‘‘slip-tube’’

model allows slippage of the network chains and redistribu-

tion of the monomers between different sections of the tube

[101]. The idea of slippage of the chain along the contour of

the tube was originally proposed by de Gennes [105] in the

reptation model of polymer melts, and the analysis of the

redistribution of stored length was made by Doi [100]. The

basic concept of the slip-link models is that permanent

entanglements act as slip-links connecting neighboring

chains. The slip-links are allowed to pass through each

other, but each of them can slide along the chain only up

to a limited distance. [101] If this distance is equal to the

chain length, the slip-link model reduces to the phantom

network model. In the opposite limit, when the sliding

distance of the slip-links is small compared to the average

distance between neighboring slip-links, the model is re-

duced to the affine model.

In the slip-tube model [101] the topological constraints

imposed by the neighboring network chains are represented

by virtual chains attached to the elastic nonfluctuating back-

ground at one end and ending with slip-links at the other.

The network chains pass through these slip-links but they

are not allowed to pass through each other. [101] The

amplitude of the slip-link fluctuations depends on the dens-

ity of the slip-links. At high density the slip-links are located

at every monomer and the fluctuations are completely sup-

pressed. In this limit the slip-tube model reduces to the

nonaffine tube model. If slippage along the tube is allowed

the network chains redistribute their lengths along the con-

tour of their confining tubes. [101] In the anisotropically

deformed network the number of monomers in a given

direction a will be changed due to the slippage.
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The elastic free energy of the network is given as [101]

DFel ¼ DFel
ph þ

kTnL

2

X

a

la

g
1=2
a

þ g1=2
a

la

 !

� nTS{ga}, (29:27)

where L is the number of slip-links per network chain and ga is

the ‘‘redistribution parameter’’ that depends on the number of

monomers along the axis a in the deformed network relative

to that in the undeformed network. The function S{ga} is

related to the entropy of the degrees of freedom correspond-

ing to different positions of slip-links along the chains.

Numerical solution of the slip-tube model yields for the

reduced stress [101]

f �(l�1) ¼ Gph þ
Ge

0:74lþ 0:61l1=2 � 0:35
: (29:28)

In this equation the deformation ratio l appears only in the

entanglement contribution. Thus, the experimental data can

be analyzed in the form of a universal plot. Moreover, Eq.

(29.28) allows one to separate the phantom and entangle-

ment contributions to the elasticity of the network.

The Mixing Contribution to the Free Energy

So far we have discussed the behavior of networks in the

dry state. In the case of a swollen network additional effects

must be taken into account. The thermodynamics of mixing

is governed by the interaction between the polymer and the

solvent molecules. As we have seen in ‘‘Network Models’’

in Section 29.2.2 in gels the fluctuations of the network

junctions are significantly altered by the presence of cross-

links. The formulation of a mixing free energy for the

swollen network would require the detailed knowledge of

the effect of osmotic forces on the size and shape of the

fluctuation domains. This is beyond the scope of the existing

molecular theories.

Because of the lack of an explicit molecular theory

which accounts for the effect of crosslinking on the structure

of a polymer solution, it is generally assumed that the func-

tional dependence of the free energy of mixing in the swollen

network is the same as in a polymer solution. Although this is

a strong approximation, the application of the theoretical

free energy functions derived for polymer solutions

provides a simple and straightforward way to interpret the

results of mechanical and swelling measurements performed

on swollen polymer networks. There are two essentially

different ways to describe the thermodynamics of polymer

solutions: classical (mean field) theories [4] including recent

renormalized models [102,103] and asymptotic scaling the-

ories [104,105] based on the analogy found between critical

phenomena and polymer chain statistics.

Flory–Huggins Theory of Polymer Solutions

The classical treatment of polymer solution thermodynam-

ics due to Flory and Huggins [4] is based on a lattice model

which assumes a uniform polymer segment concentration

throughout the entire system. The free energy of mixing of a

polymer solution is given by

DFmix ¼ RT[n1 ln (1 � w) þ n2 lnwþ wn1w)], (29:29)

where w is the volume fraction of the polymer, w is the

Flory–Huggins interaction parameter, and n1 and n2 are

the numbers of moles of solvent and polymer, respectively.

The chemical potential of the solvent is defined as the

derivative of the free energy of mixing with respect to

amount of solvent

(Dm1)mix ¼ (@DFmix=@n1)

¼ RT[ ln (1 � w) þ (1 � N�1)wþ ww2], (29:30)

where N is the degree of polymerization. For a crosslinked

polymer N ¼ 1. In general, w depends on the polymer

concentration [106], i.e.,

w ¼ w0 þ w1wþ . . . , (29:30a)

where w0 and w1 are constants.

Scaling Theory

In the 1970s a new theory of polymers, taking account of

correlations between monomers, was developed based on

the analogy found between polymer statistics and critical

phenomena [105]. For the chemical potential of mixing in

the semidilute region scaling theory yields

(Dm1)mix ¼ ARTwn (w�<w�1), (29:31)

where the prefactor A is characteristic of the polymer/solv-

ent system and the value of the exponent n depends on the

thermodynamic quality of the solvent. In a good solvent

n � 2:31, and in the theta condition n¼3. w� is the polymer

volume fraction above which the domains of the coils start

to overlap, i.e., the volume fraction of the polymer inside a

separate coil

w� / N=R3 / N1�3n, (29:32)

where n is the excluded volume exponent, the value of

which is n � 3=5 (good solvent condition) or n ¼ 1=2

(theta condition).

De Gennes proposed a description of the properties of

swollen polymer networks based on the analogy found

between the swollen network and semidilute polymer

solutions (w� theorem) [105]. The fully swollen gel is

expected to maintain a polymer volume fraction, we, which

is proportional to the overlap concentration. In good solvent

condition

we ¼ z(f )w� / z(f )(1=2 � w)�3=5N�4=5, (29:33)
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where z(f) is a constant factor of the order of unity and f is

the crosslink functionality.

Many attempts to explain the results of osmotic and

mechanical measurements on swollen polymer networks

have invoked analogies with semidilute polymer solutions.

Scaling forms for different physical quantities have been

derived from the w� theorem.

For example, the elastic (shear) modulus of a gel is given

by [99,105]

G ¼ B(we=Nc), (29:34)

where we is the volume fraction of the polymer in the fully

swollen gel, Nc is the degree of polymerization between

crosslink points and B is a constant which depends on the

polymer/solvent system. From Eqs. (29.32) and (29.34) it

follows that

G ¼ Bwn
e , (29:35)

where n ¼ 3n=(3n � 1). Equation (29.35) predicts that the

concentration dependence of the elastic moduli of gel homo-

logues (chemically similar gels having different crosslink-

ing densities) follows a simple power law behavior. The

value of n depends on the thermodynamic quality of the

solvent: in good solvent condition n � 2:31, in theta condi-

tion n¼3.

Here we note that in the simple scaling theory used

earlier, the polymer is considered as an infinitely thin

chain possessing length but not volume. At higher polymer

concentration, however, the finite volume of the structural

elements may no longer be neglected. Advanced scaling

theories [102,103] using the Flory–Huggins lattice model

as a starting point are able to incorporate the polymer

volume into their formalism.

Swelling of Polymer Networks—The Frenkel–
Flory–Rehner Hypothesis

A crosslinked polymer exposed to a thermodynamically

compatible diluent absorbs solvent molecules. The driving

force of the mixing process is mainly entropic. As the

volume increases the network chains are deformed and an

elastic retractive force develops. The chain deformation

causes a decrease in the entropy, because the extended

configuration of the chains is less probable. Equilibrium is

achieved when these opposing forces are balanced.

The basic assumption in the Frenkel–Flory–Rehner the-

ory describing the swelling of a crosslinked polymer is that

the elastic (DFel) and mixing (DFmix) contributions in the

free energy that accompanies the swelling of the dry net-

work are separable and additive [2,4,5]

DF ¼ DFel þ DFmix, (29:36)

where DF is the total free energy of the polymer–solvent

system. At equilibrium with the pure solvent (at constant

temperature and pressure) the free energy is at minimum

with respect to any changes in composition, i.e.,

(@DF=@n1) ¼ m1 � m0
1 ¼ 0

¼ (m1 � m0
1)mix þ (m1 � m0

1)el, (29:37)

where n1 is the number of moles of solvent, m1 is the

chemical potential of solvent in the gel and m0
1 is the chem-

ical potential of the pure solvent. The subscripts mix and el

refer to the mixing and elastic contributions to the chemical

potential, respectively. How the Frankel–Flory–Rehner

model can be used to relate macroscopic swelling observa-

tions to the molecular structure of the network is developed

subsequently.

Experimental Characterization of Swollen
Polymer Networks

Molecular theories of rubber elasticity (see ‘‘Network

Models’’ in Section 29.2.2) allow the interpretation of the

experimental data obtained for elastomeric materials in

terms of structural characteristics of the network. The most

frequently used experimental techniques are stress–strain

measurements and swelling measurements.

Stress–Strain Isotherms

Uniaxial stress–strain measurements are often used to

characterize polymer networks both in the dry state and in

equilibrium with a diluent. The analysis of the stress–strain

isotherms is usually performed in terms of the reduced force

[f �] ¼ f �w1=3=(a� a�2), (29:38)

where f � is the force per unit unstrained cross-section of the

unswollen network and a is the deformation ratio relative to

the undeformed swollen state of volume V. The relationship

between a and l is given by

l1 ¼ a(V=V0)1=3 (29:39a)

and

l2 ¼ l3 ¼ a�1=2(V=V0)1=3: (29:39b)

In both the phantom and affine models the reduced force is

identified with the elastic modulus. In the affine limit the

shear modulus is expressed as

Gaff ¼ [f �]aff ¼ kT(nel=V0), (29:40)

while in the phantom limit

Gph ¼ [f �]ph ¼ kT(j=V0): (29:41)

In general, experimental stress–strain isotherms differ from

the predictions of the simple statistical theories.

The constrained junction fluctuation theory provides a

description of the network behavior which lies between the
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affine and phantom limits [36,38–40]. According to this

theory the elastic force, f, is the sum of two contributions

f ¼ fph þ fc, (29:42)

where fph is the phantom network contribution and fc arises

from the entanglement constraints. The reduced stress [f �] is

given by

[f �] ¼ kT(j=V0)(1 þ fc=fph) (29:43)

and the expression for fc=fph in uniaxial deformations is

fc=fph ¼ (m=j)[aK(l2
x) � a�2K(l2

y)](a� a�2)�1, (29:44)

where l1 ¼ l and l2 ¼ l�1=2. The function K is defined by

K(l2
t ) ¼Bt[B

�
t (Bt þ 1)�1 þ gt(gtB

�
t þ g�

t Bt)

(gtBt þ 1)�1], (29:45)

where Bt,B
�
t and gt are the same as in Eqs. (29.18), (29.21)

and (29.22).

The ratio fc=fph is expected to decrease with increasing

deformation, and at a�1 ¼ 0 the modulus approaches the

phantom limit.

The Flory theory considers topological interactions

among junctions and chains only in that they restrict junc-

tion fluctuations. Ferry [107], Langley [45], Dossin [46] and

Graessley [49] assume that these interactions are also pre-

sent in the small-strain limit. Their argument is based on the

existence of a rubbery plateau modulus, G0
N, which is ob-

served in the viscoelastic properties of high molecular

weight linear polymers. The plateau modulus is assumed

to be a measure of the entanglement interactions between

the chains. In a permanent network the interchain entangle-

ments are fixed due to the presence of the chemical bonds.

Dossin and Graessley [46] proposed that

G ¼ nkT(1 � 2h=f )(V=V0)2=3=V þ TeGmax
e , (29:46)

where G is the small-strain modulus, Te is the fraction of the

maximum concentration of topological interactions which

are permanently trapped by the network, Gmax
e is the max-

imum possible contribution of entangled chains to the

modulus, and h is an empirical constant, the value of

which is between 0 and 1, depending on the extent to

which the junction fluctuations are impeded in the network

(h¼0 in the affine limit and h¼1 in the phantom limit). Thus

Eq. (29.46) predicts a small-strain modulus greater than that

predicted by the Flory–Erman theory and greater than that of

the affine model.

The apparent discrepancy between the Flory theory and

the entanglement concept of Dossin and Graessley has been

addressed by Gottlieb and Macosco [55]. They pointed out

that the two parameters h and k, both measuring the severity

of constraints are related. For the case of a perfect, incom-

pressible, unswollen network the analytical relationship is

given by

h ¼ 1 � (k2 þ 1)(kþ 1 � p=2)2(kþ 1)�4, (29:47)

where p is a constant. For the case of the Flory theory p¼2.

Importantly the Flory–Erman theory has been developed for

finite (large) deformations, which is not true of the trapped

entanglement model, which resultingly limits the latter’s

usefulness in terms of making quantitative estimates of

experimental results, particularly in large deformation ex-

periments, including swelling.

Swelling Measurements

In addition to mechanical measurements, swelling meas-

urements are frequently used to characterize rubber net-

works. Of particular interest is the relationship between the

molecular weight between crosslinks and the degree of

swelling. Unfortunately, the numerical values of the mo-

lecular parameters obtained by elastic and swelling meas-

urements strongly depend upon the particular theoretical

model used to evaluate the experiments. The model behav-

iors are described in the following paragraphs. The swelling

equation for a phantom network is given as [44,108]:

ln (1 � we) þ we þ ww2
e ¼ �(j=NAV0)V1w

1=3
e , (29:48)

while for an affine network

ln (1 � we) þ we þ ww2
e ¼� (j=NAV0)V1w

1=3
e

[1 þ (m=j)(1 � w2=3
e )], (29:49)

where NA is Avogadro’s number and the complexity in

Eq. (29.49) arises due to the logarithmic contribution to

the free energy in the affine network model (see Eqs.

(29.1) and (29.15)).

The corresponding equation according to the Flory–

Erman constrained junction fluctuation model is

ln (1 � we) þ we þ ww2
e ¼� (j=NAV0)V1w

1=3
e

[1 þ K(l2)], (29:50)

where K(l2) was defined previously (see Eq. (29.45)).

Queslel et al. [108] made a comparison between the values

of the molecular network parameters calculated through

Eqs. (29.48)–(29.50). The highest value of Mc (chain mo-

lecular weight) is obtained by the affine model. The

phantom model yields lower Mc than the affine model,

because in the former junction fluctuations decrease the

impact of chain entropy changes. Using Eq. (29.49) the

same elastic contribution as that of an affine network is

thus achieved if j is higher (or correspondingly Mc is smal-

ler). The value of Mc determined from the Flory–Erman

model lies between these limiting values. It is worth men-

tioning that Eqs. (29.48) and (29.49) enable one to estimate

a range for Mc without any prior knowledge of the network

structure.

Both the affine and the phantom network models predict

that the reduced stress, [f*], measured in uniaxial deform-

ation is independent of the deformation ratio. However, it
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became clear from early studies of rubber elasticity that real

networks, in general, exhibit significant departures from this

prediction: the reduced stress decreases with elongation and

also with increasing swelling. It was recognized that the

limiting value of the reduced stress at high elongation or

swelling ratio is a characteristic quantity of the network.

The detailed calculations according to the constrained

junction fluctuation model and other advanced models can

only be performed numerically. The fitting of the stress–

strain (or swelling) data to the Flory–Erman model, in prin-

ciple, requires three parameters: [f �]ph, k and z. Here we

briefly outline the steps of the fitting procedure [113,114]:

1. In many cases it is reasonable to take the initial value of

[f �]ph ¼ 2C1, where 2C1 is the first Mooney–Rivlin

constant. An alternative possibility is to estimate

[f �]ph from the stoichiometry of the chemical reaction

using Eqs. (29.12)–(29.14) and (29.41).

2. The initial value of k can be obtained from the Flory–

Erman theory on the basis of the following argument

[109]. Since k is assumed to be proportional to the

number of chains sharing the volume occupied by one

chain, it is the measure of the degree of interpenetration

of the network chains, i.e.,

k ¼ I<r2>
3=2
0 (n=V0), (29:51)

where <r2>0 is the unperturbed dimension of a chain

and I is a proportionality constant. Expressing Eq.

(29.51) in terms of measurable quantities one gets [109]

k ¼ A(2C1)�1=2w(4=3)þm
c , (29:52)

where wc is the volume fraction of the polymer at cross-

linking and

A ¼ I(<r2>0=M)3=2(1 � 2=f )N
3=2
A r3=2=(kT)1=2, where

NA is Avogadro’s number, r is the density of the poly-

mer and f is the crosslink functionality. The experimen-

tal value of A is the order of unity (for PDMS networks

Erman and Mark [110] reported A¼1.29 and m¼0.385).

3. In a first approximation the parameter z can be assumed

to be zero.

4. Using these initial values the differences between the-

ory and experiment should be minimized. In order to

achieve this the value of k obtained in step (2) is used to

calculate [f �]ph from Eqs. (29.43) and (29.44). Then

2C1 in Eq. (29.52) is replaced by [f �]ph to obtain a

new value of k. These steps are iterated until k con-

verges. Using the new values of [f �]ph and k the func-

tion [f �] vs. a�1 is calculated from Eq. (29.43).

5. The procedure described in 4 is repeated for a new

value of m (and A), and the values of [f �]ph and k are

recalculated. The calculation is continued until the error

between the experimental and the calculated data

reaches a minimum.

6. If the agreement between calculated data and experiment

is still not satisfactory, the value of z can be varied to

match theory and experiment. The values of z giving the

best agreement with experiments are usually close to zero.

29.3 ANALYSIS OF EXPERIMENTAL RESULTS

29.3.1 General Comments

The primary goal of the molecular theories is to derive

the structure–property relationships for polymeric networks.

A quantitative understanding of the dependence of the

physical properties upon the network structure is essential

to deduce molecular parameters (e.g., molecular weight

between crosslinks) from measurements. This is also re-

quired to synthesize new polymer networks having desired

physical properties.

To test the validity of different network theories is par-

ticularly difficult because the structure of the network, at the

molecular level, is unknown. Usually crosslinks are intro-

duced in a less perfectly controlled manner than desired.

The extent of imperfections depends on the mechanism of

the crosslinking process, e.g., clustering of chains or junc-

tions may lead to deviations from the complete randomness

assumed in the theories. In many cases, the distribution of

the network chains and junctions is not uniform throughout

the sample.

Analysis of the experimental data obtained for model net-

works having knownstructure providesastraightforward way

of understanding the structure–property relationships. Such

model networks can be synthesized by specific chemical

reactions, e.g., by end-linking of well-characterized polymer

chains through a controlled chemical reaction. The character-

istics of the chains, prior to crosslinking, can be determined

using the usual solutioncharacterization techniques (gel chro-

matography, viscometry, etc.). In this way the average mo-

lecular weight between crosslinks (Mc) and the distribution of

Mc can be varied in a controlled manner. The crosslink func-

tionality (f) is known from the chemistry of the crosslinking

reaction. Since nel and f are known. j ¼ nel � mel þ 1 is also

known. Assuming that the chemical reaction between the end-

groups of the chains and the crosslinking agent is stoichio-

metric, and that the effects of entanglements and network

imperfections (cycles, pendent chains) are negligible, the

elastic properties of the gel can be predicted. Equations

(29.40) and (29.41) allow the elastic modulus both in the

phantom and the affine limits to be calculated. The decrease

of the modulus with l depends on the values of k and z in the

Flory–Erman theory. Unfortunately, this theory does not

make an a priori prediction for these parameters. Since no

independent information is available about the actual size of

fluctuation domains of junctions and about the anisotropy

of these domains, the values ofk and z can only be determined

empirically using a fitting procedure such as that described in

‘‘Swelling Measurements’’ in Section 29.2.2
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The testing of the network models with regard to the

prediction of the equilibrium swelling degree of the cross-

linked polymer as a function of the thermodynamic activity

of the diluent requires further assumptions concerning the

mixing free energy contribution. This term is supposed,

firstly, to be separable from the total change in the free

energy (see Eq. 29.36) and, secondly, to be identical for

the gel and for the solution of the uncrosslinked polymer of

infinite molecular weight. The latter assumption presumes

that the polymer solvent interaction parameter is unaffected

by the presence of crosslinks. Thus, the only difference

between the swollen network and the polymer solution is

the existence of a permanent elastic modulus and the theor-

etical dependence of the equilibrium volume fraction upon

the molecular parameters is predicted by Eqs. (29.48)–

(29.50).

The structure of any real network exhibits departures

from that of the ideal (model) network. A comparison be-

tween the experimental and theoretical values of the net-

work parameters provides quantitative information on the

deviation from the behavior of the hypothetical model sys-

tem, and allows one to treat real networks by reference to the

structural parameters of a perfect network.

In the following sections typical experimental results

obtained for different network systems and analyzed using

several of the theoretical approaches are briefly reviewed.

For a more extensive discussion, we refer the reader to a

work by Han, Horkay, and McKenna [111] where a critical

evaluation of many of the modern theories of molecular

rubber elasticity was performed. Based on an analysis of

carefully selected data sets reported in the literature, these

authors concluded that, of the tested models, the Flory–

Erman theory and its modified versions provided the best

agreement with the stress–strain data in both the dry and the

swollen states for polymer networks.

29.3.2 Determination of the Model Parameters from

Stress–Strain Measurements

A large amount of experimental work has been reported

on the stress–strain behavior of swollen polymeric net-

works. Fitting of stress–strain data measured at different

degrees of dilution to Eqs. (29.43)–(29.45) enables one to

determine j,k, and z.

Erman and Flory [39] reanalyzed the data of Allen et al.
[112] on swollen natural rubber samples crosslinked with

dicumyl peroxide. It was found that the shape of the [f �] vs.

a�1 curves in a wide range of dilution in n-decane

(0:24<w<1) can be well reproduced using a single set of

parameters [f �]ph ¼ 0:166 Nmm2, k ¼ 8, and z ¼ 0:12.

Similar analysis of the data of Flory and Tatara [33]

for radiation crosslinked PDMS samples swollen in

benzene yields the values [f �]ph ¼ 0:136 MPa, k ¼ 6, and

z ¼ 0:12. For poly(ethyl acrylate) networks [37] having dif-

ferent crosslink densities swollen in bis(2-ethoxyethyl)ether

k varied in the range 1.8–16.0, and z varied between 0.0

and 0.1. It was also found that the stress–strain isotherms

for the same networks in the unswollen state and in swelling

equilibrium with a diluent are consistently described by the

same set of parameters, k and z. Typical [f �] vs. a�1 data

set along with the fit of the Flory–Erman theory is shown in

Fig. 29.5.

Swelling equilibrium measurements provide an inde-

pendent route to determine [f �]ph. At swelling equilibrium

the sum of the contributions to the chemical potential from

0.0
0.16

0.18

0.20

[f
]/M

P
a

0.22

0.24

0.26

f=1.00
f=0.36

0.2 0.4

a−1

0.6 0.8 1.0

*

FIGURE 29.5. ‘‘Mooney–Rivlin’’ reduced stress plot showing comparison of experimental data with modified constrained chain
model (MCC) predictions for dry (�) and swollen (.) natural rubber networks [112, 117]. Swelling agent: n-Decane. continuous lines
are theoretical curves calculated with paremeters jkT=V0 ¼ 0:17 MPa and kG ¼ 2:0.
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mixing and from the elastic deformation of the network

should be zero (see Eq. 29.37). Thus

0 ¼ ln (1 � w) þ wþ ww2 þ (V1j=NAV0)l�1

[1 þ K(l2)], (29:53)

where NA is the Avogadro number. Substitution for j=V0

according to Eq. (29.41) yields

[ f �]ph ¼� (RT=V1)[ ln (1 � w) þ wþ ww2]l=

[1 þ K(l2)], (29:54)

where K(l2) is defined by Eq. (29.45).

Using Eq. (29.54) Erman and Flory [39] analyzed the

results of Mark and Sullivan [113] on end-linked PDMS

networks swollen in benzene as well as the data from

Erman, Wagner, and Flory [37] on poly(ethyl acrylate).

They compared the values of [ f �]ph obtained from stress–

strain isotherms and swelling measurements with data cal-

culated from the chemistry of crosslinking. The [ f �]ph val-

ues derived from elasticity measurements were slightly

higher than those calculated from the known molecular

weights of the primary chains on the basis of stoichiometry.

The deviation was attributed to possible departures from

equilibrium in the force measurements. The most pro-

nounced departure was observed for networks of low de-

grees of crosslinking in which the approach of equilibrium is

protracted. No such deviation was detected for [ f �]ph

obtained from swelling measurements. The satisfactory

agreement between the experimental and the calculated

values of [ f �]ph led the authors to the conclusion that

trapped entanglements do not have a significant contribution

to the elastic response of the network. If the effective degree

of interlinking is enhanced by discrete entanglements,

the values of [ f �]ph deduced from elastic or swelling meas-

urements should exceed the chemical values of kTj=V0

calculated from the chemistry of crosslinking.

Gottlieb et al. [54] reached the opposite conclusion by

the analysis of data on PDMS from different sources, in-

cluding the same data set of Mark and Sullivan [113]. They

argue that trapped entanglements contribute substantially to

the stress. Erman and Flory [39] criticized this interpretation

on several grounds. Their main criticism was that Gottlieb

et al. [54] confined their attention to stresses at small strains

and did not deduct the contribution to the reduced stress

from restraints on junction fluctuations. In the analysis of

Gottlieb et al. such fluctuations are assumed to be totally

suppressed at small strains, as if k ¼ 1 for all networks,

and the contribution arising from the constraints is treated

as a constant fraction of the reduced stress. This procedure

may enhance the reduced forces by factors that increase

with decreasing crosslink density, and lead to a finite

value of [ f �]ph at j ¼ 0. According to Flory and Erman

[39] the large entanglement contribution in the analysis

conducted by Gottlieb et al. [54] is largely a fiction of

their data treatment.

A comprehensive analysis of previously reported stress–

strain data for five different elastomers both in the swollen

and unswollen states was performed on the basis of the

Flory–Erman theory by Brotzman and Mark [114] (Table

29.1). They found that, in most cases, as the polymer vol-

ume fraction decreases, the value of k required to describe

the experimental data also decreases. The analysis also

revealed that when z is set to zero the high-extension inter-

cept of the [ f �]ph vs. a�1 curves is practically independent

of the degree of swelling. In Table 29.2 the values of 2C1

and 2C1 þ 2C2 obtained for the same networks by using the

linear Mooney–Rivlin equation of the reduced force,

[ f �] ¼ 2C1 þ 2C2a
�1, are listed. The 2C1 values are in

reasonable agreement with the [ f �]ph data given in Table

29.1, indicating that the Mooney–Rivlin treatment can yield

similar estimates of the cycle rank of the network as does the

more detailed theoretical approach. Poorer agreement was

found between [ f �]ph and 2C1 by Sharaf and Mark [115].

These authors re-examined the small-strain modulus data

reported for unswollen PDMS model networks (Table 29.3).

The values [ f �]ph were found two- or threefold lower than

the corresponding values of 2C1. For comparison in Table

29.4 the characteristic quantities of the same PDMS model

networks are given in terms of the entanglement model (see

Eq. (29.46)).

Fontaine et al. [116,117] compared the prediction of the

constrained chain models with the results of elongation

measurements performed on dry and swollen natural rubber,

poly(ethylene oxide), polybutadiene, poly(dimethylsilox-

ane) and cis-1,4-polyisoprene networks. In Table 29.5 the

parameters obtained by analysis of the same network sys-

tems using both the CC and the MCC models are listed. It

was found that the strong dependence of the reduced force

on extension and swelling, observed in all the experiments,

can be satisfactorily described by the constrained chain

models. The value of the parameter, kG, varies between

0.9 and 6.0 for all five network systems investigated. (The

other parameter, jkT=V0, required to describe the strain and

swelling dependence of the data is obtained directly from

the experimental stress–strain isotherms at a�1 ¼ 0.) In the

framework of the Flory–Erman model quantitative agree-

ment between the theory and the data for the polybutadiene

and poly(ethylene oxide) networks has been achieved only

when both k and the phantom modulus jkT=V0 were

allowed to be dependent on w. The formulation according

to the constrained chain models, however, does not require

w dependent values of jkT=V0 and kG.

Kloczkowski, Mark, and Erman [95] compared the pre-

diction of the diffused constraint model with the results of

the Flory constrained-junction fluctuation theory [36] and

the Erman–Monnerie constrained chain theory [94]. They

found that the shapes of the [ f*] vs. a�1 curves for all three

theories were very similar. Rubinstein and Panyukov [101]

reanalyzed the data of Pak and Flory [118] obtained for

uniaxially deformed crosslinked PDMS samples. They con-

cluded that the fit of the experimental data by the diffused
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TABLE 29.1. Parameters of the stress–strain isotherms calculated from the fit of the Flory–Erman model for different networks
systems [114].

Polymera Diluent f Crosslinker T (8C) w [f �]ph (MPa) k z

PDMS [134] Lin. PDMS 4 g-Irradiation 30 1.00 0.0325 7.66 0.00
0.80 0.0317 4.79 0.00
0.60 0.0317 4.10 0.00
0.40 0.0318 3.96 0.00
1.00 0.0355 6.75 0.05
0.80 0.0334 4.91 0.05
0.60 0.0330 5.02 0.05
0.40 0.0333 4.69 0.05
1.00 0.0366 6.94 0.10
0.80 0.0341 6.09 0.10
0.60 0.0335 7.72 0.10
0.40 0.0343 9.96 0.10

PDMS [134] Lin. PDMS 4 g-Irradiation 30 1.00 0.0245 14.3 0.00
0.80 0.0238 4.74 0.00
0.60 0.0232 4.63 0.00
0.40 0.0221 4.35 0.00

PDMS [134] Lin. PDMS 4 g-Irradiation 30 1.00 0.0146 15.3 0.00
0.80 0.0139 8.23 0.00
0.60 0.0129 10.8 0.00
0.40 0.0130 4.77 0.00

PBD-S [135] 1,2,4-Trichlorobenzene 4 1% Sulfur 25 1.00 0.222 7.93 0.00
0.80 0.213 6.43 0.00
0.60 0.204 6.74 0.00
0.40 0.192 8.07 0.00
0.20 0.212 5.21 0.00
1.00 0.245 6.83 0.05
0.80 0.232 6.04 0.05
0.60 0.227 5.47 0.05
0.40 0.219 7.68 0.05
0.20 0.231 12.0 0.05
1.00 0.250 10.3 0.10
0.80 0.237 7.77 0.10
0.60 0.232 8.12 0.10
0.40 0.229 25.0 0.10
0.20 0.240 4.81 0.10

PBD-G [135] 1,2,4-Trichlorobenzene 4 g-Irradiation 10 1.00 0.107 20.2 0.00
0.80 0.097 16.4 0.00
0.60 0.98 9.77 0.00
0.40 0.93 8.11 0.00
0.20 0.93 6.78 0.00

24 10 1.00 0.162 24 0.00
0.80 0.135 20 0.00
0.60 0.127 22.8 0.00
0.40 0.111 27.2 0.00
0.20 0.101 29.7 0.00

PBDG-P [135] 1,2,4-Trichlorobenzene 4 1% BPO 10 1.00 0.147 2.96 0.00
0.80 0.143 2.16 0.00
0.60 0.142 1.42 0.00
0.40 0.142 0.84 0.00
0.20 0.140 1.07 0.00

24 10 1.00 0.164 18.2 0.00
0.80 0.153 16.1 0.00
0.60 0.143 17.7 0.00
0.40 0.138 25.4 0.00
0.20 0.136 23.0 0.00
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constraint model was significantly better than by the

Mooney–Rivlin expression or by the nonaffine tube model

[97].

Urayama et al. [119–121] tested the diffused constraint

model using both uniaxial compression and equibiaxial

elongation data for end-linked PDMS networks in which

trapped entanglements were dominant in number relative

to chemical crosslinks. The parameter k was used as an

empirical fitting parameter, and the best-fit procedure

yielded k ¼ 2:9. The structural parameters (n, j, m, f )

were estimated from the stoichiometry using the Miller–

Macosko model [56] in conjunction with the measured sol

fraction. They concluded that the diffused constraint model

successfully reproduced the reduced stress–strain data over

a wide range of deformations, but the model underestimated

the modulus, G, because it did not consider trapped en-

tanglements as additional crosslinks contributing to G. The

theoretical value of G calculated using k ¼ 2:9 was approxi-

mately one order of magnitude smaller (G¼5.22 kPa) than

the experimental value (G¼64.9 kPa).

TABLE 29.1. Continued.

Polymera Diluent f Crosslinker T (8C) w [f �]ph (MPa) k z

PIB [136] 1,2,4-Trichlorobenzene 4 Disulfide 30 1.00 0.082 10.0 0.00
0.80 0.083 2.44 0.00
0.60 0.073 3.98 0.00
0.40 0.070 2.65 0.00

20 1.00 0.166 3.22 0.00
0.80 0.104 3.74 0.00
0.60 0.104 2.75 0.00
0.40 0.095 3.14 0.00

15 1.00 0.131 3.95 0.00
0.80 0.123 4.11 0.00
0.60 0.119 2.16 0.00
0.40 0.107 1.21 0.00

POE [137] Phenylacetate 3 Triisocyanate 25 1.00 0.721 1.14 0.00
0.597 0.637 1.58 0.00
0.565 0.549 2.26 0.00
0.488 0.337 14.8 0.00
0.390 0.608 1.58 0.00

POE [137] Phenylacetate 3 Triisocyanate 25 0.429 0.608 1.56 0.00
0.325 0.240 2.52 0.00
0.220 0.259 0.960 0.00

POE [137] Phenylacetate 3 Triisocyanate 25 0.457 0.314 1.29 0.00
0.341 0.345 1.19 0.00
0.291 0.314 1.29 0.00
0.488 0.337 14.8 0.00
0.390 0.608 1.58 0.00

POP [138] Benzene Tris(p-phenylisocyanate) 60 0.216 0.285 2.0 0.00
0.216 0.315 2.2 0.00

Mc ¼ 3,000 0.286 0.400 1.5 0.00
Mc ¼ 2,000 0.286 0.417 1.7 0.00

0.273 0.376 1.7 0.00
Mc ¼ 1,025 0.406 0.805 0.5 0.00

0.421 0.773 0.5 0.00
Mc ¼ 725 0.464 0.750 0.5 0.00

0.456 0.769 0.5 0.00
Mc ¼ 730 0.473 0.725 0.4 0.00

0.477 0.758 0.4 0.00
0.440 0.755 0.4 0.00

Mc ¼ 740 0.522 0.695 0.5 0.00
0.519 0.645 0.4 0.00

Mc ¼ 725 0.480 0.850 0.5 0.00
0.510 0.829 0.4 0.00

aPDMS: poly(dimethylsiloxane); PDB: cis-1,4-polybutadiene; PIB: polyisobutylene; POE: poly(oxyethylene); POP: poly(oxy-
propylene).
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TABLE 29.2 Mooney–Rivlin parameters of the stress–strain isotherms for different networks systems [114].

Polymer Diluent f Crosslinker T (8C) w 2C1 (MPa) 2C1 þ 2C2 (MPa)

PDMS Lin. PDMS 4 g-Irradiation 30 1.00 0.0304 0.0571
0.80 0.0298 0.0476
0.60 0.0299 0.0433
0.40 0.0305 0.0398

PDMS Lin. PDMS 4 g-Irradiation 30 1.00 0.0218 0.0533
0.80 0.0220 0.0365
0.60 0.0218 0.0324
0.40 0.0208 0.0290

PDMS Lin. PDMS 4 g-Irradiation 30 1.00 0.0118 0.0364
0.80 0.0121 0.0255
0.60 0.0117 0.0230
0.40 0.0126 0.0168

PBD-Sa 1,2,4-Trichlorobenzene 4 1% Sulfur 25 1.00 0.203 0.406
0.80 0.202 0.343
0.60 0.202 0.302
0.40 0.196 0.272
0.20 0.204 0.254

PBD-G 1,2,4-Trichlorobenzene 4 g-Irradiation 10 1.00 0.0904 0.280
0.80 0.0864 0.210
0.60 0.0915 0.167
0.40 0.0933 0.135
0.20 0.0878 0.117

24 10 1.00 0.0904 0.28
0.80 0.0868 0.210
0.60 0.0915 0.167
0.40 0.0933 0.135
0.20 0.0878 0.117

PBDG-P 1,2,4-Trichlorobenzene 4 1% BPO 10 1.00 0.142 0.228
0.80 0.140 0.178
0.60 0.138 0.160
0.40 0.138 0.150
0.20 0.142 0.144

24 10 1.00 0.164 0.168
0.80 0.140 0.178
0.60 0.138 0.160
0.40 0.138 0.150
0.20 0.135 0.144

PIB 1,2,4-Trichlorobenzene 4 Disulfide 30 1.00 0.072 0.159
0.80 0.083 0.103
0.60 0.074 0.0953
0.40 0.073 0.0777

20 1.00 0.113 0.165
0.80 0.0976 0.148
0.60 0.104 0.131
0.40 0.0905 0.115

15 1.00 0.128 0.194
0.80 0.123 0.170
0.60 0.114 0.145
0.40 0.108 0.114

POE Phenylacetate 3 Triisocyanate 25 1.00 0.744 0.934
0.597 0.660 0.795
0.565 0.613 0.722
0.488 0.575 0.732
0.390 0.593 0.715

POE Phenylacetate 3 Triisocyanate 25 0.429 0.251 0.320
0.325 0.231 0.296
0.220 0.263 0.266
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It should be noted that the effect of G is cancelled when

reduced stress–strain data are analyzed. This explains the

success of this model in describing the shape of the experi-

mental curves. On the basis of the diffused constraint theory

a detailed comparison between theory and experiment on

swollen polymer networks has not yet been made.

TABLE 29.2 Continued

Polymer Diluent f Crosslinker T (8C) w 2C1 (MPa) 2C1 þ 2C2 (MPa)

POE Phenylacetate 3 Triisocyanate 25 0.457 0.280 0.390
0.341 0.329 0.402
0.291 0.310 0.348

POP Benzene Tris(p-phenylisocyanate) 60 0.216 0.322 0.423
0.216 0.328 0.477

Mc ¼ 3,000 0.286 0.450 0.546
Mc ¼ 2,000 0.286 0.448 0.594

0.273 0.398 0.537
Mc ¼ 1,025 0.406 0.839 0.899

0.421 0.839 0.859
Mc ¼ 725 0.464 0.810 0.835

0.456 0.847 0.851
Mc ¼ 730 0.473 0.779 0.785

0.477 0.796 0.832
0.440 0.814 0.817

Mc ¼ 740 0.522 0.723 0.776
0.519 0.647 0.713

Mc ¼ 725 0.480 0.861 0.959
0.510 0.891 0.904

TABLE 29.3. Parameters of the stress–strain isotherms calculated from the Flory–Erman model for unswollen PDMS model
networks[115].

Mn(g mol�1) f [f �]ph(MPa) k 2C1(MPa) 2C2(MPa)

32,900 3 0.013 19.4 0.033 0.034
25,600 3 0.014 18.2 0.043 0.052
18,500 3 0.021 15.0 0.066 0.061
9,500 3 0.053 9.5 0.093 0.057
4,700 3 0.075 7.9 0.148 0.011
4,000 3 0.101 6.8 0.192 0.015
45,000 4 0.008 22.3 0.038 0.030
32,900 4 0.015 16.4 0.058 0.042
25,600 4 0.028 11.9 0.084 0.055
18,500 4 0.023 13.3 0.089 0.040
9,500 4 0.062 8.0 0.167 0.050
4,700 4 0.119 5.8 0.353 0.031
4,000 4 0.195 4.5 0.395 0.021
18,500 4 0.020 14.3 0.096 0.043
18,500 4 0.020 14.3 0.089 0.043
18,500 4 0.020 14.3 0.089 0.040
11,300 4 0.082 7.0 0.196 0.083
11,300 4 0.079 7.1 0.169 0.115
11,300 4 0.084 6.9 0.199 0.076
11,300 4 0.064 7.9 0.188 0.092
11,300 4 0.060 8.2 0.178 0.098
11,300 4 0.062 8.1 0.165 0.120
21,500 4 0.038 10.3 0.142 0.098
11,100 4 0.086 6.8 0.207 0.087
8,800 4 0.104 6.2 0.244 0.084
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29.3.3 Determination of the Model Parameters from

Swelling Measurements

Swelling of elastomers in a solvent is a relatively simple

technique for the characterization of polymer networks.

Empirical information, such as the degree of swelling and

the elastic modulus, can be obtained by direct measure-

ments. Equilibrium swelling measurements and stress–

strain measurements are the most frequently used methods

for determining the relative degree of crosslinking. A quan-

titative analysis of the swelling data, however, requires

further considerations.

According to the Frenkel–Flory–Rehner hypothesis the

elastic and mixing contributions to the free energy are

additive, and the mixing free energy for the network is the

same as that of the corresponding uncrosslinked polymer. It

follows from these assumptions that the thermodynamic

activity of the solvent in the network contains two separable

contributions, a1,c and a1,u, representing the diluent activ-

ities in the crosslinked and the uncrosslinked polymers,

respectively, and the ratio a1,c=a1,u at identical concentra-

tions yields the elastic component of the solvent activity.

Experimental tests of this prediction have been performed

by differential sorption measurements first conducted by

TABLE 29.4. Parameters of the stress–strain isotherms for PDMS model networks calculated from the entanglement model
(Eq. (29.46)) [54].

Mn(g mol�1) f T (K) 10�5G(Pa) 10�5(vRT )(Pa) Te

32,900 3 298 0.699 0.286 0.467
25,600 3 0.947 0.377 0.474
18,500 3 1.27 0.508 0.467
9,500 3 1.50 1.41 0.641
4,700 3 1.59 2.00 0.467
4,000 3 2.07 2.66 0.536
45,000 4 298 0.68 0.185 0.278
32,900 4 1.00 0.335 0.38
25,600 4 1.40 0.618 0.571
18,500 4 298 1.29 0.517 0.324
9,500 4 2.17 1.38 0.466
4,700 4 3.84 2.63 0.439
4,000 4 4.16 4.185 0.625
18,500 4 1.35 0.45 0.278
11,300 4 298 2.79 1.72 0.744
11,300 4 2.84 1.68 0.723
11,300 4 2.75 1.77 0.769
11,300 4 2.75 1.50 0.804
11,300 4 2.76 1.41 0.752
11,300 4 2.85 1.44 0.771
21,600 4 298 2.40 0.871 0.774
11,100 4 2.94 1.87 0.866
8,800 4 3.28 2.28 0.783

TABLE 29.5. Network parameters calculated by the constrained chain (CC) and modified constrained chain (MCC) models
[116,117].

System Crosslinkera w
jkT=V0 (MPa) kG

CC MCC CC MCC

cis 1,4- DCP 1.3% 0.197 0.312 0.325 1.1 0.9
Isoprene/ DCP 0.75% 0.165 0.215 0.220 1.6 1.6
benzene DCP 0.30% 0.133 0.115 0.125 3.0 2.5
T¼25 8C DCP 0.20% 0.112 0.083 0.092 3.8 3.0

DCP 0.10% 0.081 0.043 0.045 5.0 6.0
NR/n-decane DCP 0.24–1.0 0.150 0.170 3.0 2.0
PEO/phenylac. isocyanate 0.22–1.0 0.260 0.275 1.5 1.6
PBD/chl.benz. sulfur 0.2–1.0 0.235 0.235 2.0 2.6
PDMS/benzene el.radiation 0.32–1.0 0.125 0.135 2.5 2.0

aDCP: dicumyl peroxide.
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Gee et al. [122]. In this experiment on natural rubber/ben-

zene system the vapor pressure of the solvent and the

amount of solvent absorbed by the crosslinked and uncros-

slinked rubbers were determined simultaneously by using a

sensitive microbalance housed in a vacuum system. Similar

experiments were performed by Yen and Eichinger

[6], Brotzman and Eichinger [7–9], Neuburger and Eichin-

ger [10], Zhao and Eichinger [11] and McKenna et al.
[13–16]. Conventionally the results of these measurements

are given in term of the dimensionless swelling activity

parameter [15] (or dilation modulus [6–11])

S ¼ l ln (a1,c=a1,u): (29:55)

Typical theoretical and experimental S vs. w�1=3( ¼ l)

curves are shown in Fig. 29.6. The phantom network theory

predicts constancy while the affine network model predicts a

monotonic increase of S with increasing w�1=3. Many of the

experimental S vs. w�1=3 curves, including that of Gee et al.
[122] exhibit a maximum. This behavior is consistent with the

Flory–Erman theory, although the experimental peak is, in

general, much sharper and of significantly greater magnitude

than that predicted by the model. Neuburger and Eichinger

[10] determined the swelling activity parameter for poly(di-

methylsiloxane) networks in benzene and cyclohexane at 20

and 30 8C. They found that the benzene data at 20 8C can be

reasonably well described by the Flory–Erman model with

the parameters: j=(NAV0) ¼ 4:09� 10�4 mol=cm3, k ¼ 1:0,

and z ¼ 90 (this value of z is much bigger than that required

to fit the stress strain data). The value of the molecular weight

between crosslinks, Mc, calculated from the equation

j=(NAV0) ¼ r=2Mc was Mc ¼ 1,190 g=mol. It is signifi-

cantly smaller than the actual Mc ¼ 26,000 g=mol. Even

larger discrepancies were found between the calculated

and the actual values of Mc for the PDMS/cyclohexane sys-

tem. In this case the best fit was obtained using the phantom

network model with j=(NAV0) ¼ 0:0012 mol=cm3 corre-

sponding to Mc ¼ 406 g=mol. The authors concluded that

the deviation is the consequence of the breakdown of the

Frenkel–Flory–Rehner theory, namely the hypothesis that

the elastic and mixing free energies are separable.

McKenna et al. [13–16] performed similar investigations

on natural rubber networks swollen in different diluents.

They assumed that the elastic free energy contribution is

adequately described by the phenomenological Valanis–

Landel function (see Eq. (29.1)) and for the measured degree

of swelling they calculated it from the values of w0(ls)

determined in the unswollen state. Comparing these data

with the mixing contribution obtained by using Eq. (29.24)

they came to the conclusion that the value of the interaction

parameter for the crosslinked polymer, wc, exceeds that of the

solution of the uncrosslinked polymer, wu. This conclusion

has been supported by lattice model calculations of Freed

and Pesci [123], who pointed out that the effective inter-

action parameter depends on the crosslink density.

McKenna et al. [13–16] use the following relation for the

swelling activity parameter:

S ¼ l ln (a1,c=a1,u) ¼ (wc � wu)l�5 þ V1w0(l)=RTl:

(29:56)

The important point to note from this equation is the as-

sumption that wc ¼ wu often found in the use of the Frenkel–

Flory–Rehner hypothesis, has been suppressed. Hence the

first term on the right hand side of Eq. (29.56) provides

insight into the thermodynamics of swelling and in particu-

lar is in accord with the experimental observation that S 6¼ 0

as l ! 1, i.e., no swelling. A typical value for wc � wu of
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FIGURE 29.6. Thermodynamic parameters that contribute to the swelling activity parameter S vs. the swelling deformation
ls ¼ w�1=3. (After Ref. 15 see text for discussion).
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0.027 can be obtained by examining the curve labeled

l ln (a1,c=a1,u)Gee et al: of Fig. 29.6 and taking the value at

l ¼ 1.

In Fig. 29.6 we show the thermodynamic parameters from

Eq. (29.56) and a comparison with the swelling data of Gee

et al [122]. The curve labeled l ln (a1,c=a1,u)Gee et al: refers to

the data obtained by Gee et al. for S. The curve labeled

l ln (a1,c=a1,u)calc refers to a calculation of S from Eq.

(29.56) using the values of (wc � wu)l�5 depicted in the

plot on the curve so labeled summed with the values of

[V1w0(l)=RTl]Exp determined experimentally by measure-

ments on a rubber similar to that used by Gee et al. [122] and

depicted with solid circles. The solid line without points

labeled [V1w0(l)=RTl]Gee represents the value of the elastic

contribution that would have been needed to have in order to

agree with the Gee et al. [122] results for S, i.e., when added

to the measured values of (wc � wu)l�5. The deviation be-

tween the measured and calculated curves is significant, i.e.,

the crosslink dependence of the interaction parameter does

not provide an adequate explanation for the anomalous

behavior of the swelling activity parameter. The reader is

referred to McKenna et al. [13–16] for further discussion.

McKenna and Crissman [16] also investigated the effect of

temperature on the shape of the S vs. w�2=3( ¼ l2) curves. In

the polyisoprene/benzene system they did not observe a max-

imum in S at 30 and 40 8C, rather a rapid decrease occurred

which was followed by a plateau region above l2 ¼ 1:2. At

50 8C, however, a pronounced maximum was found at

l2 ¼ 1:13. Neuburger and Eichinger [10] reported similar

changes in the swelling behavior for the PDMS/benzene

system in the temperature range between 20 and 30 8C. Simi-

lar results were reported for changing solvent quality by Zhao

and Eichinger [11]. Such abrupt changes in behavior imply

significant changes in the free energy of the network over a

narrow range of temperatures (or solvent qualities). None of

the existing network theories predicts such a possibility.

Sivasailam and Cohen [124] studied the effect of swelling

on the elastic modulus of end-linked polydimethyl siloxane

networks synthesized at the theta condition from a series of

molecular weight precursors (9,900 < M < 101,700) at

polymer concentrations from 100% to 40%. These networks

exhibited a minimal number of defects as they were prepared

from low polydispersity chains at an optimal ratio of cross-

links to precursor chains. The optimum ratio was chosen as

the one that produced the network with the highest elastic

modulus, the minimum equilibrium swelling, and the min-

imum soluble fraction. The wide range of precursor molecu-

lar weights allowed the investigation of the effect of trapped

entanglements as a function of the molecular weight.

Equilibrium swelling concentrations were determined in

PDMS oligomer (Mn ¼ 3; 900 g=mol), and the elastic

modulus was measured at three different states: in swelling

equilibrium (fully swollen state), at the concentration at

which the network was formed (reference state), and in the

unswollen (dry) state (Table 29.6 and Table 29.7). The

dependence of the modulus after cure, the dry modulus

TABLE 29.6. Elastic modulus of end-linked PDMS networks made at different precursor concentrations [124,126].

Molecular weight (g/mol) Diluent Volume fraction wref *Sol fraction w% Gref (kPa)

101,700 1.00 2.60 111
PDMS 0.89 2.50 95
oligomer 0.79 1.28 72

0.74 2.10 62
0.67 2.99 50

71,500 1.00 0.28 176
PDMS 0.89 �1.41 143
oligomer 0.78 �0.75 98

0.49 �1.84 48
0.40 �1.67 27

30,200 1.00 0.26 210
PDMS 0.89 0.12 168
oligomer 0.78 0.13 150

0.70 �0.05 106
0.59 �0.96 85
0.50 �2.50 61
0.40 �4.90 39

9,900 1.00 0.25 343
PDMS 0.89 �0.07 277
oligomer 0.80 �0.05 251

0.69 �0.98 193
0.57 �3.04 147
0.51 �6.90 123

*The negative value indicates that solvent is expelled from the swollen network by syneresis. In these gels the amount of
uncrosslinked polymer is practically negligible.
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after solvent extraction, and the degree of equilibrium swell-

ing on precursor concentration during cure were compared

to scaling predictions. The experimental scaling exponents

were found to be strong functions of the molecular weight of

the precursor chains and for high molecular weight pre-

cursors their values approached the theoretical prediction

by Obukhov et al. [125] for entanglement-dominated net-

works. The authors concluded that for networks made of

high molecular weight chains a major contribution to the

modulus is from trapped entanglements. They also pointed

out that at molecular weights below the entanglement mo-

lecular weight the modulus of the network is affected by the

mutual interpenetration of interspersed chains.

The data of Sivasailam and Cohen were reanalyzed by

Graessley [126] in terms of the entanglement model.

According to this model the shear modulus at the reference

state Gref is the sum of crosslink and entanglement contri-

butions

Gref ¼ nrefkT þ T0G0
Nw

2:3
ref , (29:57)

where G0
N is the plateau modulus of the polymer melt (for

PDMS G0
N ¼ 0:2 MPa), T0 is the entanglement trapping

factor, and wref is the volume fraction of the polymer at

crosslinking. Assuming that the first term (crosslink contri-

bution) in Eq. (29.57) varies with the concentration as in the

phantom network, and the second term (entanglement con-

tribution) varies like the Mooney–Rivlin term C2, the fol-

lowing equations can be derived

Gref ¼ G0wref þ T0G0
Nw

2:3
ref , (29:58a)

Gswollen ¼ G0w
2=3
ref w

1=3 þ T0G0
Nwrefw

1:3, (29:58b)

Gdry ¼ G0w
2=3
ref þ T0G0

Nw
2:3
ref , (29:58c)

where G0( ¼ nkT) is the crosslink contribution in the dry

state (this excludes trapped entanglement effects). Using

Eqs. (29.58a–c) in conjunction with empirically obtained

data for T0 and the sol fraction, the elastic moduli of these

gels were calculated (Table 29.7). No systematic deviation

can be observed between the predicted and measured

moduli.

Urayama et al. [127,128] made similar investigations on

end-linked PDMS networks cross-linked in solution. The

elastic moduli of gels made from M¼29,400g/mol and

M¼4,400 g/mol precursor chains were measured in the

fully swollen state in toluene (good solvent), and in the

reference state (Table 29.8). The sol fraction of these gels

was less than 10%. The same analysis described above

indicates that at high polymer volume fractions the calcu-

lated and experimental values agree fairly well, while at

high swelling ratios the deviation is pronounced [126]. The

discrepancy may be the consequence of structural and

chemical changes accompanied by the crosslinking process.

In general, the reasonable agreement between the pre-

dicted and measured values of the elastic modulus suggests

that the effect of swelling on the elastic properties can be

approximated as a sum of two distinct contributions: one

due to the chemical crosslinks and the other due to the

entanglements. The latter in polymer melts is independent

of chain lengths and represent an entanglement contribution

TABLE 29.7. Experimental and calculated values of the elastic modulus of end-linked PDMS networks swollen in PDMS oligomer
(M¼3,900 g/mol, theta solvent) and in the dry state [124,126].

Polymer volume fraction Gsw (kPa) Gdry (kPa)

Molecular weight (g/mol) wref wu Exp. Calc. Exp. Calc.

101,700 1.00 0.38 59 37 111 111
0.89 0.37 62 32 105 87
0.79 0.34 45 27 82 68
0.74 0.32 36 23 71 60
0.67 0.23 16 16 57 49

71,500 1.00 0.48 129 84 175 191
0.89 0.44 110 70 148 150
0.78 0.37 61 52 105 116
0.50 0.30 36 29 77 51

30,200 1.00 0.51 153 121 210 229
0.89 0.47 130 101 172 185
0.78 0.45 109 87 159 148
0.59 0.37 67 59 98 95
0.50 0.33 48 48 72 74

9,900 1.00 0.62 280 258 342 363
0.89 0.59 240 228 286 310
0.80 0.56 212 203 263 270
0.69 0.52 161 175 208 226
0.57 0.47 133 141 172 182
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when the network is formed. [126] Chemical crosslinks trap

a fraction of this contribution into the structure that governs

the elastic response of the network.

29.3.4 Analysis of the Experimental Results on the Basis

of the Scaling Theory

The validity of scaling laws has been tested on several

swollen network systems (Table 29.9). Munch et al. [99]

studied the concentration dependence of the shear modulus

for polystyrene model networks synthesized by copolymer-

ization of styrene and divinylbenzene and swollen to equi-

librium in benzene (good solvent for polystyrene). It was

found that the modulus obeys a scaling law with equilibrium

concentration, similar to that obtained for semidilute poly-

mer solutions. The best fit to the equation G ¼ Bwn
e yields

B¼4,200 kPa and n¼2.28. Hild et al. [129] compared the

concentration dependence of the shear moduli of poly(ethyl-

ene oxide) networks crosslinked by aliphatic pluriisocyanate

in two diluents: dioxane and water. The corresponding scal-

ing laws were found: G ¼ 8,430w2:30
e kPa (in 1,4-dioxane)

and G ¼ 10,400w2:51
e kPa (in water). The exponent obtained

in 1,4-dioxane is in excellent agreement with the prediction

of the scaling theory. However, for the same networks

swollen in water a significantly higher exponent, n¼2.51,

was obtained. They assumed that the deviation from the

theoretical exponent is due to the insolubility of the urethane

linkages in water, which may induce inhomogeneities in

the gels at the molecular level. Hecht and Geissler [130]

investigated the elastic properties of polyacryamide gel

homologs in a theta solvent (water–methanol mixture, 3:1

by volume). They found that in the concentration range

0:07<w<0:3 the longitudinal elastic modulus, EL, obtained

TABLE 29.8. Elastic modulus and polymer volume fraction of end-linked PDMS networks at the preparation state and in the fully
swollen state in toluene (good solvent) [127,128].

Molecular
Polymer volume fraction

weight (g/mol) Diluent wref wsw Gref (kPa) Gsw (kPa)

29,400 toluene 1.0 0.187 113 33
0.852 0.155 93 27
0.709 0.126 63 17
0.544 0.093 30 73
0.411 0.078 19 47
0.281 0.055 9 2.3
0.179 0.038 3 0.9

4,400 toluene 1.0 0.275 680 251
0.777 0.216 423 149
0.654 0.208 330 137
0.601 0.194 297 119
0.584 0.195 301 113
0.504 0.180 241 100
0.381 0.140 150 53
0.298 0.109 61 29

TABLE 29.9. Power law exponents for the concentration dependence of the elastic modulus in swollen network homologs.

System T (8C) w A (kPa) n r Ref.

NR/n-decane 20 0.06–0.40 4,500 2.06 0.992 [139, 140]
PS/benzene 20 0.05–0.20 4,200 2.28 0.955 [99]
PS/benzene 25 0.05–0.50 4,140 2.35 0.993 [99]
PS/cyclohexane 37 0.12–0.28 1,750 3.14 0.980 [28]
PEO/dioxane 25 0.03–0.35 8,430 2.30 0.984 [129]
PEO/water 25 0.03–0.30 10,401 2.51 0.992 [129]
PHPMA 25 0.08–0.35 2,590 2.59 0.995 [129]
PDMS/toluene 25 0.10–0.40 2,650 2.20 0.988 [23]
PVAC/toluene 25 0.06–0.30 2,430 2.27 0.990 [22]
PVAC/acetone 25 0.05–0.25 4,420 2.25 0.992 [22]
PVAC/isopropanol 70 0.10–0.60 3,388 2.31 0.977 [132]
PAA/water 25 0.03–0.30 4,880 2.23 0.991 [141]
PVA/water 25 0.03–0.30 3,500 2.11 0.993 [139]

NR: natural rubber; PS: polystyrene; PEO: poly(ethylene oxide); PHPMA: poly(hydroxi-ethyl-methacrylate); PDMS: polydi-
methylsiloxane; PVAC: poly(vinyl acetate); PAA: poly(acryamide); PVA: poly(vinyl alcohol); r: correlation coefficient.
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from light scattering observations, obeys a scaling law

EL ¼ 8:090w3:07
e kPa in reasonable agreement with the the-

oretical prediction. Richards and Davidson [131] deter-

mined the shear moduli of randomly crosslinked

polystyrene networks swollen in cyclohexane at the theta

(Q) temperature and also in toluene (good solvent condi-

tion). The power law exponent, n¼3.7, reported for the theta

system exceeds that of the theoretical value. In good solvent

condition (toluene, 20 8C) they found the value n¼2.25. A

comprehensive study of the dependence of the elastic

(shear) modulus on the polymer concentration was per-

formed by Zrı́nyi and Horkay [132] on poly(vinyl acetate)

gels swollen to equilibrium in isopropylalcohol. The

thermodynamic quality of the solvent was varied by chan-

ging the temperature in the range from 30 8C to 70 8C.

Isopropylalcohol is a theta solvent for poly(vinyl acetate)

at 528C and a good solvent at 70 8C. It was found that G vs.

w exhibits a simple power law behavior at each temperature.

The exponent n varies between the values of 2.32 (good

solvent condition, 70 8C) and 14.1 (poor solvent condition,

30 8C) [133]. At the theta temperature (52 8C) the best fit to

the experimental data yields n¼3.10.

The osmotic response of swollen polymeric networks was

studied on the basis of the scaling theory by Horkay et al.
[17–19,22,23,133]. They measured both the swelling pres-

sure, v, and the shear modulus of gels, G, at different stages

of dilution. The swelling pressure vs. polymer volume frac-

tion data were analyzed according to the equation [22]

v ¼ P � G ¼ Awn � Gv
e(w=we)m, (29:59)

where P is the ‘‘osmotic’’ pressure of the swollen network

and Ge
v is the value of the volume elastic modulus at equilib-

rium with the pure solvent (v ¼ 0) and the constant A depends

on the polymer/solvent system. The exponents n and m were

iteratively adjusted to minimize the variance ofv for each set

of data points. The resulting values of A, n, m, and Ge
v for

poly(vinyl acetate) gels are displayed in Table 29.10. The n
values are consistent with the scaling prediction for the mix-

ing term. Also displayed in Table 29.10 are the values of the

shear modulus, Ge
s , measured at the swelling equilibrium

condition. The agreement between the numerical values of

the shear and the volume elastic moduli provides experimen-

tal evidence that in highly swollen networks the separability

of the elastic and mixing terms is a reasonable approximation.

29.4 SUMMARY

A survey of the thermodynamics and mechanics of cross-

linked gels has been presented. Subjects include the

phenomenological description of crosslinked networks

within the framework of finite elasticity theory and con-

tinuum thermodynamics. Particular emphasis is placed on

the Valanis–Landel form of the strain energy density

function. Several statistical mechanical models of rubber

elasticity are also presented. Of particular usefulness are the

affine and phantom network models, which are commonly

used to derive information about the molecular parameters of

the gel from swelling or mechanical measurements. Tech-

niques for using these models and the more modern Flory–

Erman constrained junction model and its most recent modi-

fications are described. Experimental data from the literature

are presented and used to deduce molecular parameters for the

networks using the different models. The application of Scal-

ing Theory to polymer gels is also considered.
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TABLE 29.10. Swelling pressure and shear modulus parameters of PVAc networks in toluene and acetone [22].

Sample we A n m Ge
v (kPa) Ge

s (kPa)

Toluene 25 8C
3/50 0.089 2171 2.28 0.342 8.6 8.9
6/50 0.146 2613 2.29 0.331 31.6 32.4
6/200 0.078 2072 2.22 0.340 7.2 6.9
9/50 0.208 2481 2.27 0.355 70.8 70.3
9/100 0.141 2350 2.25 0.336 28.6 28.3
9/200 0.112 2374 2.27 0.326 16.6 16.7
9/400 0.074 2273 2.27 0.315 6.16 6.26
12/50 0.229 3100 2.35 0.383 95.7 99.8
12/200 0.133 2425 2.26 0.335 25.5 25.2
Acetone 25 8C
9/100 0.103 4264 2.24 0.321 24.9 25.9
9/200 0.078 4731 2.26 0.346 14.9 14.8
9/400 0.051 4262 2.24 0.369 5.44 5.24
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Abbreviations

AFM atomic force microscopy

SMFS single molecule force spectroscopy

Force curve force-extension curve

FJC freely jointed chain

WLC worm-like chain

PDDA poly(diallyldimethylammonium

chloride)

PFDMS poly(ferrocenyldimethylsilane)

THF tetrahydrofuran

M-FJC modified freely jointed chain

lk Kuhn length

Lc contour length

kB Boltzmann constant

lp persistence length

CM-amylose carboxymethyl amylose

CM-cellulose carboxymethyl cellulose

PFS poly(ferrocenylsilane)

PDMA poly(dimethylacrylamide)

PDEA poly(diethylacrylamide)

FTIR the Fourier transform infrared spectrum

PEG poly(ethylene glycol)

PVA poly(vinyl alcohol)

PS polystyrene

PNIPAM poly(N-isopropylacrylamide)

PNIPAM-seg-PS poly(N-isopropylacrylamide-seg-

styrene)

FMPD the most probable desorption force

Vstretch stretching velocity

pN piconewton

PAMPS poly(2-acrylamido-2-methylpropane-

sulfonic acid)

The mechanical property of polymer materials is a classical

topic in polymer science, however it is very difficult to be

studied at a single chain level. To study and manipulate single

polymer chain become possible because of the appearance of

AFM [1]. Actually, AFM is not only a tool for the imaging of

surfaces with high resolution, but also a high sensitive force

sensor. SMFS, a new technique based on AFM, has become a

platform for studying the minute force in polymers as well as

in supramolecular systems [2–5]. The force signals versus

extension curves can provide new insight into traditional

aspects of polymer science, and moreover, some new infor-

mation which is not accessible by conventional methods.

Besides AFM based SMFS, there are several other nano-

technologies which have also been used to measure the

minute force in molecular scale, including magnetic beads

[6], optical tweezers [7], glass microneedles [8], and bio-

membrane force probe [9]. These different methods can

offer force signals with different timescale and sensitivity.

The AFM based SMFS becomes popularized in single poly-

mer chain experiment, because it is relatively easy to be

handled. Till now, many elegant experiments have been
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done, such as the force–extension relationship of a normal

random coil [10–21], for which force curves are fitted well

by using the FJC or WLC model; the unfolding force of the

titin Ig-domain [22–34], seen as a zigzag-like force curve;

the chair-to-boat conformational transition of individual

glucopyranose rings [35–43], which may be identified by a

plateau in the force curves; the splitting or unwinding force

of helical structure [10,11,37,38,44–47], for which a plateau

or a kink has been observed in the force curve; and the

detachment of single polymer chains from the substrate

[48–57], for which a saw-tooth pattern or a long plateau

has been achieved; based on the force fingerprint of amy-

lose, the rupture force of silicon–carbon and sulfur–gold

bonds has been measured [58].

Here we attempt to briefly introduce the principle of the

AFM based SMFS and then focus on using SMFS to address

three main questions: force induced conformation transition,

interaction between small molecules and polymers, and the

interfacial conformation and adhesive energy of polymers.

30.1 THE BASIC PRINCIPLE OF AFM BASED SMFS

30.1.1 The SMFS Methodology

The experiment of SMFS can be described as follows and

the schematic drawing is shown in Scheme 30.1. In brief, the

polymer chains are physisorbed or chemisorbed onto a solid

substrate from their solutions. Then the sample is mounted

onto the instrument. A drop of liquid, acting as the buffer, is

injected between the substrate and the cantilever holder, and

both the substrate and the cantilever are immersed in the

buffer. By the movement of the piezo tube, the sample

approaches the AFM tip. During this process, when there

are no strong long-range interactions, the cantilever stays in

its relaxed state, as shown in step 1, so only a base line, part

a in graph A, is recorded. When the sample is brought into

contact with the AFM tip, there exist a strong repulsion

force between the tip and the solid substrate. As a result,

the cantilever bends against the substrate, as shown in step

2. This repulsive signal is recorded and converted in the b

region, which is perpendicular to the base line. The curve in

graph A is called an approaching force curve. During step 2,

polymer chains adsorb onto the AFM tip to form bridge

structure between the AFM tip and substrate. That bridge

structure will be stretched when the tip and substrate separ-

ate, resulting in the bending of cantilever toward the sub-

strate, as shown in step 3. This process is traced and shown in

region c in graph B. When the bridge structure is stretched

further, the weakest part in it will break. At the same time the

bent cantilever will go back to its relaxed state rapidly,

resulting in a sudden drop of the force, seeing region d. The

deflection of the cantilever and the displacement of the piezo

tube are recorded at the same time. Then the deflection is

converted into force signal, and the relationship between the

force and the extension is obtained. More attention is paid to

the retracting force curve, since it contains more information

about the polymer chain being stretched.

One of the key issues of the AFM based SMFS is to build

a polymer bridge between the AFM tip and the substrate.

The polymer chain can be immobilized onto the substrate by

physical or chemical adsorption. In the physical adsorption,

the polymer chains are simply adsorbed onto the substrate

from their dilute solution. The physical adsorption is not that

weak as expected, and actually the multipoint interaction

between the polymers and the tip or substrate is strong

enough to form a polymer bridge [4,5]. To obtain the single

chain stretching, it is important to use a dilute polymer

solution during the sample preparation. So the density of

molecules at the solid–liquid interface will be low enough to

suppress intermolecular entanglement and knotting, simpli-

fying the explanation of the experimental data. However,

the paucity of polymers on the substrate creates difficulty in

obtaining a force signal. The optimal concentration of the

polymer solution for the sample preparation varies for dif-

ferent polymer systems [5,16].

In the chemical adsorption, polymers bearing reactive

groups react with the substrate or AFM tip, forming covalent

bonds, as shown in Scheme 30.2. Two chemical modifica-

tion methods are utilized frequently for the covalent bond-

ing based anchoring of molecules on the solid substrate or

AFM tip, including gold–thiol [14,58,59] and silanization

chemistry [51,58]. When a chemical modification method is

adopted during the immobilization process, one can de-

crease the surface density of polymers by incorporating

‘‘dilute molecules’’, such as short alkyl or hydroxy-silane,

into the film [14]. The specific interaction, such as ligand–

receptor interaction, can also be used in the immobilization

of the polymer chains onto the substrate [35]. Recently,

a new method is proposed to isolate polymer chains indi-

vidually at the quartz surface by utilizing the defects in the

self-assembled monolayers of organosilane. This method

makes it possible to measure the desorption force of a single

PDDA chain from a substrate directly [53].
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SCHEME 30.1. Schematic drawing of the principle of AFM
based SMFS.
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30.1.2 Evidence on Single Chain Elongation

How can we confirm that the force extension curves are

from the single polymer chains? We take single chain

elongation of PFDMS as an example. The force curves of

PFDMS in THF contain one force signal in each curve, as

shown in Fig. 30.1, indicating that it is likely a single poly-

mer chain elongation [21]. The contour length of the polymer

chain is varied because the molecular weight of polymers is

polydisperse, and the anchor points that attach to the tip or

the surface is stochastic. To scale the contour length, the

force curves of PFDMS are divided by the relative extension

under the same force value, which is called normalizing

process. The force signals from individual polymer chain

should superimpose after the normalization, since the meas-

ured stretching force is linearly proportion with the relative

extension [4]. The inset of Fig. 30.1 shows that the normal-

ized force curves of PFDMS in THF superimpose well,

which indicates the single chain stretching in the experiment.

Moreover, if the stretching force can be controlled well

below the rupture force, the PFDMS polymer chain can be

stretched and relaxed repeatedly. There is no hysteresis be-

tween the stretching and relaxing force curves, as shown in

Fig. 30.2, which suggests that the elongation of PFDMS

polymer chain is in equilibrium condition and the elongation

is reversible [21]. Fitting the force curves with the theoretical

models, e.g., FJC and WLC models, is another way to check

whether the force curves show the properties of the individ-

ual polymer chains. The details of the two models are

described as follows. If all the force curves can be fitted

well with similar parameters, it provides a further evidence

of single chain experiment. Only after the above analysis we

can conclude whether the force signals represent single chain

characteristics or not.

30.1.3 M-FJC and WLC Models

The M-FJC is used to describe the extension of the poly-

mer and the entropic restoring force generated. The M-FJC

model treats a macromolecule as a chain of statistically

independent segments of Kuhn lengths lk, and the segment

can be deformed under stress, as shown in Scheme 30.3a.

The relationship between the extension and external force

acting on the polymer chain is based on the extended Lan-

gevin function [13,60]:

x(F) ¼{coth[(Flk)=(kBT)] � (kBT)=(Flk)}

(Lc þ nF=Ks):
(30:1)

In Eq. (30.1), F is the external force, x is the extension of

polymer under external force (end to end distance), Lc is the

a
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O
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Glass

Gold

Ploymer

Dilute molecule

Substrate

Receptor

Ligand

SCHEME 30.2. Schematic drawing of the immobilization of
polymers on the solid support: (a) the gold–thiol chemistry; (b)
silanization; (c) incorporating the dilute molecules; (d) ligand–
receptor interaction.
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FIGURE 30.1. Several typical force curves of PFDMS in THF
buffer. One of the force curves is fitted by the M-FJC model
curve, shown in the dashed line. Inset: superposition of the
normalized force curves. Reproduced from Macromolecules
(2004) with permission from American Chemical Society [21].
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FIGURE 30.2. Successive manipulation of a PFDMS single
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in the experiment is reversible. The stretching force curve
is shifted. Reproduced from Macromolecules (2004) with
permission from American Chemical Society [21].
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contour length of the polymer chain, n is the number of

segments being stretched, kB is the Boltzmann constant,

and T is the temperature. The deformability of segments is

characterized by a specific parameter, the segment elasticity,

Ks. The elasticity of an M-FJC is dominated by the entropic

contribution at low force region, and at high force region the

elasticity is dominated by enthalpy as well as entropy.

Another model frequently used to describe the polymer

chain is WLC. In WLC model, a polymer is treated as a

homogenous string of constant bending elasticity. Both en-

tropic and enthalpic contributions are combined in this

model [6,61]. Scheme 30.3b shows the WLC model and

the relationship between force and the extension of a WLC

is shown as follows:

F(x) ¼ [(1 � x=Lc)�2=4 � 1=4 þ x=Lc]kBT=lp: (30:2)

In Eq. (30.2), lp is the persistence length.

Although the M-FJC and WLC models fit many systems

investigated so far, it needs to be pointed out that the two

models fail to describe the elastic behavior of polymers

containing complex structures [12,13,16].

30.2 FORCE INDUCED CONFORMATION

TRANSITION

Synthetic and natural polymers may undertake conform-

ation transition upon external force. Different spectroscopic

methods, e.g., FTIR and Raman spectroscopy, can be used to

monitor their conformation transition the process, and with

these methods the structure change can be revealed. How-

ever, it is rather difficult to manipulate a single polymer

chain, and to determine the energy barrier that is needed to

induce the conformation transition by conventional methods.

30.2.1 Fingerprinting Property of Polysaccharides

Polysaccharides are essential components of all living

organisms and are the most abundant classes of biological

polymers. Under an external force, the chair conformation,

the most stable conformation of the glucopyranose ring,

transforms into a boat conformation after passing over

an energy barrier. A set of polysaccharides have been in-

vestigated by SMFS focusing on the unique transition has

been reported [35–43]. For example, Rief et al. have studied

the single chain elongation of dextran and observed that

there are shoulder-like plateaus at 700–850 pN in the force

curves, caused by a flip of the C5–C6 bond in the pyranose

ring [35].

The various linkages of the glucose residues, such as

a-(1,4) and b-(1,3)-linked, can influence the transitional

energy during the elongation of the polysaccharides. CM-

amylose and CM-cellulose are two isomers, and their

primary structures only differ in the linkage of the glucose

residues: CM-amylose is linked by a-D-(1,4)-glucosidic

bonds, while CM-cellulose is b-(1,4)-linked. Li et al. and

Marszalek et al. have independently found that the small

difference in the primary structure induces a great difference

in their chain elongation properties [36,39]. For CM-amy-

lose, a marked shoulder-like plateau on the force curves is

observed at about 300 pN. The plateau shows a 0.08 nm

elongation of each glucose residue and the estimated energy

to induce this conformational transition is about 7.3 kT per

glucose residue [39]. For CM-cellulose, the force curves of

the single chain elongation only show a sharp increase in

force with the extension, and no plateau is present, as shown

in Fig. 30.3. The different linkage influences the mechanical

property of the polysaccharide chain greatly: each succes-

sive b-(1,4)-linked glucose residue can easily flip 1808 to a

extended conformation under external force; however,

a-(1,4)-linked residues can easily adopt a chair–boat transi-

tion to achieve a extended conformation during the elonga-

tion. Hence the force induced conformational transition is a

unique property of CM-amylose. Similar shoulder-like pla-

teau is also observed in the force curves of heparin, which is

another type of the familiar polysaccharides with the

a-(1,4)-linkage [39]. This finding further confirms the fin-

gerprint of the a-(1,4)-linked residues. In order to under-

stand the physical nature of the force induced conformation

transition, molecular dynamic simulation is needed to

provide the molecular details: a chair–boat transition of the

pyranose ring in CM-amylose will happen under external

force; elongation of the b-(1,4)-linked pyranose ring

induces only slight rotations which do not notably affect

its elastic properties [62].

The force induced conformational transition of the pyra-

nose ring will not arise if an oxygen bridge is introduced over

the ring, as predicted by theory [63]. This interesting specu-

lation can be confirmed by the experiments of single-chain

force spectroscopy. Zhang and his coworkers have done the

control experiment using a set of carrageenans bearing oxy-

gen bridges or not and clearly found the influence of the

oxygen bridge during the conformational transition [42].

As shown in Fig. 30.4, the primary structure of l-, k-, and

i-carrageenan are identical in one part of the repeating unit,

x

x

lk

lp
F

F

b

a

SCHEME 30.3. Schematic drawing of M-FJC and WLC
models: (a) M-FJC model; (b) WLC model.
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the 1,3-linked b-D-pyranose ring; however, there is an oxy-

gen bridge over the 1-4-linked a-D-galactopyranose ring in

the other part of the repeating unit of k- and i-carrageenan.

The typical shoulder-like plateau about 300 � 50 pN high

appears in the force curves of l-carrageenan, as shown in

Fig. 30.4. This shoulder-like plateau indicates that force

induced conformational transition can still take place in the

elongation of the l-carrageenan single chain if there are no

oxygen bridges. But for k- and i-carrageenan, the shoulder-

like plateaus disappear in the force curves and the M-FJC

model can fit the force curves of k- and i-carrageenan well.

These results suggest that the conformational transition of

the galactopyranose rings is inhibited efficiently due to the

additional barrier of the oxygen bridges.

30.2.2 Single-Molecule Optomechanical Cycle

SMFS has also proven to be a useful tool in the investi-

gation of ‘‘molecular machine,’’ whose working principle is

based on the energy conversion cycle of stimuli-responsive
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polymers. Gaub and his coworkers firstly demonstrate an

example of the optomechanical energy conversion at single

molecule level [64,65]. They utilize a stimuli-responsive

polymer of synthetic polypeptide with multiple photoactive

azobenzene groups incorporated into the backbone. The

contour length of the polymer could be selectively length-

ened or shortened by switching between the trans- and cis-

azo configurations with 420 and 365 nm wavelength lights,

respectively. In their experiment, the polymer end groups

were covalently coupled to both the AFM tip and a support-

ing glass slide by heterobifunctional chemistry. As Fig. 30.5

shows, an individual azopolymer is first lengthened by five

pulses with l ¼ 420 nm at a force of 80 pN (I) and then

expanded mechanically to a restoring force of 200 pN (II).

Then five pulses at l ¼ 365 nm are applied, resulting in a

contraction of the polymer against the external force (III).

Then the force on the polymer is reduced to 85 pN (IV).

Finally, the cycle is completed by applying five pulses at

l ¼ 420 nm, resulting in an optical expansion of the mol-

ecule to its original length. From which, a new cycle can be

started by switching the shortened configuration to the

extended state.

Besides the optomechanical energy conversion, PFS can

be used as a model system for the realization of an electro-

chemically powered molecular motor as proposed by

Vancso et al. [66]. Surface immobilized PFS macromol-

ecules are reversibly oxidized and reduced in situ by apply-

ing an electrochemical potential or chemically oxidized by

addition of tetracyanoethylene. The entropic elasticity of the

neutral PFS chains is found to be larger compared to the

oxidized PFS in the lower force region, whereas the segment

elasticity can be reversibly controlled in situ by adjusting the

applied potential in electrochemical SMFS experiments. For

a defined single PFS molecule operating cycle, a work of

about 3:4 � 10�19 J is estimated based on the single chain

experimental data. The efficiency is estimated as 5%, and it

could be improved further if reducing the input energy [67].

30.3 INTERACTION BETWEEN SMALL

MOLECULES AND POLYMERS

Since the SMFS experiments are carried out at a solid–

liquid interface in a liquid cell, it allows for studying the

interaction between small molecules and polymers by easily

changing buffers. The difference of the single chain elasti-

city before and after the addition of small molecules can

indicate whether there exists interaction between the poly-

mer and small molecules or not. Zhang et al. have employed

PDMA and PDEA for studying their interaction with urea

molecules [17]. It is well understandable that the single

polymer chain of PDEA is stiffer than that of PDMA in

deionized water because of the different substitutes, as

shown in Fig. 30.6. The elasticity of the two polymers

increases when using urea aqueous solution instead of the

deionized water. In order to understand how the urea mol-

ecules affect the elasticity of the polymer, FTIR is used to

identify the interaction between PDMA and urea molecules.

The band at approximately 1,639 cm�1 is attributed to the

carbonyl stretching mode in the FTIR spectrum of PDMA

film, while there is a shoulder at approximately 1,610 cm�1

region in the spectrum of PDMA and urea mixture. These

experimental data suggest the formation of hydrogen bonds

between urea molecules and carbonyl groups of PDMA.

Due to the formation of hydrogen bonds, urea can enlarge

the enthalpic elasticity of the polymer backbone by binding

to the side groups directly. In addition, the elasticity of

PDMA chain is dependent on the concentration of urea, as

shown in Fig. 30.7. The urea molecules have a similar

influence on the elasticity of PDEA chain.
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Of interest is that the effects of urea molecules on the

elasticity of single PDMA and PDEA chains depend on

the urea concentration. When comparing the elasticity be-

tween PDMA and PDEA in the 2 M urea buffer solution, the

elasticity of PDEA is still greater than that of PDMA, similar

to the situation in water. The discrepancy in the high force

region may also be attributed to the effects of different side

groups. However, in the 8 M urea buffer solutions, as shown

in Fig. 30.8, no discrepancy is seen. This result indicates that

when the concentration of urea solution is sufficiently high to

become the dominating factor in determining the elasticity of

a single polymer chain, the discrepancy in the elasticity

between PDMA and PDEA is shielded completely.

There exists hydrogen bonding governed elasticity

in many water-soluble polymers, such as PEG, and PVA

[11–13]. The single chain elongation of PEG is like the

behavior of an ideal entropic string in hexadecane, and can

be described well with M-FJC model. However, in aqueous

solution an evident deviation in the middle force region of

the force curves is observed, indicating the deformation of a

suprastructure within the polymer. The binding free energy

is estimated as 3.0+ 0.3 kT [13]. Further analysis of the

force curves based on the Markovian two-level systems,

agreeing well with the ab initio calculations, identifies the

nonplanar suprastructure, water bridges, between the PEG

chain and the water molecules.

30.4 INTERFACIAL CONFORMATION AND

ADHESIVE ENERGY OF POLYMERS

Polymers generally interact strongly with surfaces. Even

if the gain of energy per monomer is weak, once a monomer

is adsorbed, there is a strong probability that other mono-

mers will also be adsorbed [68]. This energy gain must be

compared to the entropy loss of the chain in order to predict

its conformation [69]. So both enthalpy and entropy can

drive the adsorption process. It has been generally known

that the conformation of a long polymer chain adsorbed on a

surface is in the form of a ‘‘train’’, ‘‘loop’’, or ‘‘tail’’, though

lack of direct experimental evidence [70]. Let’s take a few

model systems to discuss the possibility by using AFM

based SMFS to reveal the macromolecular conformation

and the adhesive energy.

30.4.1 Saw-Tooth Pattern and The Loop Structure

For a homopolymer or statistically random copolymer

chain, the adsorption normally results in a mixture of trains,

loops, and tails on a surface. Therefore, one has no control

over the number of monomer units adsorbed on each site.

One can only measure the average interaction strength per

chain, not per monomer unit, adsorbed on the substrate. To

bridge the gap between force profile and interfacial conform-

ation, Zhang and Wu have used a segment copolymer as a

model system, in which short hydrophobic PS segments are

more uniformly inserted into a linear PNIPAM chain back-

bone [71]. The structure and composition of such a copoly-

mer chain are schematically shown in Scheme 30.4a. As this

segment copolymer chains adsorb onto the PS substrate in

water, it is reasonable to expect that the adsorption of insol-

uble short PS segments onto the PS substrate results in many

PNIPAM loops, as shown in Scheme 30.4b. Therefore, the

typical force curves of the segment copolymer on PS sub-

strate exhibit a similar characteristic, saw-tooth pattern, as

shown in Fig. 30.9. The analysis of the distance between

each two adjacent peaks in the force curves, as shown in

Fig. 30.10a, shows an average distance of about 114 nm.

This value is very similar to the average length of the ‘‘repeat

unit’’, i.e., one long PNIPAM segment plus one short PS

segment, in the copolymer chain. These results suggest that

the copolymer chain does form loops with a similar size on
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the PS substrate. Therefore, the saw-tooth pattern corres-

ponds to the detachment of the adsorbed segments in a single

chain from the substrate. Moreover, the force curves

obtained on a quartz substrate have single peak force signals,

which is similar to PNIPAM [16]. This result is reasonable

since short hydrophobic PS segments cannot adsorb onto the

hydrophilic quartz substrate. This finding further confirms

that the weak rupture force obtained on the PS substrate

corresponds to the desorption of short PS segments from

the PS substrate [50].

The most probable desorption force at a given stretching

velocity, which is obtained from the histogram of desorption

force, is about 41 pN, as shown in Fig. 30.10b. Such a

distribution varies with the stretching velocity. The linear

dependence of the most probable desorption force on the

logarithm of the stretching velocity experimentally reveals

that the adsorption and desorption of the PS segments on the

PS substrate is a dynamic process [50]. Since it is known

that each PS segment contains 20 monomer units on aver-

age, the desorption force for per PS monomer unit from the

PS substrate in water is estimated in the range 1.3–2.1 pN,

depending on the imposed stretching velocity.

Besides the physical adsorption, the stable covalent at-

tachment of a single or a small number of polymer mol-

ecules to AFM cantilever tip is a most important prerequisite

in order to employ individual polymer molecules as inter-

facial, analytical probes for the identification and measure-

ment of various types of polymer-surface interactions [54].

Recently, Haschke et al. have covalently attached polyacrya-

mide molecule to the AFM cantilever tip. By approaching

and retracting the tip with the molecule to the surface of

interest, they have obtained force curves with multipeaks

[72]. The covalent attachment of the chain to the tip ensures

that any detachment measured in the force spectroscopy

experiment is the force between the molecule and the sam-

ple surface. Therefore, the multipeaks of force curves cor-

respond to detachment of multiple loops that are formed by

the physisorption of polyacryamide at interface, as shown in

Fig. 30.11.

30.4.2 Long Plateau Versus Train-like Structure

Provided that the polymer forms a train-like conformation

at interface, the desorption force should be similar when

detaching each adsorption point during the polymer chain

elongation. As a result, the force curves should show a

characteristic plateau. Seitz and his coworkers have used

chemisorption to immobilize polyvinylamine polymer chain

and studied the elasticity of the single polymer chain as a

function of polymer’s charge density and electrolyte con-

centration [51]. Their results indicate that, in addition to

electrostatic interaction between polyvinylamine and nega-

tively charged silica substrate which depends linearly on the

Debye screening length and the polymer’s line charge dens-

ity, a constant nonelectrostatic interaction plays an import-

ant role in the desorption process [51].

PAMPS and its random copolymer containing 18-crown-6

(PAMPS-co-crown), are used to further study the nonelec-

trostatic contribution to desorption force [56]. The primary

structures of polymers are shown in Scheme 30.5. As shown

in Fig. 30.12, the typical force curves of PAMPS with a

plateau are obtained from amino-modified quartz in the

buffer of water. The long plateau suggests that the desorption

process of the PAMPS chain from the substrate is smooth

and that it adopts a train-like conformation at the interface

and the desorption force remains about 120 pN. The desorp-

tion–adsorption process is in equilibrium in the experimental

time scale, which is confirmed by the constant desorption

force when changing the stretching velocity. The desorption

force of PAMPS from the amino-modified quartz has been
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backbone. (b) A possible adsorption conformation of a linear
PNIPAM-seg-PS chain on a hydrophobic PS substrate in
water. Reproduced from Macromolecules (2003) with permis-
sion from American Chemical Society [50].
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studied using different concentration of electrolyte as buffer.

A series of experiments show that the external salt does not

influence the desorption force of PAMPS.

In experiments, when the sample is immersed in the salt

solution, the ion screening effect would influence largely on

the electrostatic interaction but little on the nonelectrostatic

interaction between the polyelectrolyte and the substrate

[4,51]. It is possible for both the hydrophobic backbone

and the charged groups of PAMPS to adsorb onto the sub-

strate, since the static contact angle of amino-modified

substrate is about 678. It is reported that there is a ‘‘zero

charge contribution’’ by about 38 pN in the ionic strength

sensitive desorption force for the polyelectrolyte without

spacer [51,54]. In the case of PAMPS, the introduced spacer

between the charged groups and the backbone effectively

enhances the nonelectrostatic contribution to the interfacial

interaction, making the interfacial interaction insensitive to

the ionic strength. These results together reveal the none-

lectrostatic origin for the adsorption of the polyelectrolytes

[56].

The force curves of PAMPS-co-crown obtained from

amino-modified substrate are resembled to the curves

shown in Fig. 30.12, which also show a long plateau with

a height of about 120 pN. The long plateau indicates that

PAMPS-co-crown chains also assume a train-like conform-

ation at the interface. Similar to PAMPS, the desorption

force of PAMPS-co-crown is independent of the concentra-

tion of electrolyte and the stretching velocity. The result

indicates that the 20% content of crown ether side groups

in the copolymer chain does not influence the desorption

force. In other words, the interaction between PAMPS-co-

crown chain and the substrate could be mainly dominated by

the hydrophobic interaction. Based on the above discussion,

SMFS allows to measure adhesive forces on the single

molecule level and to gain new insight into the fundamental

interactions in polymer adsorption.
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30.5 OUTLOOK

AFM based SMFS is a powerful tool in studying the

intermolecular and intramolecular interaction in polymer

systems, leading to opening a new field of nanomechanics

of polymers. Although many elegant experiments have been

performed, it must be point out that SMFS is still in the

nascent stage. The technique itself can be improved and

introduce new functions. For example, introduction of

force clamp mode allow for following the dynamic process

of the folding or unfolding probability of proteins [73]. It

will be necessary to combine SMFS with other spectro-

scopic methods in order to link the force signal with struc-

ture change. In addition, theoreticians and experimenters

need collaborate to realize the full potential of SMFS.

After accumulating enough data in her information store-

room and in combination with other detection methods,

SMFS will provide us new insight into the basic problems

in polymer science and life science.
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