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24.1 RELAXATIONAL AND DESTRUCTIVE
PROCESSES

24.1.1 Introduction; Service Performance
and Reliability

Service performance and reliability constitute the bottom
line of the entire polymer science and engineering. Since
this statement might appear an exaggeration, let me imme-
diately explain why. Synthesis of macromolecules is of
interest primarily to synthetic chemists; polymer rheology
is of interest to polymer rheologists; rotational injection
molding is of interest to rotational injection molders; and
so on. There is, however, an exception: reliability of poly-
meric materials and components is of interest to every-
body—polymer scientists, polymer engineers, and all
laymen including those who do not even know what the
word “polymer” means. A very good example provides a
little girl playing with a plastic doll. If the doll will break
into pieces, the girl will certainly cry first. Somewhat later,
however, some captains of industry might cry also.

Given this situation, let us formulate two highly pertinent
and often asked questions:

1. Will a given polymeric material or component serve
for a reasonable amount of time, or will it fail prema-
turely?
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2. Can we get a material or component with better prop-
erties?

While both questions are often asked simultaneously, the
second question deals with development of new materials and
will not be considered per se in this Chapter; some answers are
provided in Chapter 41 on polymer liquid crystals. The first
question shows that failure is related to prediction of perform-
ance under given service conditions, and this is the way we are
going to tackle this problem. More specifically, we need
prediction of long-term performance from short-term tests,
and this will be one of the leitmotivs of the present chapter.

The subject of this chapter is a vast one. There exist entire
books devoted to it, including classical books by Ferry [1] and
Aklonis and McKnight [2] as well as more recent ones [3,4].

24.1.2 The Chain Relaxation Capability (CRC)

Polymeric materials are all viscoelastic. The “face’ each
polymer shows to the observer—elastic, viscous flow, a
combination of both—depends on the rate and duration of
force application as well as on the nature of the material and
external conditions including the temperature 7. We discuss
the nature of viscoelasticity below and additionally in Sec-
tion 5. In general, properties of viscoelastics depend on time,
in contrast to metals and ceramics.
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To get a clear picture of the problem we are about to
tackle, let us return to the girl with her plastic doll. Playing
with the doll, the girl applies forces with various duration,
direction(s) and application rate(s). For instance, the girl
applied a tensile force to the head and both legs of the
doll. The doll is a physical system which thus received
energy Uy from outside. Important for the girl—and for
us—is the question number 1 formulated above. Will the
energy Uy be spent on destruction and eventual fracture of
the doll, or will it get somehow dissipated and the doll will
“live long”? We can write a general equation [5-7]

U=Uy—-U, - U, (24.1)

here U is the energy furnished from outside which at a given
time has not yet been spent one way or the other; Uy}, (b for
bond breaking) at the same time has been spent on destruc-
tive processes (such as crack formation or propagation); U, at
the given time has been dissipated, that is spent on nondes-
tructive processes. Dissipation in a viscoelastic material is
largely related to relaxational processes; the subscript r
stands for relaxation. The quantities in Eq. (24.1) may refer
to the material as a whole, but it is usually convenient to take
them per unit weight of the polymer such as 1 g. U, is quite
important. It will be related soon to the chain relaxation
capability (CRC) which has been defined [5—7] as follows:

CRC is the amount of external energy dissipated by
relaxation in a unit of time per unit weight of polymer. In
the following we shall use the abbreviation CRC for the
concept and the symbol Ucgc for the, respective, amount of
energy. Thus, at a given time ¢

t
U, = J Ucrcdt. (24.2)
0

The main reason why the concept of CRC is so useful is the
following fact: it takes approximately 1,000 times more
energy to break a primary chemical bond such as a car-
bon—carbon bond in a carbonic chain (what contributes to
Uy and to crack propagation) than to execute a conforma-
tional rearrangement around the same bond. This is the basis
of the following key statement [5-7]:

Relaxational processes have priority in the utilization of
external energy. The excess energy which cannot be dissi-
pated by such processes goes into destructive processes.

Nature is very kind to us! A viscoelastic material will
relax rather than fracture—as long as it can go on relaxing.
Unless there is a high concentration of external energy at a
particular location, and as a consequence a number of pri-
mary bonds will break starting a crack, that energy will be
dissipated. In contrast to nonchain materials, when we pull
at a polymeric chain we gradually engage all segments of it;
this by itself lowers the probability of local concentration of
external energy and of destruction. Of course, there exist
local energy concentrators and we shall discuss them below.
There exist a number of constituents of CRC; we have just
named one of them, but let us list them together:

1. Transmission of energy across the chain producing
intensified vibrations of the segments.

2. Transmission—mainly by entanglements but also by
segment motions—of energy from the chain to its
neighbors.

3. Conformational rearrangements (such as cis into trans
in carbonic macromolecules) executed by the chains.

4. FElastic energy storage resulting from bond stretching
and angle changes.

5. Phase transformation toughening first observed by Kim
and Robertson [8] and also studied by Karger-Kocsis [9].

Incidentally, fairly often the penultimate factor is ex-
cluded—with bad consequences for models based on such
an assumption.

24.1.3 Correspondence Principles

Given the conclusions from the previous section, we
naturally ask: when will a given polymeric material or
component have high CRC—so that we can expect a rea-
sonable service time? We need to answer this question
before dealing with specific properties and specific classes
of materials.

Paul Flory has shown how free volume v' is important for
thermophysical properties of materials—and not only poly-
meric ones [10,11]; see also a chapter by Orwoll in this
Handbook [12]. There are also seminal papers by Litt and
Tobolsky [13] and Tschoegl [14—16] showing importance of
vl for mechanical properties of viscoelastic materials. Con-
sider now our CRC from this point of view. It is easy to
envisage that the larger V' is, the larger is the maneuvering
ability of the chains—what means the higher is CRC. Using
specific quantities (typically per 1 g), we write

f

v=v"+ vf, 24.3)

Here v is the total specific volume and v* is the characteristic
(hard-core, incompressible) volume. The last two names are
based on the concept of “squeezing out” the whole free
volume by applying a very high pressure so that only v*
remains. Instead of free volume, some people work with the
reduced volume

V=v/vt =14V v (24.4)

Equations such as (3) or (4) are not usable until a specific
equation of state of the general form v =w#(@P, T) or
P =P, T) is assumed. Here P is the pressure and we
need two more reduced quantities:

P=P/P*and T =T/T". (24.5)

The idea of reduced quantities goes all the way back to
Johannes D. van der Waals in the eighteenth century.
Thus, an equation of state requires three reducing quantities,
v*,P*, and T*. We have found repetitively good results using
the Hartmann equation of state [17-19]

P¥ =T —Inv. (24.6)



Since experiments are often conducted at the atmospheric
pressure P ~ 0.1J cm™?, then the term containing P in Eq.
(24.6) is negligible, and we have simply

v = exp [T7/?]. (24.7)

The pressure unit of J cm™> has been used for instance
by Flory [11] and in contrast to Pa saves our time in calcula-
tions. Fortunately 1J cm™ = 1MPa= 1MN m~2 = 10’
erg cm > =107 dyne cm™2 = 10 bar = 145.04  psi =
9.86923 atm.; the last number depends on the geographic
location.

Given Egs. (24.6) and (24.7), we need to evaluate the
characteristic parameters v*, T* and if we deal not only
with the atmospheric pressure also P*. One can use the
thermomechanical analysis (TMA) in the expansion
mode to determine at the atmospheric pressure the depend-
ence of specific volume v on temperature 7. By fitting the
experimental results to Eq. (24.7) one obtains the character-
istic parameters v* and T*. Zoller and coworkers have
long ago developed a so-called Gnomix apparatus which
performs full P-V-T determination [20]. There are several
machines around the world based on the Zoller invention.
We have used a Gnomix to advantage for organic polymers
[21,22] as well as for inorganic ones [23]. One then
represents experimental results by Eq. (24.6) and one
calculates by a least-squares procedure the parameters
P*, v*, and T*.

To connect free volume to mechanical properties, we now
need the classical Doolittle equation

Innp=A"+ Bv' )M, (24.8)

where m is the viscosity. The connection can be made
through correspondence principles which now we are
going to discuss. Consider first a conformational rearrange-
ment in a polymeric chain so fast that one cannot record it at
room temperature. Clearly the total volume decreases when
the temperature decreases, and along with it the free volume
becomes smaller too. Thus, we can reach a temperature low
enough to ““catch” the process under investigation. This
idea works also in the opposite direction. Instead of con-
ducting experiments for 100 years at the ambient tempera-
ture, we can go to a higher temperature, thus produce higher
free volume vf in the material, and “catch” within, say, 10
hours the same series of events. This is the basis for the
time—temperature correspondence. Clearly we now have
what we have been looking for: the capability to predict
long-term behavior from short term tests. One performs
experiments at a series of temperatures. There exists a
temperature of particular interest, for instance 20 °C.
There is also at least one parameter of particular interest,
such as the tensile compliance D(¢). In elastic materials we
simply have D(t) = &(t)/o = 1/E, where E is the tensile
modulus. However, our strain depends on time ¢; at constant
T and o we have generally

D() = &) /o = 1/E(). (24.9)
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We now create a large diagram of D = D(¢) (or more often of
log D = log d(log t). We begin with results for 20 °C and
also include isothermal results for all other temperatures.
Then, without moving the curve for 20 °C, we shift results
for all other temperatures so that they would form a single
curve. We shall show below examples of such diagrams,
often called master curves, an approach advocated for a long
time by Ferry and his coworkers [27,1]. Each D(¢) isotherm
is moved left or right by a distance ay called the shift factor;
clearly ar is different for each temperature. The whole
procedure is also known as the method of reduced variables
and means that

D(t, T; o = const.) = D(t/ar, Trer; o = const.). (24.10)

Here Tys (often also denoted by Ty) is the temperature to
which the master curve pertains. Thus, in our case
Tt = 20°C while in general ar(Tyt) = 1.

Changing the temperature is not the only option. By
varying stress we can also change the free volume. Time—
stress correspondence has been demonstrated experimen-
tally already in 1948 by O’Shaughnessy [24]. Little atten-
tion has been paid to it, except for work in Latvia
summarized by Goldman [25]. Only in 2000 an equation
which makes possible quantitative predictions has been
developed [26].

We can also apply an oscillating (typically sinusoidal)
force to a polymeric component. If the frequency v of the
oscillations is low, the chains will be able to adjust better to
the externally imposed field, just as they do at higher tem-
peratures. The inverse is true as well: high frequencies will
give little opportunity for such rearrangements—as if the
free volume and the temperature were low. Thus, we have
time—frequency correspondence. We can write a series of
approximate proportionalities [7]

CRC~ VI ~T —p~p! (24.11)

Here p = v~! is the mass density.

The correspondence principles allow us to achieve our
goal: prediction of long-term mechanical properties—and
thus performance and reliability—from short-term tests. It is
possible to predict behavior for, say, 16 decades of time
from experiments each of which was made over four dec-
ades only; examples will be given below. It is easy to see
that, when using the time—temperature correspondence, es-
sential is the capability to predict the temperature shift
factor ar(T). Similarly, when using the time—stress corres-
pondence one needs the stress shift factor a, (o). Starting
from the Doolittle equation (24.8), it was possible to obtain
a general equation [26]

In ar,e = AT,a' +1In Tref/T +In [V(T’ U)/Vref]

+ B/ — 1)+ C(o — oep). (24.12)

Here vis pertains to the stress level of interest and is thus
similar to Tyr. If we assume a constant stress level, we
obtain an equation which allows us to apply the time—
temperature correspondence:
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Inar = Ar + B/ — 1). (24.13)

Similarly, if we assume a constant temperature and perform
experiments at several stress levels, from Eq. (24.12) we
obtain

Ina; = Ay + InTyer /T + In [V(0) /Vre ]+

B/ — 1)+ C(0 — 0res). (24.14)

Later in this Chapter we shall show applications of these
concepts. Before doing so, however, we need to deal with
the essential concepts of fracture mechanics.

24.2 FRACTURE MECHANICS FOR POLYMERIC
MATERIALS

24.2.1 Stress Concentrators and Stress Concentration
Factor

As noted in the beginning of this Chapter, fracture is the
bottom line of polymer science and engineering, and indeed
of the entire materials science and engineering. As a result
of the processing procedures used, plus handling in trans-
port, etc., polymeric materials and components exhibit
structure imperfections at various levels. Thus, there exist
knit lines: areas in injection-molded parts of thermoplastics
in which separate polymer melt flows arise, meet, and then
to some extent—but not quite—combine together during
manufacturing. Consequences of the presence of knit lines
on mechanical properties are discussed by Criens and Moslé
[28]. Due to the presence of crazes, scratches, cracks and
other imperfections, mechanical properties of real poly-
meric materials are not as good as they theoretically could
be. In this section we shall deal particularly with stress
concentrators such as cracks (which appear although we
did not want them) and notches (which are well-defined
cracks introduced deliberately).

The deteriorating effects of cracks and notches on material
properties are represented by the stress concentration factor

K, =1+2(h/r)". (24.15)

Here h is the depth (length) of the crack or notch, or one-half
of the length of the major axis in an elliptical hole; r is the
radius of curvature at the tip of the notch, or at each end of
the major axis of an elliptical crack. The name stress con-
centration factor is very appropriate. Consider again a ten-
sile test with the stress o applied to the ends of the specimen
(for details see below Section 3). The lines of force applied
to these ends cannot go through the air; they must go
through the material, and thus around the crack. As a con-
sequence, when the lines meet (or separate, depending on
the direction) at the crack tip, that tip is subjected not to the
stress o, but to the stress o x K;. The phenomenon is well
known to anybody who wanted to make two smaller sheets
from a plastic sheet and found that his or her own hands are
not strong enough for this operation. However, a small

incision with a pair of scissors on one side of the sheet led
to success. The incision was in fact a notch—and created
stress concentration defined by Eq. (24.15).

Equation (24.15) corresponds to our intuitive notions
about the deterioration produced by a crack. The deeper
the crack is (h larger) the more “evil” it can produce. The
more blunt the crack is (less sharp, larger r), the more
“benign” it will turn out to be when external forces
“attack” the component.

24.2.2 Stress Intensity Factor

To account for differences on the loading modes (tensile,
shear or tearing), a somewhat different measure of the
“evil” produced by a crack or notch called the stress inten-
sity factor is used

K, = o 7' 2an'/?. (24.16)

K, characterizes the stress distribution field near the crack
tip; the subscript Roman one, I, refers to the opening or
tensile mode of crack extension; a* is a geometric factor
appropriate to a particular crack and component shape; the
remaining symbols are the same as in Eq. (24.15). Unfortu-
nately, K, and Kj have similar symbols, similar names, and
are expressed in terms of the same quantities. However, our
effort to change this situation would largely be wasted.

For an infinite plate in plane stress, the geometric factor
a* = 1. Plane stress means that the stress s, along the z axis
perpendicular to the plane surface is equal to zero; in prac-
tice this is not exactly true, but represents a reasonable
approximation. For other geometries there exist tabulations
of a* values [29].

24.2.3 Griffith’s Theory of Fracture

Entire books have been written on fracture of polymers,
so here we shall quote the most important results. We go
back to the story of the girl with her plastic doll. Griffith
[30,31] considered for elastic bodies the question: when will
a crack propagate? His answer was: this will happen if the
crack growth will lower the overall energy. He considered
three contributions: (1) the potential energy of the external
forces which are doing work on the body deforming it, (2)
the stored elastic strain energy, and (3) the work done
against the cohesive forces as new crack surfaces are
formed. He thus derived an equation which we can write as

O = QIE/wh)'/?, (24.17)

Here o, is the stress level at and above which the crack will
propagate; I is the surface energy per unit area (corresponds
to the last of the three factors): E is the elastic modulus (also
often called the Young modulus); % is the same as before.
Thus, if the actual stress imposed is o < g, the material
will sustain the stress without the crack growing. The



equation is the same for both constant load and constant
displacement conditions, hence it should work also for any
intermediate conditions.

Equation (24.17) has been the inspiration for much fur-
ther work—some pertinent and some just rewriting it intro-
ducing new symbols and new names. One of these
reformulations is

G, = who? JE, (24.18)

where G, is known as the elastic energy release rate. An-
other such quantity is

R=2I (24.19)

Which is called the crack resistance. Substituting into Eq.
(24.19) the value of 2I" from Eq. (24.17), we get

R = mwho /E, (24.20)

where the right hand sides of Eqs. (24.18) and (24.20) are
similar. This leads to a new concept of

Ger = wha, JE, (24.21)

where G, is called the critical energy release rate. This is
followed by a statement such as: when the elastic energy
release rate G, given by Eq. (24.18) becomes equal to the
crack resistance R, then G; acquires the critical value G,
and a crack will propagate. It is amazing how many people
are investing their efforts into rewording knowledge created
by others! The whole story from Eq. (24.18) to (24.21) is
nothing new beyond what we have learned already from the
Griffith Eq. (24.17). We are mentioning this only because
quantities such as the energy release rate are in use. For the
same reason we still need to mention connections resulting
from Eqgs. (24.18), and (24.21) and the definition (16) of Kj.
Making pairwise comparisons, we immediately find

K, = a*(G.E)'/? (24.22)

and

Kic = a*(GoE)'?, (24.23)

where, as expected, K. is called the critical stress intensity
factor; it is also known as fracture toughness. Important,
however, is the following generalization of Eq. (24.17):

Ou = [2[T +Tp)E/wh]'/>. (24.24)

Recall that the whole theory of Griffith has been developed
for elastic bodies—what applies to metals within a certain
range of imposed stresses. Thus, Eqgs. (24.17)—(24.23) form
the essence of linear elastic fracture mechanics (LEFM). In
Eq. (24.24) a “plastic” term I", has been added to the elastic
term I'; metals exhibit also plasticity, hence the improve-
ment displayed in Eq. (24.24). If we make a further step and
assume that I'p includes all nonelastic contributions, we
shall have an equation usable also for viscoelastic materials.
We, therefore, have to use Eq. (24.24) instead of (24.17)
while in Eqgs. (24.18)—(24.23) we need to put I" + I}, instead
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TABLE 24.1. Fracture toughness Ky values for selected
polymers.

Polymer Kie/(J cm=3 m'/?)
Epoxy 0.6
Polyester thermoset 0.6
Polystyrenes 0.7-11
high-impact polystyrenes 1-2
Poly(methyl methacrylate)s 0.7-1.6
Poly(ether sulfone) 1.2
Acrylonitrile-butadiene-styrene 2.0
Polycarbonate 2.2
Poly(vinyl chloride)s 2-4
Polyamide (nylon 6,6) 2.5-3
Polyethylenes 1-6
Polypropylenes 3-4.5
Polyoxymethylene 4
Poly(ethylene terephthalate) 5

Note: J cm=3 m'/2 = MPa m'/2 = 0.9100 ksi in.'/2

of just I'. Values of K. for a number of polymers are listed
in Table 24.1. The impact strength values listed at the end of
this chapter are also pertinent since they represent a different
measure of fracture toughness.

24.2.4 Crazes and Shear Yielding

We need to consider the problem of the origin of
the cracks. Crazes constitute one source of cracks. They
are observed in glassy thermoplastics. Originally, crazes
were thought to be just tiny cracks, but this turned out not
to be true. We now recognize three kinds of these structures:
surface crazes, internal crazes, and crazes at the crack tip.
All three kinds consist of elongated voids and fibrils. The
fibrils consist of highly oriented chains while each fibril is
oriented at approximately 90° to the craze axis. The fibrils
span the craze top-to-bottom, resulting in an internal
sponge-like structure. Extensive studies of crazes and their
behavior under loads have been conducted by Kramer and
his school [32-42] and have been reviewed by Donald [43].
We know from their work that there are two unique regions
within a craze: (1) the craze/bulk interface, a thin (10—
25 nm) strain-softened polymer layer in in which the fibril-
lation (and thus craze widening) takes place; and (2) the
craze midrib, a somewhat thicker (50—100 nm wide) layer in
the craze center which forms immediately behind the ad-
vancing craze. The relative position of the midrib does not
change as the craze widens. By contrast, as the phase
boundaries advance, new locally strain-softened regions
are continuously generated, while strain-hardened craze
fibrils are left behind.

We already know that cracks are more dangerous than
crazes. The latter are capable of bearing significant loads
thanks to the fibrils. Therefore, we need to know under
what conditions can crazes transform into cracks? Kramer,
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Donald, and coworkers have established that the craze fibril
stability depends on the average number of effectively en-
tangled strands 7. that survive the formation of fibril sur-
faces. Equations for calculating the original number of
strands ng as well as the number n. have been developed
by Kramer and Berger [38]. It turns out that polymers with
ne > 11.0 x 10% strands m~> and concomitantly a short
entanglement length /. are ductile and deform by shear
yielding. Such materials exhibit engineering strains up to
& = 0.25 or even more prior to macroscopic fracture. Poly-
mers with . < 11.0 x 10% strands m~> and thus with large
l. are brittle and deform by crazing only. For polymers with
intermediate values of n. and /. there is a competition
between shear deformation and crazing.

In Fig. 24.1 we show a part of a craze. The parameter D is
the (mean) craze fibril diameter while Dy is the craze fibril
spacing. Both D and D increase somewhat with increasing
ne. Berger [42] traced the craze fibril breakdowns to the
formation of small pear-shaped voids at the craze/bulk
interface. The results in [42] confirm the microscopic
model of Kramer and Berger [38] which we see in Fig. 24.1.

In general, providing from outside energy in excess of
CRC may result in crazing, shear yielding, or cracking. In
shear yielding oriented regions are formed at 45° angles to
the stress. The shear bands are birefringent; in contrast to
crazes, no void spaces are produced. Thus, crazing—created
by tensile fields—is accompanied by volume dilation while
shear yielding—created by compressive fields—is not.
Combined fields result in mixed responses.

The presence of liquids or vapors in the environment of a
polymeric component affects the response to external mech-
anical forces. Thus, for instance polyarylate (Par) under
uniaxial extension exhibits exclusively shear yielding with-
out crazing. However, exposure to organic vapor (methy-
lethyl ketone) results in crystallization, embrittlement, and
conversion of the response to deformation from shear yield-
ing to crazing [42].

Finally, let us mention that crack healing is possible. This
phenomenon has been investigated by Kausch and also by
Wool and reviewed by these authors [44,45].

Polymer glass

Active zone

— Dy Fibril Void

FIGURE 24.1. A schematic of a fraction of one side of a
craze.

24.2.5 Rapid Crack Propagation and Its Prevention

The general definition of CRC in Subsection 24.1.2 does
not specify a quantitative measure. Such a measure has to be
defined for each specific problem. As an example, we shall
now consider rapid crack propagation (RCP). RCP is a
dangerous process. Velocities of 100—400m s~! (that is
300—1,400 feet s !) have been observed in polyethylene
(PE) pipes. Since such pipes are being used for fuel gas
distribution within localities; RCP might be accompanied by
an explosion of the gas pressurized inside.

Given the importance of the problem, studies were made
with the objective of connecting the crack length L with a
variety of parameters: fuel pressure inside, pipe fatigue,
tensile behavior of the piping material, and so on. L was
determined by a standard procedure of Greig and Smith [46]
such that a knife is pushed through a pressurized pipe by
falling weight; given the rate at which RCP takes place, the
length L is achieved almost instantaneously. However, no
such connections were found—until Gaube and Miiller [47]
found a correspondence between the notch impact energy U
(see Section 24.4.2) and L. An analysis of the problem [48]
led to the following equation:

L=Ly+L/U, (24.25)

where L, is a material constant with the dimensions of
length, L, is another constant with the dimensions of length
and energy, and U, is the notch impact energy. What is
required here is a criterion showing when RCP will not
occur. Since the notch impact energy U, is the independent
variable in Eq. (24.25), it constitutes the appropriate meas-
ure of CRC for the problem under consideration. U; can be
determined by an independent and fairly widely available
experimental procedure. L can be measured in an outdoor
14 m long stand at Hoechst AG in Frankfurt-on-the-Main
(although such facilities are not widely available). There-
fore, CRC will be represented here by a limiting impact
energy Ul-im defined as

L(U; > Uygim) = O. (24.26)

Now we simply substitute the definition of Uj-jy, from Eq.
(24.26) into Eq. (24.25), with the result

Ut-lim = —L1/Lo. 24.27)

An example of the application of the criterion just defined is
shown in Fig. 24.2. The coordinates are L and U, as defined
by Eq. (24.25). The criterion applies to all classes of mater-
ials; if all plastic pipes were identical, we would have only
one point on the diagram, so here again differences in
processing, handling, transport etc. appear. Each pipe is
slightly different, and there is a certain scatter due to the
limited accuracy of the two kinds of experiments, but it is
clear that Eq. (24.25) is obeyed. Therefore, the criterion
Eq. (24.27) derived from (24.25) is valid. For the data
shown in Fig. 24.2 we have Ly =—896 mm, L| =269 ] mm,
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FIGURE 24.2. Length L/mm of the cracks in PE pipes
determined by the Greig-Smith test 50 vs. the reciprocal
Charpy impact energy (U/J)*‘; after [48].

therefore Uj-jj, = 0.3007J. If the impact energy determined
in the Charpy test (see the section on impact behavior) is
higher than this value, rapid crack propagation will not occur.
Since the criterion is defined for a class of polyethylenes, a
safety factor somewhat larger than unity may be introduced.

24.2.6 Slow Crack Propagation and Its Prediction

The slow crack propagation (SCP) is vastly different from
RCP, not at all spectacular but in fact “quiet” and insidious.
The crack propagation rate di/d¢ might be only, say, | mm
per month; an observation for instance two weeks after
installing a polymeric component might reveal nothing.
Experimentalists customarily present the dh/dr rates as a
function of the logarithmic stress intensity factor K; as
defined by Eq. (24.16); we now use h as the crack length
(as we did before) to differentiate it from the length L which
pertained to RCP. The problem clearly consisted in relating
dh/dt to K. It was solved [49] by using the CRC approach in
conjunction with the Eq. (24.17) of fracture mechanics. The
problem was different than that of Griffith. He needed the
critical stress o, above which crack propagation occurs for
a given crack length A. In our problem we need to know
whether the crack length is below a certain value, call it A,
so that the crack will not propagate [49]. We therefore
reformulate the Griffith Eq. (24.17) as

hee = 2I'E /0. (24.28)

By definition, the crack will propagate only when i > h,.
This is not only a consequence of the CRC concept but also
supported by the molecular dynamics computer simulations
[50,51] showing that a crossover exists from the force field
region dominated by chain relaxation to one in which crack
propagation occurs.

MECHANICAL PROPERTIES / 429

Since notches with & < h do not cause crack propaga-
tion, it was only natural to assume
dh
— = B(h — he;) for h= he,,
dr
where  is a time-independent proportionality factor char-
acteristic for the material since it depends on CRC. We do
not have space here to provide details of the derivation; the
final result [49] is

(24.29)

logK; = (1/2)log (a**2I'E)+
(1/2)log [1 4 (1/Bhc)1dh/dt.

Equation (24.30) provides the desired connection between
K, and dA/dt. In the derivation both the stress level o and the
original crack length Ay were used but both canceled out,
with the unexpected result that the crack propagation rate is
independent of both! The experimental results support Eq.
(24.30) as shown for instance in Fig. 24.3 for Hoechst PEs
studied under uniaxial tension in water medium at 60 °C.
Each symbol pertains to a different stress level and a differ-
ent original notch length. It is clear that all polyethylenes
with the molecular mass M form a common curve, and the
same is true for the other molecular masses. Moreover, we
see that a higher M results in a lower crack propagation rate;
this result is related to the constituents of CRC listed at the
end of Section 24.1.3, particularly the first two of them.

In the beginning we have called SCP “insidious”. The
lowest experimental crack propagation rate value in
Fig. 24.3 is dh/dt = 10"8 cm s~!; this is only 0.315 cm
per year, but the crack does grow. This fact gives us an
idea on the utility of Eq. (24.30).

(24.30)

24.3 QUASISTATIC TESTING AND TRANSIENT
TESTING

24.3.1 Types of Testing Procedures

We have already referred to various kinds of data on
mechanical behavior of polymers. We are now going to
consider methods of acquisition of such information. The
most frequently used are the so-called quasistatic methods
which involve relatively slow loading. Tension, compres-
sion, and flexure belong here. The quasistatic methods have
to be distinguished from so-called transient tests which
include stress relaxation and creep. There are also impact
tests and dynamic mechanical procedures which will be
defined later.

Specimens for testing may be produced by processing
operations such as injection molding, compression molding,
or machining from sheets. Machined surfaces have to be
smoothed in their long axis direction with abrasive paper.
Any flash on molded specimens shall be removed; the cross-
sectional area has to be uniform along the whole length
subjected to testing. Consequences of any nonuniformity
would show up as stress concentrators discussed above.
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FIGURE 24.3. Crack propagation rate vs. the stress intensity factor for Hoechst polyethylenes. Each PE class such as A has the

same molecular mass, with My < Mg < Mg; after [49].

The recommended number of tests on each sample is at least
five, 10 or more are preferred. If producing design data for a
particular application is the objective, the samples must be
prepared by the same method as the part in question.

Testing of materials is governed by standards. We shall
often refer below to those of the American Society for
Testing and Materials (ASTM), West Conshohocken, PA.
However, as national economies become more and more
connected into a global economy, the use of standards
defined by the International Standards Organization (ISO)
is on the increase. In Table 24.2 we list several ISO and
ASTM tests.

24.3.2 Tensile Properties

Tensile testing is the most frequently used method to
characterize the material strength. The machine used is pre-
sented schematically in Fig. 24.4. It should be of the con-
stant-rate-of-crosshead-movement type, consisting of one
fixed and one movable member, both carrying self-aligning
grips. The movable member shall move with a uniform,
controlled velocity with respect to the stationary one. An
extensometer is used to determine the distance between two
designated points within the gage length of the test specimen
as this is stretched. Speed of testing is defined as the relative
rate of motion of the grips or test fixtures. It is specified for
different types of specimens, varying typically from 1 to
500 mm/min (0.2-20 in. min~'). The lowest speed that pro-
duces rupture in the time range 0.5-5 min for the specimen
geometry used is to be selected.

One tests dumbbell-shaped or straight-sided specimens
under defined conditions of pretreatment, temperature, hu-
midity, and deformation rate. The former specimens are
shown in Fig. 24.5.

There are two essential properties determined each time.

The first is the engineering stress

g :F/AQ,

(24.31)

where F is the applied force and Ay is the initial cross-
sectional area. Determination of the frue stress based on
the actual cross-sectional area A which changes during the

TABLE 24.2. /SO and ASTM tests for important mechanical

properties.

ISO ASTM
Property standard standard
Tensile modulus 527-1 &2 D 638
Yield stress 527-1 &2 D 638
Yield strain 527-1 & 2 D 638
Nominal strain at break 527-1 &2 —
Elongation at break 527 D 638
Stress at 50% strain 527-1 & 2 —
Stress at break 527-1 &2 D 638
Strain at break 527-1 &2 D 638
Flexural modulus 178 D 790
Flexural strength 178 D 790
Charpy impact strength at —30 °C 179 D 256
Charpy impact strength at +23 °C 179 D 256
Charpy notched impact 179 D 256

strength at —30 °C
Tensile impact 8256 D 1822
Izod impact strength at —30 °C 180 D 4812
Izod impact strength at +23 °C 180 D 4812
Izod notched impact strength 180 D 256
at —30 °C

Izod notched impact strength 180 D 256

at +23 °C
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FIGURE 24.4. The machine for quasistatic testing—including
tension, compression, 3-point bending and/or 4-point bend-

ing.

experiment is possible but more difficult. The other key
property is the engineering strain (also known as the nom-
inal tensile strain)

e=(—1ly)/lo = Al/l. (24.32)

Here [ is the current length of the specimen while /; is the
original length.

The quantities obtained most often from tensile testing
are:

Tensile strength: The maximum load divided by Ay.

Percent elongation: If the specimen gives a yield load
larger than the load at break, calculate percent elongation at
yield. Otherwise, percent elongation at break is reported.

Modulus of elasticity: It is the proportionality factor E
appearing in Hooke’s law:

o=Ee (24.33)

and is also often called Young’s modulus. It is calculated
from the initial linear portion of the load vs. extension curve
giving us the stress vs. strain curve. For materials where

p— ¢
r__ We
f

We
_m——

FIGURE 24.5. The dumbbell (“dogbone”) specimens for ten-
sile testing.

MECHANICAL PROPERTIES / 431

there is no clear linearity of the initial portion of the stress—
strain curve, the modulus is calculated by dividing the
nominal (= engineering) stress value by the corresponding
designated strain (secant modulus).

In Fig. 24.6 we show several types of behavior seen in
tensile testing of polymers. For performing a specific test,
consult one of the standards listed in Table 24.2.

24.3.3 Compressive Properties

Of course, in compressive testing the strain defined by
Eq. (24.32) is negative, but the definitions (31)—(33) are
applicable. Basically two different testing methods are
available here. In the first one the sample is deformed at a
constant rate under simultaneous recording of the stress and
deformation. This method, in essence a mirror image of the
tensile test, is defined in ASTM D 695M. According to the
second method, a constant load is applied to the specimen,
the deformation of which is recorded after a given period of
time with additional reading of the recovery of the specimen
following unloading. This method, basically a compressive
creep recovery test, is the subject of ASTM D 621.

Compression is an important mode of load application.
An example of compressive loading is assemblies of con-
ductors and insulators held together by suitable fastening
devices. However, the compressive strength as such has a
rather limited design value, since this type of loading apart
from exceptions, such as collapsing foams or shatter of
brittle plastics, seldom results in failure.

Testing of flexible materials, like rubbers, may involve
complications due to their deformability. For instance, one
finds that compressive stiffness is markedly dependent on
contact surface constraints and specimen shape.

Stress

Strain

FIGURE 24.6. Typical engineering tensile stress vs. engin-
eering strain curves. Points A, C, E, and F correspond to the
tensile strength and elongation at break, D and B at yield. The
curve ending at A represents a brittle material, those with C
and E tough materials each with a yield point, while the curve
ending at F shows a tough material without a yield point.
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24.3.4 Flexure and Bending

We already mentioned that the machine shown in Fig.
24 .4 serves also for bending. Most popular are two kinds, 3
point and 4 point, shown in Fig. 24.7, and described in
standards D 790, D 790 M (=metric) and ISO 178. There
are also less used but more specific standards: ASTM D 747
for apparent bending modulus of plastics by means of a
cantilever beam and D 648 for deflection temperature of
plastics under flexural load.

For brittle materials, flexure testing is believed to yield
more reliable strength, modulus, and other data than the
tensile method, this primarily by reducing the pronounced
effects of misalignment in tension. For sheet materials (ex-
cept laminated thermosets, high-strength reinforced com-
posites) the dimensions of the specimens depend on
whether tested flatwise or edgewise; the thickness of the
sheet is the depth, or width, respectively. The depth shall not
exceed the width in the latter case. ASTM standards specify
also that, for sheets less than 1.5 mm in thickness, a speci-
men 50 mm long by 10 mm wide shall be tested flatwise on
a 25 mm support span. Molding materials shall be 80 by 10
by 4 mm tested flatwise on a 64 mm support span. Special
rules apply to laminated thermosets and highly anisotropic
composites, which shall be tested with a larger span-to-
thickness ratio (up to 60:1). Anisotropic materials require
four different specimens, tested edgewise and flatwise, and
cut in lengthwise and crosswise directions.

24.3.5 Stress Relaxation

Stress relaxation is typically determined in the uniaxial
mode in a specimen or part kept at constant deformation.

L4 . L/2 L L/a

FIGURE 24.7. 3-point and 4-point loading modes in bending.

This pertains to parts in service such as fasteners, seals, or
screws. An example of results of such a test are shown in
Fig. 24.8. The relaxing stress could conceivably fall to zero
(curve a in the bottom part of Fig. 24.8) but in practice the
behavior displayed as curve b is observed, so that a certain
level of internal stress o; is established.

The concept of internal stress is very useful for bringing
out common features of stress relaxation behavior of differ-
ent kinds of materials. Instead of plotting stress vs. time ¢, let
us plot (o — 0y)/(00 — 0;) = 07 /o} vs. t. Here oy pertains
to the time of strain imposition. Such a plot was proposed
by Kubat already in 1965 [52]. An example is shown in
Fig. 24.9. We see that curves for ostensibly very different
materials have similar shapes. A large central part of each
curve has almost the same slope s as the other curves, so
that

s=(—do/dIn Ny = (0.1 £0.01) (0o — 07).  (24.34)

To explain the situation displayed in Fig. 24.8, Kubat has
proposed a cooperative theory of stress relaxation [53,54].
He assumed that single units (metal atoms, polymer chain
segments) do not relax individually but clusters of such units
relax together. Thus, the Kubadt theory is quite general an
explains the observed behavior of metals and polymers
alike. Molecular dynamics computer simulations have con-
firmed that indeed cluster relaxations prevail over individual
relaxation, and this both for metals [55] and for polymers
[56,57].

In Section 24.1.3 we have discussed among others the
time—temperature correspondence principle. An example of
application of that principle is shown in Fig. 24.10. The
results pertain to high density polyethylene (HDPE) sub-
jected to different levels of predrawing [58]. The draw ratio
is defined as

Strain

Time
Stress
o

Time
to

FIGURE 24.8. Stress relaxation represented by strain vs.
time and stress vs. time curves. Explanation in text.
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FIGURE 24.9. Stress relaxation curves—as explained in the
text—for polyisoprene (natural rubber, 1), oriented low density
polyethylene (LDPE) with the draw ratio A = 1.8 (curve 2),
indium (3), unoriented LDPE (4), cadmium (5), polyisobuty-
lene (6), and lead (7).

A=et1, (24.35)

where ¢ is the engineering strain defined by Eq. (24.32). The
curves in Fig. 24.10 have the same shape as those in Fig.
24.9. The final horizontal parts are fairly long in Fig. 24.10,
a consequence of prediction over 16 decades of time. The
necessary shift factor values have been calculated from

Inar = 1/(a+ c\) + B/ — 1). (24.36)

Equation (24.36) reduces to Eq. (24.13) for A = 1. Equation
(24.7) has been also used along with a representation of 7*
as a quadratic function of A. We see that indeed predict
of long-term behavior from short-term tests can be accom-
plished.
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FIGURE 24.10. Master stress relaxation curves for HDPE at
the reference temperature T = 313.2 K (= 40 °C), the con-
stant tensile strain £ = 0.025 and at different values of the
draw ratio: A = 12.2 in the top (1) curve; A = 5.5 in the middle
(2) curve; and the material without predeformation (A = 1)
in the bottom (3) curve. The symbols pertaining to the
experiment temperatures are the same in all three
curves: O for —50°C; ® for — 30 °C; A for — 10 °C; A for
0 °C; O for + 20 °C; @ for + 40 °C; ¢ for + 60 °C; ¢ for + 80
°C; and x for + 100 °C. The vertical coordinate is the tensile
stress o, the horizontal is log t/ar; after [58].
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24.3.6 Creep

Creep denotes the time-dependent elongation of a speci-
men or part subjected to a constant stress. Normally, the
deformation range is relatively limited; the stress provided
by a dead-weight can thus be considered as fairly constant
and the change in the cross-section during the process
neglected. Such a loading mode emulates the loading situ-
ations normally encountered in engineering practice. The
pertinent standards include ASTM D 2990.

Figure 24.11 shows a schematic picture of a creep curve
plotted as strain vs. time. There is an initial elastic deform-
ation which at higher stress levels may also include a plastic
component. This is followed by the primary creep stage
characterized by a decreasing creep rate—stabilizing at a
level corresponding to the secondary or stationary creep
stage. In the end phase of the process, called tertiary creep,
the rate becomes higher again, eventually resulting in creep
rupture. It is to be noted that long-term failure may occur at
significantly lower stresses than those determined in normal
tensile testing. The logarithm of the time to rupture is often
found to decrease linearly with the applied load.

Primary (transient) creep can be considered as a consoli-
dation process during which the structure of the material
adjusts itself to the following steady-state creep stage. In
some instances, like in cross-linked elastomers at low
stresses, the steady state is absent, with the creep rate de-
creasing to zero, and the total creep strain remaining constant.
In this case, primary creep is a delayed response of the
material to the applied stress. At higher stress levels, chain
scission, oxidation effects etc. may influence this simple
behavior.

Strain

Time

FIGURE 24.11. A schematic of a creep curve. A = instant-
aneous initial deformation which may contain a plastic com-
ponent; B = primary, C = secondary and D = tertiary creep
stage.
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During the steady-state stage the material flows in a
viscous (plastic) manner. In some instances, this stage may
not be clearly discernible, constituting only a transition
between the primary and tertiary portions of the creep
curve. It may be noted that the acceleration of the creep
rate in the latter part is not due entirely to a decrease in the
cross-section of the specimen and thus to an increase in
the stress level in tests where the specimen is loaded with
a dead-weight.

We have already mentioned creep recovery. An example
including the recovery stage is shown in Fig. 24.12.

We observe that the recovery curve is almost a mirror
image of the primary creep stage.

In Section 24.1 we have defined ways of prediction of
long-term behavior from short-term tests. Let us now pro-
vide more examples of application of these concepts. Creep
and stress relaxation have been determined for PET/
0.6PHB, where PET is the poly(ethylene terephthalate),
PHB, the p-hydroxybenzoic acid, and 0.6 is the mole frac-
tion of the latter in the copolymer [58]. PET/0.6PHB is a
polymer liquid crystal, see chapter 41 on PLCs in this Hand-
book. In temperature ranges of interest it forms 4 coexisting
phases [60]. Conventional wisdom said that prediction
methods work only for so-called rheologically simple ma-
terials, practically for one-phase polymers. Therefore, we
have decided to apply as severe a test as possible to our
prediction methods and a multiphase PLC is a good choice.

In Fig. 24.13 we show several isotherms of tensile creep
compliance (see Eq. (24.9)) for PET/0.6PHB [58]. In Fig.
24.14 we show a master curve for Tef = 62 °C (the glass
transition temperature of PET, the nonliquid crystalline com-
ponent of the PLC) based on the curves from Fig. 24.13. We
see a successful prediction over 16 decades of time.

Important here of course is whether the shift factor ar
values calculated from Eq. (24.13) agree with the experi-
mental ones. These results are displayed in Fig. 24.15. The
continuous line is calculated from our Eq. (24.13). The
dotted line is from an equation proposed in 1955 by Wil-
liams, Landel, and Ferry (WLF) [27], a pioneering at(T)
formula at that time. We see that the WLF equation works
well in a certain temperature range—this seems the reason it
is still in use—but fails miserably outside of that range.
Nobody else but Ferry [1] stated that range of application
of WLF amounts to 50 K or so, not more. If one makes a
primitive and unfounded assumption in our Eq. (24.13), one
gets from it the WLF equation as a special case [6]. The
problem is when people use the WLF equation blindly in
wide temperature ranges, obtain bad results, and draw a
false conclusion that the time—temperature correspondence
principle does not work.

As already mentioned, stress relaxation was also deter-
mined for PET/0.6PHB [59]. We do not present the results
here, although also in this case one obtains a master curve
which covers 16 decades of time. Important, however, is the
comparison of ar(T) values from creep and stress relaxation.
This is made in Fig. 24.16. The continuous line is again
obtained from Eq. (24.13). We see that the ar values
obtained from these two kinds of experiments practically
coincide. Thus, Eq. (24.13) serves to predict a true material
property rather than a property related to just one kinds of
experiments.

The time—stress correspondence principle as embodied
by Eq. (24.14) has also been used successfully [61]. We do
not include such results for brevity. One could argue that the
use of equations discussed in Section 24.1 requires fairly
large amounts of experimentation. This impression might be
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FIGURE 24.12. Creep and creep recovery of an oriented polypropylene monofilament with 0.35 mm in radius at 60.7 °C and
stress level ¢ = 36J cm 2 unloaded at 35.5 and 45.5 min. Deformation in mm relates to a specimen length f, = 100 mm.



MECHANICAL PROPERTIES / 435

-1.50
-2.00
——20
- 40
— -2.50 —&— 50
°|’E -3~ 60
5 - 70
3 —8— 80
87 —+— 90
- -3.00 —8— 100
— 110
—&— 120
-3.50
-4.00 T T T T r
1.00 1.50 2.00 2.50 3.00 3.50

log (t/s)

FIGURE 24.13. Experimental tensile creep compliance for PET/0.6PHB in logarithmic coordinates at 20 °C (the bottom curve)
and other temperatures indicated in the insert; after [59].
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FIGURE 24.14. Tensile creep compliance for PET/0.6PHB in logarithmic coordinates as the master curve for 62 °C; after [59].
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FIGURE 24.15. The temperature shift factor ar(T) for PET/
0.6PHB for 62 °C. Circles are experimental values, the dotted
line from the WLF equation and the continuous line from Eq.
(24.13) in conjunction with Eq. (24.7); after [59].

confirmed for instance by our Fig. 24.13 which contains 10
isotherms. Therefore, methods of prediction of long-term
behavior from short-term tests based on our Eqgs. (24.12)—
(24.14) have been developed [62, 63] such that one uses two
or three experimental isotherms or results for two or three
stress levels. Again, we are not going to discuss these results
here for brevity.

24.4 IMPACT BEHAVIOR

24.4.1 Rates of Force Application

We have noted in Subsection 24.2.5 that a measure of
CRC has to be defined for each specific problem. Imagine a
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FIGURE 24.16. Experimental shift factors ar(T) from creep
(full circles) and from stress relaxation (empty circles). The
continuous line is from Eq. (24.13) in conjunction with Eq.
(24.7); after [59].

slow-loading process, such as a part (an early stage) of
quasistatic loading by compression. Then Ucgc featured in
Eq. (24.2) might be relatively low; as a consequence U, will
be low too, but still U, > Uy, and the material or component
will “survive an attack”. However, if the loading occurs at a
fast rate, the same external energy Uy will exceed U, be-
cause relaxational processes take time, and fracture will
occur. We shall now consider impact testing with this situ-
ation in mind.

24.4.2 Impact Testing

The most frequently applied impact tests are shown in
Fig. 24.17 A and B. A pendulum (shown as a filled arrow)
falls from a certain height; the loss in the potential energy of
the pendulum is assumed equal (with a correction for losses
such as friction) to the energy Uy absorbed by the specimen;
see Eq. (24.1). The Charpy test is described by the ASTM D
256 standard method B, the 1zod test by the same standard
method A. We see (Fig. 24.17 A) that in the Charpy test
there is a symmetry with respect to the center of the speci-
men. By contrast, in the 1zod test (Fig. 24.17 B) the bottom
half of the specimen remains ‘“untouched” while the top
part is broken off. We—and more and more laboratories
around the world—perform now both tests with a sensor
installed on the pendulum and connected to a computer.
Thus, not only a single value of the energy but a whole
curve is obtained. For convenience single values of impact
strength (IS) for a number of polymers are listed in Tables at
the end of this chapter.

There is also a combination of tension with impact shown
schematically in Fig. 24.17 C. This test is also symmetric
with respect to the center, just as the Charpy procedure.

24.4.3 Impact Transition Temperature:
Determination and Prediction

Traditionally—and that started with metals—one distin-
guishes two types of mechanical behavior of polymers:
brittle and ductile. It will be clear to us after discussion of
the free volume concept in Subsection 24.1.3 that brittle
behavior will dominate at low temperatures when the free
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FIGURE 24.17. Schematics of impact tests showing geom-
etry, loading mechanisms, and clamping modes.



volume is low. Therefore, there is a transition temperature
T, above which the material will be ductile. We shall
discuss the CRC connections and a way to predict 7; in the
next Subsection. Now we shall define a procedure of ex-
perimental determination of 7. It should be noted immedi-
ately that the index I refers to impact; determination of
brittle-to-ductile transition by loading at a rate slower
than impact will result in finding not a single temperature,
but a temperature range; the range might be as large as
10 K [64].

In view of this, we define 7 as the temperature at which
the response of the material changes from brittle to ductile
under high-impact conditions. The Charpy test described
above can be used to achieve those conditions [6]. As
discussed in Subsection 24.2.5, two specimens are hardly
ever identical. At T} we have, therefore, 50% failing in the
brittle way and the other half in the ductile way.

The difference between the two kinds of failure are easily
visible when one compares fracture surfaces, macroscopic-
ally as well as in micrographs obtained by scanning electron
microscopy (SEM). Macroscopically, the fracture surface of
a brittle failure appears smooth. SEM micrographs show in
this case a “flaky” surface. By contrast, ductile failure is
characterized by “hills and valleys” with deformed strands
coming out from the surface, as well as holes in the surface
left by strands which at break time have “joined” the other
surface. Examples of the two types of micrographs are
shown, respectively, in Figs. 24.18 and 24.19. There is a
whole book by Michler [65] on polymer micromechanics
which contains many instructive SEM micrographs of frac-
ture surfaces as well as crazes, shear yielding, and also
combinations such as crazes crossing shear bands.

Using the concepts discussed in Sections 24.1 and 24.2,
the following equation [6] was derived:

K, =F x e B/0=D (24.37)

here K, is the stress concentration factor as defined by
Eq. (24.15); B is the Doolittle constant from Eq. (24.8);
and the reduced volume v, is that at the impact-transition
temperature 7;. Thus, we have an implicit formula for T;
which can be related to v| by an equation of state such as
Eq. (24.6) or (24.7); there is a T} value corresponding to each
stress concentration factor.

Equation (24.37) was tested for LDPE for which suffi-
cient data were available. The results are shown in Fig.
24.20. We see that the equation is obeyed within the limits
of the experimental accuracy. Thus, two pairs of 7} and K,
values are sufficient for the calculation of the parameters
F and B and for subsequent prediction of the entire diagram.

24.4.4 Prediction of Volumetric Properties from
Impact Data

We have used above free volume to explain mechanical
properties. Since we have at our disposal quantitative rela-
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FIGURE 24.18. SEMicrograph of a brittle fracture surface;
after [65].

tionships which work well, it was tempting to see whether
the relationships can be used also in the opposite direction:
going from mechanical properties toward volumetric ones.
Thus, Eq. (24.37) was used in this opposite direction [66]:

FIGURE 24.19. SEMicrograph of a ductile fracture surface;
after [65].
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FIGURE 24.20. Relation between the stress concentration
factor K; and the impact transition temperature T, in K for
LDPE. Circles represent experimental values obtained by
the Charpy method and crosses those calculated from Eq.
(24.37).

specific volume v was obtained for the first time from
mechanical parameters—the impact transition data—via
an equation of state. The result was prediction of v over a
temperature range of 100 K. The average difference be-
tween calculated and experimental specific volume values
was only 0.092%. This constitutes one more confirmation—
and of a different type—of the physical significance of the
CRC concept and of the relations based on that concept.

24.5 VISCOELASTICITY AND DYNAMIC
MECHANICAL TESTING

24.5.1 Objectives and Definitions

As noted in Subsection 24.1.2, viscoelasticity of polymers
represents a combination of elastic and viscous flow mater-
ial responses. Dynamic mechanical analysis (DMA, also
called dynamic mechanical thermal analysis, DMTA) en-
ables simultaneous study of both elastic (symbol ') and
viscous flow (symbol ”) types of behavior. One determines
the response of a specimen to periodic deformations or
stresses. Normally, the specimen is loaded in a sinusoidal
fashion in shear, tension, flexion, or torsion. If, say, the
experiment is performed in tension, one determines the elas-
tic tensile modulus E’ called storage modulus and the corre-
sponding viscous flow quantity E” called the loss modulus.

Diagrams showing the temperature or frequency depend-
ence of storage and loss modulae can be used to locate the
thermal transition regions such as the glass transition—
although other methods such as differential scanning calor-
imetry (DSC) can be used for that purpose as well. At the
same time, the dynamic mechanical methods constitute the

primary technique for the study of dissipation mechanisms,
and thus of CRC. Clearly DMA data are of importance in
designing products to be used in, for instance, vibration
isolation, where the mechanical damping properties are
used to convert mechanical vibrations into heat. Methods
of this type are also highly useful in studies of phase separ-
ation in multicomponent systems, effects of fillers and other
additives, different processing variables, degree of crystal-
linity, molecular orientation, internal stresses, etc.

Consider a material subjected to an oscillating load of
small amplitude that is in the linear viscoelastic range. The
angular frequency of the sinusoidal oscillation is w. A si-
nusoidal stress o will produce a sinusoidal strain &, and vice
versa. However, because of the viscous component of the
deformation, there will be a phase shift between stress
and strain. The pertinent quantities can be represented as
follows:

£ = g sin wt (24.38)
o = o sin (wt + 6)
= 0 sinwtcosd + oy cos wrsin b. (24.39)

Here o and ¢y denote, respectively, the amplitudes of stress
and strain, ¢ the time, and & the phase shift between stress
and strain. An illustration is provided in Fig. 24.21.

As already mentioned, the description of the response of a
viscoelastic material to a sinusoidal tensile strain requires
the introduction of two modulae; they are defined as

E =2% cosd = Egcosd (24.40)
&0
E" =72%6in§ = Eysin s, (24.41)

€0

E4 is named the absolute value of the dynamic modulus.
Obviously,

Eq = [(E? + (E"Y]'/2. (24.42)

The introduction of E” and E” enables us to write Eq. (24.39)
as

o = goF sinwt + gyE" cos wt. (24.43)

o = oy sin(wt + 8)
£ = gy sin(ot)

\

FIGURE 24.21. The phase lag of the strain ¢ resulting from
an applied sinusoidal stress o



The ratio

"

% =tané
is the mechanical loss factor. It is a measure of the energy
dissipated during a loading cycle relative the energy stored
elastically in the material. Sometimes the term internal
friction is used instead.

Another way of describing this type of response is to use
the similarity between Eq. (24.42) and the decomposition of
a number in the complex plane into its real and imaginary
components. We can thus define a complex dynamic modu-
lus E* in the following way

(24.44)

E* = E +iE" = E4e®, (24.45)

where E4 is the absolute value of the dynamic modulus
introduced in Eqgs. (24.40) and (24.41) and equal to o¢/&o.

Figure 24.22 illustrates the decomposition of E* into its
components according to Eq. (24.45). As can be seen, the
complex representation is equivalent to that introduced
above; see Eqgs. (24.40) and (24.41). The modulae relating
to dynamic shear and hydrostatic compression, that is G and
K, respectively, are defined in the same way as E in the
above equations.

In some cases, the inverse values of the complex modulae
named compliances are used; these are similar to the tran-
sient modulae and compliances such as seen in Eq. (24.9).
The complex tensile compliance D* is thus defined as

D" =—, 24.46
= (24.46)
and the complex shear compliance J* as
1
J=—. 24 .47
o (24.47)
The following equations relate the components of D and E:
Dl DII
E == E' ==, (24.48)
Dy Dy
ImE* ImD*
Eq
E//
3 24
E ReE* 3 ReD*
DIV

Dy

FIGURE 24.22. Graphical representation of the storage and
loss moduli E’ and E” as components of a vector Ej in the
complex plane. Ey is the absolute value of the dynamic modu-
lus. The corresponding compliances are shown in the right
hand part of the figure.
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!/ !
D = %, D = 52, (24.49)

Eg Eg
where Dy is given by DyE4 = 1. Similar relations apply to
the other moduli and the corresponding compliances. The
graphical visualization of the compliance components using
the complex plane is shown also in Fig. 24.22.

It should be remembered that the moduli and compliances
under discussion are functions of frequency. The quantities
E', D' etc. should thus be written E'(w), D'(w), and so forth.
The frequency dependence of these quantities is governed
by the same distribution of relaxation or retardation times as
is stress relaxation, creep or other time-dependent mechan-
ical phenomena. Single relaxation or retardation times can-
not depict the frequency dependence of the dynamic
mechanical behavior of polymers.

There is just one book in the world literature on the
subject of dynamic mechanical analysis (DMA) which dis-
cusses the quantities briefly defined above, namely by
Menard [67]. A summary is provided also by Menard in a
book chapter [68].

24.5.2 Experimental Procedures

Dynamic mechanical testing allows the use of a variety of
instrument types and a wide range of experimental condi-
tions. The temperature may range from practically obtain-
able subambient up to levels where thermal degradation
occurs, the frequencies typically from 0.01 to 1,000 Hz.
The results should be examined for possible self-resonances.
The elastic modulus of the material to be examined may
range from 0.1Jcm ™ to 100Jcm ™ depending on type of
polymer, temperature, and frequency.

The different techniques available for the determination
of dynamic mechanical properties include several modes of
load application and a number of dependent variables (tem-
perature, frequency, and time). ASTM D 4092 provides a
collection of definitions and terms, the most important of
them described in Section 24.5.1. ASTM D 4065 describes
standard practice in determining dynamic mechanical prop-
erties according to a variety of experimental methods; see
Fig. 24.23.

24.5.3 Fatigue Determination

Plastics parts subjected to repeated loading may undergo
failure by so-called dynamic fatigue. The term dynamic
intends to distinguish this type of failure from that mentioned
in static loading—as for instance in creep where the term
static fatigue is sometimes used; see Section 24.3.6. The stress
levels leading to failure are in both cases lower than those
recorded in short-term tests. In dynamic fatigue, it is often
observed that no failure occurs when the stress amplitude is
lower than a certain value, the so-called fatigue or endurance
limit, often characteristic of the material being studied.
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FIGURE 24.23. Schematic picture of various loading modes
used in dynamic mechanical testing.

Fatigue testing of polymers cannot be accelerated by
simply increasing the loading frequency. The reason is the
relatively high level of mechanical damping (internal fric-
tion) in common polymers which would produce an exces-
sive heating of the specimen.

Fatigue tests provide data on the number of loading cycles
producing certain types of deterioration of the material
(crack initiation and propagation, fatigue failure, softening
due to energy dissipation). The ASTM test D 671, based on
a constant force amplitude, allows these effects to be studied
at varying stress levels and environmental conditions. When
used for design purposes, the testing and end-use conditions
are to be similar. Differences in the fatigue behavior may
also be noted when employing testing equipment different
from that described in the standard.

There exists a related but different German Standard DIN
53 442 which uses dumb-bell-shaped specimens differing
from those used for tensile testing by a rounded middle
section. Another difference in comparison with the above
ASTM method is the use of constant deformation amplitude
of the vibrations. This results in a stress amplitude decreas-
ing with time due to stress relaxation. Apart from this, the
stress amplitude diminishes also due to the heating of the
specimen. The results are reported in a similar manner as
required by the ASTM standard with the stress amplitude
relating to the first cycle.

24.5.4 Application of Time—Frequency Correspondence
Principle

We have explained the correspondence principles in Sec-
tion 24.1.3, including the time—frequency correspondence.
We were not able to apply this particular principle before
becoming familiar with dynamic mechanical experiments.
We need to provide at least an example of the application of
the correspondence in the frequency domain. In Fig. 24.24
we show results from [58] pertaining to HDPE. The shift
factors used to obtain that diagram have been calculated
from equations in Section 24.1.3. More examples can be
found for instance in the same paper [58].
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FIGURE 24.24. The master curve for HDPE of tan § vs. log
at/w for 40°C and A = 1; after [58].

24.6 ELASTOMERS

24.6.1 Mechanical Behavior as a Function of
Temperature

The most amazing thing about elastomeric polymers is
the fact that they can be stretched by several hundreds of
percent and still behave elastically; that is the engineering
stress o (Eq. (24.31) will still be directly proportional to the
engineering strain ¢ (Eq. (24.32)). This in contrast to other
polymers, and in an even sharper contrast to metals and
ceramics in which the elastic region ends at one percent
elongation or even less. As a result, the elastic tensile modu-
lus E (see Eq. (24.33)) is 1.1 x 103Tcm™> for copper,
7.2 x 10*Tem™ for clear fused quartz, 2 x 10°Jecm™ for
nylon (that is a nonelastomeric polymer) and only about
1Jcm™ for gum rubber.

The explanation of the behavior which is ordinarily
called rubbery lies in the huge number of possible con-
formations in elastomeric chains. When a copper wire is
drawn, we soon come to weakening and eventual destruc-
tion of primary chemical bonds between Cu atoms. When a
rubber band is drawn, rotations and other changes results in
new conformations, but the primary bonds are preserved.
This can be described as unkinking and straightening out
of kinked and ‘““mixed up spaghetti-like” elastomeric
chains.

It is essential to note that elastomers do not always behave
in the manner known from stretching a rubber band at room
temperature. Some of us might have seen an experiment
when such a rubber band was put into liquid nitrogen,
became brittle, and when stretching was attempted the
band broke into little fragments. Thus, in general the type
of behavior of an elastomer depends on the temperature.
This is shown in Fig. 24.25: the elastic modulus E (for a
certain fixed time after the imposition of a force) as a
function of temperature 7. At low temperatures we have
the brittle behavior—as the rubber band in liquid nitrogen;
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FIGURE 24.25. Dependence of the tensile modulus E (for a
fixed time t since the imposition of a force) on temperature T
for an elastomer.

the modulus E is relatively high. Then from the glass tran-
sition temperature T, up to approximately T, + 30K we
have the leathery state—with retarded high elasticity.
Then comes the rubbery behavior known to us from stretch-
ing the elastomeric band at room temperature: instantaneous
high elasticity. Finally, if the elastomer is not cross-linked,
we have melting and liquid flow. If the elastomer is cross-
linked, the rubbery plateau persists. We conclude that an
elastomer might exhibit glassy, leathery, rubbery, or liquid
flow behavior.

24.6.2 Thermodynamic and Molecular Behavior

We have already referred to the fact that the explanation
for the instantaneous high elasticity lies at the molecular
level. This is a vast area of active research, and we do not
have space to discuss details, but we can recommend to the
reader a book by Mark and Erman [69] which covers pre-
cisely that field.

Here we shall mention only two facts. First, the behavior
at the molecular level can be related to the macroscopic
thermodynamic description. For the simple uniaxial tension
we have

dU =TdS — PdV + Fd!
dA = —SdT — PdV + FdI,

(24.50)
(24.51)

where the symbols have the same meaning as before: U is
energy; S, entropy; F, force; and / is the length while A is the
Helmbholtz function. Second, Egs. (24.50) and (24.51) can
be used in conjunction with the analysis of a memoryless
system (also known as the story of the drunkard walk) to

obtain the following relation:
F = kTI/NI?, (24.52)

where N is a constant proportional to the degree of poly-
merization, k is the Boltzmann constant while / is the length
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of one segment. We can easily verify that the last result is
true: when we put a stretched piece of rubber between our
lips, under given tension the specimen shrinks when
warmed. In other words, since F, N, and /2 are all constant,
an increase in T must produce a decrease in /. Other cases
such as biaxial extension and shear are treated in the already
quoted book of Mark and Erman [69].

24.6.3 Swelling of Networks

Some polymeric materials are water-repellent and thus
used for instance as impregnation of overcoats, but some
elastomeric and other networks absorb liquid penetrants
avidly and swell—until an equilibrium degree of swelling
is reached. Since this is only one chapter in the Handbook,
of limited length, again we shall take the same short-cut as
in the preceding Subsection: we recommend to the reader
the book by Mark and Erman [69]. Since the behavior of
elastomers is characterized in terms of energy and Helm-
holtz function, as in our Egs. (24.50) and (24.51), we need a
relation for the calculation of change of A caused by swell-
ing [70]:

AAswelling = AAel + AAmix- (2453)

That is, the change in the Helmholtz function on swelling
consists of an elastic (‘““mechanical”) contribution AAg
resulting from the change of dimensions of the network
caused by the solvent penetration and also from the
“thermodynamic” contribution AApx caused by polymer
+ solvent interactions upon mixing. The latter can be cal-
culated for the swelling process by similar procedures as for
polymer + polymer or liquid + liquid systems. Equation
(24.53) is thus the starting point for dealing with mechan-
ical, thermodynamic, and molecular behavior of swollen
networks. The assumption that there is no mixed term, that
is mechanical effects do not affect thermodynamic ones
nor vice versa, has been supported by results for several
systems [70].

24.6.4 Filled Elastomers

Natural rubber crystallizes on elongation—a phenom-
enon called strain-induced crystallization—what enhances
mechanical properties. However, a filler in the form of
carbon black is typically added to natural rubber to addition-
ally modify the mechanical properties. Elastomers which
cannot undergo strain-induced crystallization contain even
more fillers. Carbon black is used in such cases also, but
silicone rubbers are filled with silica.

Automotive tires constitute the classic example of carbon-
black reinforced elastomers. The elastomer can be either
natural rubber—as typically is the case of truck and aircraft
tires, or else a synthetic rubber—as is typical for automobile
tires. However, reinforcing fillers constitute only one of
many additives. There are also antioxidants, light stabilizers,
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plasticizers, antiplasticizers, impact modifiers, processing
aids, colorants, flame retardants, crosslinking agents etc.
There exists a thorough collective book edited by Zweifel
[71] on polymer additives, which discusses filers and rein-
forcements in some detail.

24.7 OTHER ISSUES

24.7.1 Brittleness and Aging

There is still a number of topics related to mechanical
properties of polymers which we did not cover. One of
them is aging in the glassy state: tending toward equilib-
rium, the material increases its density, and thus lowers its
free volume. We do not have space for it, but aging is
understandable in terms of CRC as explained in Section
24.1, and is discussed in some detail by Robertson and Kim
[72].

An important result of aging is brittleness. Of course,
there are also materials which are brittle even without
aging. Brittleness is not a simple inverse of ductility (for
which there is more than one definition) nor of toughness.
Brittleness has been defined [73] as

B=1/(s E) (24.54)

where ¢y, is the elongation at break in tensile testing (along
with the stress at break o}, and other quantities, see Tables
below) while E’ is known to us From Section 24.5.1. Thus,
the first term in the denominator comes from quasi-static
tensile testing and the second from DMA. Application of Eq.
(24.54) shows that polystyrene is highly brittle, what explains
odd behavior of PS in a variety of circumstances [73].

24.7.2 Nanoindentation

Nanoindentation is a technique gaining increasing popu-
larity [74-76]. Actually, the technique is sometimes abused
by attempts to calculate the elastic modulus E on the basis of
a model valid for fully elastic materials only [74]. While
such attempts fail, a connection has been found by Fujisawa
and Swain between E and the unloading strain rate [75]. As
shown by Tweedie and Van Vliet [76], spherical indentation
provides lower contact strains and more reliable results than
conical indentation. A modification providing repetitive
indenter hits perpendicular to the specimen surface at the
same spot and thus nanoindentation fatigue testing (NIFT)
exists also [77].

24.7.3 Tribology

Another important area is tribology which includes
friction, scratch resistance, wear and design of interactive

surfaces in relative motion [78]. Rabinowicz [78] describes
vividly huge annual losses to industry caused by wear. Some
tribologists claim that their discipline is not a part of mech-
anics but independent and comparable to mechanics in its
importance. A review of polymer tribology which includes
fundamental definitions is available [79]. Similarly as
mechanical properties, tribological properties of polymers
can be varied by using additives; thus, carbon black can be
used for the purpose [80]. By contrast, using external liquid
lubricants—which work so well for metal surfaces—is in
many cases dangerous because of swelling described above.
Another option is application of magnetic fields which
cause polymer orientation and thus can improve scratch
resistance [81].

24.8 TABLES OF SELECTED MECHANICAL
DATA

Following are selected data for the most often used
polymers. They have been divided (partly arbitrarily, be-
cause of the overlap in definitions) into four tables, num-
bered from 24.3 to 24.6 respectively, for general purpose
polymers, engineering polymers, thermosets, and elasto-
mers. The third column in each of these tables shows the
values of density, the fourth of the tensile modulus, the
fifth the stress at break, the sixth the elongation at break;
IS denotes the Izod impact strength for notched specimens.
The letters A and C in the last column in Tables 24.3 and
24.4 pertain respectively to amorphous and crystalline
thermoplastic polymers.
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TABLE 24.3. Mechanical properties of thermoplastics: commodity (general purpose) plastics.

Polymer Grade p/(g /cm3) E/(GPa) op/(MPa)  &p/(%) IS/(J/m)  Structure

PE LD, LDPE Polyethylene, 0.915-0.93 0.14-0.3 7-17 200900 NB C
low density

PE HD, HDPE Polyethylene, 0.94-0.97 0.7-1.4 2040 100-1000 30-200 C
high density

PE UHMW, UHMW PE 0.93-0.94 0.1-0.7 20-40 200-500 NB C

Polyethylene, ultra-high
molecular weight

PP polypropylene Homopolymer 0.90-0.91 1.1-2 3040 100-600 20-75 C
PP polypropylene —40% glass fiber 1.22-1.23 6.8-7.2 60-110 1.54 75-110
filled
PP Copolymer 0.89-0.905 0.9-1.2 2840 200-500 60-750 C
PVC Poly(vinyl chloride) Rigid (RPVC) 1.32-1.58 1-35 40-75 30-80 20-1000 A
PVC Flexible (FPVC, 1.16-1.70 0.05-0.15 6-25 150-400 — A
plasticized)
PS Polystyrene 1.04-1.05 24-3.2 30-60 1-4 13-25 A
SB Styrene-butadiene Rubber-modified PS  0.98-1.10 1.5-25 15-40 15-60 50-400 A
High-impact PS,
HIPS
ABS Acrylonitrile-butadiene-styrene Medium IS 1.03-1.06 2-28 30-50 15-30  130-320 A
ABS Acrylonitrile-butadiene-styrene High IS 1.01-1.04 1.6-25 30-40 5-70  350-600 A
SAN Styrene-acrylonitrile 1.07-1.09 3.4-3.7 55-75 2-5 15-30 A
ASA Acrylate-styrene-acrylonitrile 1.05-1.07 2.2-24 30-50 20-40  450-600 A

TABLE 24.4. Mechanical properties of thermoplastics: engineering plastics.

Polymer Grade p/(9/ cm®) E/(GPa) op/(MPa)  &p/(%) IS/(J/m)  Structure

PA 6 Polyamide 6 (Polycaprolactam) ¢ 1.13 3 80 50-120 30-120 C

PA 6 Polyamide 6 (Polycaprolactam) ° 15 50 160-200 160

PA 6 Polyamide 6 (Polycaprolactam) & 30-35% glass fiber 1.35-1.42 8-10 170-180 2-4 50 C

PA 6 Polyamide 6 (Polycaprolactam) ? 30-35% glass fiber 5.5 110 95

PA 66 Polyamide 66 a 1.14 3.4 75-90 20 30-55 C
[Poly(hexamethyleneadipamide)]

PA 66 Polyamide 66 b 17-2 50 80 50-110 C
[Poly(hexamethyleneadipamide)]

PA 11 Polyamide 11 a 1.04 1.5 45-50  400-500 100-NB C
[Poly(11-aminoundecanoic acid)]

POM Polyacetal Polyoxymethylene  Homopolymer 1.42 3.1 65-70 25-75 60-120 C

POM Polyacetal Polyoxymethylene  Copolymer 1.41 2.8 65-72?7? 40-75 50-80 C

PET Poly(ethylene terephthalate) 1.29-140 3 50 50-300 12-40 C

PBT Poly(butylene terephthalate) 1.31 2.3-2.5 50-60 120-200 40-55 C

PBT Poly(butylene terephthalate) + 30% glass fiber 1.52 10 100-140 2-4 80-130

PC Polycarbonate 1.2 2.1-24 7090 100-120 650-1000° A

CA Cellulose acetate 1.27-1.32 1525 25-45 10-70 100-450 A

CAB Cellulose acetate butyrate 1.18 1.4-1.8 30-35 30-100 50-500 A

PMMA Poly(methyl methacrylate) 1.17-1.20 2.5-3.3 55-75 3-5 10-20 A

PTFE Polytetrafluoroethylene 2.15-2.20 0.41 7-30 200-400 150 C

PSU (PSO) Polysulfone 1.25 2526 70 50-100 65-70 A

PES Polyethersulfone 1.37 25 80-90 40-80 75-120 A

PPS Poly(phenylene sulfide) 1.35 3.6 65-75 1-2 70 C

PPO (PPE) Poly(phenylene oxide)  Modified with PS 1.06-1.08 2.2-2.7 50-60 200-350 200-370 A
or -ether

PEEK Polytetheretherketone 1.32 3.6 90-200 50 80 C

PEEK Polyetheretherketone 30% glass fiber 1.49 10 100 2 100 C

4dry as molded.
bat 50% relative humidity.
°thickness 3.2 mm.
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TABLE 24.5. Mechanical properties: thermosets.

Polymer Grade p/(g/cm®)  E/GPa) ou/(MPa)  ep/(%) 1S/(J/m)
PF Phenol-formaldehyde resin Wood-flour (ca. 50%) filled 1.37-1.46 5512 30-60 0.4-0.8 10-30
molding compound
PF Phenol-formaldehyde resin Impact modified, cellulose 1.38-1.42 25-45 1-2 20-60
filled (ca. 50%)
MF Melamine-formaldehyde resin  Cellulose filled (ca. 50%) 1.47-1.52 8-10 35-100 0.5-1 10-20
UF Urea-formaldehyde resin Cellulose filled (ca. 50%) 1.46-1.48 7-9 40-60 0.4-0.8 10-20
Polyester thermosetting resin Cast, rigid 1.04-1.46 2-4.5 30-40 1.5-2.5 10-20
Polyester thermosetting resin Premix, chopped glass 1.65-2.30 7-17 20-60 1 80-320
Polyester thermosetting resin Woven glass cloth 1.5-2.1 10-30 200-350 1-2 300-1600
Epoxy resin Unfilled 1.2-1.3 3-5 30-90 1-2 10-50
SMC Sheet molding compound Glass fiber reinforced SMC 1.6-2 15-30 140250 0.5-2 1600-2100
TABLE 24.6. Mechanical properties: elastomers.
Polymer Grade p/(g/cm®) E/(MPa) op/(MPa) &p
NR (Natural rubber) Cis-polyisoprene Unfilled vulcanisate 0.93 1-2 17-30  650-900
50 pph CB, vulc.? 3.5-6 1428  450-600
SBR Styrene-butadiene rubber Unfilled, vulc. 0.93-1.0 1-2 1.4-2.8 450-600
(28—25% styrene)
50 pph CB, vulc.? 14-19 14-27  400-650
IIR (Butyl rubber) Isobutylene-isoprene rubber Unfilled, vulc. 0.91-0.98 — 17-21  750-950
50 pph CB, vulc.? 4-10 9-21 300-700
NBR (Nitrile rubber) Acrylonitrile-butadiene rubber Unfilled, vulc. 0.92 — 4-7 350-800
(AN content 26-27%)
50 pph CB, vulc.? 8-18 10-30 350-800
CR (Chloroprene rubber) Poly(2-chloro-1,3-butadiene) Unfilled, vulc. 1.2-1.25 1-3 13-22  800-1000
50 pph CB, vulc.? 3-5 23-25  200-450
EPDM Ethylene-propylene rubber Unfilled, vulc. 0.85-0.87 — 1.2 400
50 pph CB, vulc.? 5-10 10-16  250-750
4pph=parts per hundred; CB=carbon black.
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This chapter summarizes data on chain dimensions and
entanglement spacings for a number of linear flexible poly-
mers. The polymers are listed in the Appendix along with
their abbreviations used in the Tables. The equations relat-
ing various important parameters are from the literature
[1-3]. While polymer chain entanglement is far from
being understood [4-6], one natural idea based on overlap
[7] appears useful for thinking about entanglement effects in
polymer melts. This concept leads to the entanglement cri-
terion: a fixed number of entanglement strands (P.) share a
volume equal to the cube of the tube diameter (a®) [8-12].
One of the main purposes of this chapter is to test this
criterion using literature data on flexible polymer melts
and evaluate this universal number. Empirical relations use-
ful for estimating the plateau modulus and entanglement
molar mass of polymer melts emerge from this analysis.
Chain entanglement is important, not merely for melt rhe-
ology, but also for mechanical properties of glassy [13] and
semicrystalline polymers [14]. This chapter first discusses
chain dimensions of polymers and then discusses chain
entanglement and the tube diameter. The critical molar
mass for entanglement effects in melt viscosity is then
discussed, followed by the temperature dependence of
chain dimensions.

25.1 CHAIN DIMENSIONS

In either the melt state or in a 6-solvent solution, linear
flexible polymers adopt Gaussian statistics, and their
average conformation is described as a random walk. Con-
sequently, the ratio of their unperturbed mean-square

447

end-to-end distance <R?>( and their molar mass M is a
constant, for large M, that characterizes their chain dimen-
sions. In practice, the ratio <R?>o/M depends weakly on
temperature in the melt and the specific choice of §-solvent,
imparting a weak temperature dependence to various quan-
tities calculated from that ratio.

The Kuhn length b of a polymer is the ratio of the mean-
square end-to-end distance <R?>( and the fully extended
size Rpax

(R?)q
Rmax

b= (25.1)
Aliphatic backbone polymers have n backbone bonds, with
a well-defined average backbone bond length /, and known
backbone bond angle 6, making R,,x = nlcos(6/2) in the
all-trans conformation. Flory defined [15] the characteristic
ratio C as the ratio of the actual unperturbed mean-square
end-to-end distance <R?>( and that of a freely jointed chain
nl?, which is a polymer-specific constant at large M

— (R*)o _ my (R
T nl? M
The second equality uses the equation n = M /my,, where my,

is the average molar mass per backbone bond. Using this
definition of C,, the Kuhn length can be rewritten as:

C

(25.2)

 Cunl? Cul
~nlcos(0/2) cos(H/2)

(25.3)

It is common to assume the fully extended conformation is a
linear chain (ignoring bond angles) and hence R = nl,
and b’ = Cl. Since the bond angle of a polyethylene chain
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is 0 =68°,b'/b=cos(0/2) =0.83. In principle, either
convention may be utilized; here we use Eq. (25.3) to
calculate the Kuhn length.

The Kuhn length is the effective monomer size for the
equivalent freely jointed chain (N Kuhn monomers of length
b instead of n backbone bonds of length /)

(R*)y = Coonl* = Nb*, Ruax = Nb. (25.4)

The molar mass of a Kuhn monomer is My = M /N and the
volume occupied by the Kuhn monomer is vy = M(/pNay,
where p is the density and Nay is Avogadro’s number. This
description of chain dimensions can be used to calculate
many quantities. For example, combining Egs. (25.3) and
(25.4) yields the number of main chain bonds in a Kuhn
monomer n/N = C,./ cos? (6/2).

Witten et al. [16] define the packing length p as the ratio
of the occupied volume of a chain M/pNa, and the mean-
square end-to-end distance

M - Mo o Vo
R2>0 pNAv N bszAv B b2 '

= (25.5)

25.2 CHAIN ENTANGLEMENT AND TUBE
DIAMETER

The plateau modulus G, defines the entanglement spacing
of a polymer melt, and the entanglement molar mass M.[17]
=28~ vopn., (25.6)
Ge

where R = kNpy is the ideal gas constant (k is the Boltz-
mann constant), 7 is the absolute temperature, and
Ve = kT/Ge = M./(pNay) is the entanglement volume.
The length scale associated with the entanglement spacing
is the tube diameter a [3]. Since a chain in the melt is
Gaussian on all scales larger than the Kuhn length, and for
flexible chains a > b, the tube diameter is related to the

entanglement molar mass through the chain dimensions

2
a= %701% = bv/N., (25.7)

where N, is the number of Kuhn monomers in an entangle-
ment strand (of molar mass M. ). The occupied volume of an
entanglement strand is V.

2

Ve = voNe = vg (g) - &p. (25.8)
In analogy to polymer networks (where the equilibrium
modulus is kT per network strand) the plateau modulus is

kT per entanglement strand

KT DT kT

G L
Ve wa® a¥p

(25.9)

The number of entanglement strands P. within the confine-
ment volume & is determined as the ratio of confinement

volume and entanglement strand volume (an overlap par-
ameter [3] for entanglement)

V. (25.10)
This number appears to be constant for flexible polymers,
with the average value P, = 20.6( &= 8%). Table 25.1 shows
data for polyolefin melts listing density p, plateau modulus
G., melt chain dimensions from SANS <R2Z> /M, en-
tanglement molar mass M. calculated from Eq. (25.6),
Kuhn length b, packing length p, tube diameter a, and the
overlap parameter for entanglement P., all at temperature 7.

Since P, is apparently a polymer-independent constant,
Eq. (25.10) suggests that the tube diameter and packing
length are proportional, and the constant of proportionality
thus has the empirical temperature dependence [1,2]:

a = 14.0exp (T/1270) p. (25.11)

Using Egs. (25.6), and (25.9)—(25.11), we can obtain useful
empirical equations [2] for the entanglement molar mass
and the plateau modulus

M. = P2p’pNa, = 200exp (T/635) pp*Nay,  (25.12)

_ exp(=T/635) kT

G. .
200 p?

(25.13)
Table 25.1 lists these quantities for polyolefins. Table 25.2
lists these quantities for polydienes while polyacrylics and
polymethacrylics are listed in Table 25.3. Table 25.4 lists
these quantities for various other flexible linear polymers.

25.3 CRITICAL MOLECULAR WEIGHT

The critical molar mass (M.) parameter [18,19] denotes
the transition in the melt viscosity/molar mass relation as the
exponents change from ~1 to ~3.4. Table 25.5 presents
the polymers for which the M. values are known while
Table 25.6 lists the polymers for which, seemingly, M. /M.
is one. The ratio of M. /M. was long taken to be ~2 [18] and
thus to be species independent. However, a recent empirical
compilation [19] has shown that the ratio is p dependent
and varies from ~3.5 (PE; p = 1.69) to ~1.4 (a-PCHE;
p = 5.59). Based upon the data of Table 25.5 this ratio is
empirically expressed as:

M +70.534
e _ 3.40p705H [p—] . (25.14)
M. p
M. hence follows the empirical expression:
*] 0534
M. =M., {;] , (25.15)

where M. =M, at p =p* = 10 A. With M, expressed in
this fashion, M. overtakes M, as p approaches p* in the 10 A
range. At least four polymers exist with p = 10 A (see Table
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TABLE 25.1. Molecular characteristics of olefinic polymers and copolymers.

p Ge  <R?>o/M T c u

Polymer T(K) (gem=3) (MPa) (A?) Cx b(A) (AD) M, p(A) M, a (A) N, Pe

PE 298 0.851 3.5 1.40 826 154 329 168.3 1.39 602 29.0 3.58 20.8
PE 413 0.785 2.6 1.25 7.38 13.7 318 1504 1.69 1,040 36.0 6.89 21.3
PEB-2 389 0.802 2.5 1.25 7.70 143 339 163.5 1.66 1,040 36.0 6.34 21.7
PEB-2 413 0.785 2.2 1.22 7.51 14.0 338 159.5 1.73 1,220 38.7 7.68 22.3
PEB-5 413 0.788 1.90 1.15 7.47 13.9 353 167.3 1.83 1,420 40.5 8.51 22.1
PEB-7 413 0.789 1.55 1.05 7.08 13.2 347 164.9 1.90 1,750 42.8 10.6 23.0
PEB-10 413 0.791 1.35 1.05 7.53 14.0 391 186.2 2.00 2,010 46.0 10.8 23.0
PEB-12 298 0.860 1.50 1.04 7.72 14.3 382 197.6 1.86 1,420 38.4 7.18 20.7
PEB-12 413 0.793 1.20 0.952 7.06 13.1 379 180.9 2.20 2,270 46.5 125 211
alt-PEP 298 0.856 1.10 0.924 7.21 13.4 376 194.0 2.10 1,930 42.2 9.93 20.1
alt-PEP 373 0.812 1.03 0.871 6.80 12.6 374 1829 2.35 2,440 46.1 134 19.6
alt-PEP 413 0.790 0.97 0.834 6.51 12.1 368 175.1 2.52 2,790 48.3 16.0 19.2
PEB-18 298 0.860 1.12 0.926 7.42 13.8 396 205.1 2.09 1,900 42.0 9.27 20.1
PEB-18 413 0.797 0.90 0.913 7.31 13.6 421 202.2 2.28 3,040 52.7 15.0 23.1
HPI-16 373 0.812 0.88 0.813 6.51 121 368 180.1 2.52 2,860 48.2 15.9 19.2
HPI-20 373 0.812 0.79 0.788 6.45 12.0 372 1819 2.60 3,190 50.1 175 19.3
PEB-25 298 0.864 0.69 0.800 7.08 13.2 416 216.4 2.40 3,100 49.8 14.3 20.7
PEB-25 413 0.799 0.67 0.799 7.07 131 449 216.2 2.60 4,090 57.2 18.9 22.0
a-PP 298 0.852 0.48 0.678 6.00 11.2 358 183.4 2.88 4,390 546 23.9 19.0
a-PP 348 0.825 0.48 0.678 6.00 11.2 369 183.4 2.97 4,970 58.1 27.1 19.5
a-PP 413 0.791 0.47 0.678 6.00 11.2 385 183.4 3.10 5,780 62.6 315 20.2
a-PP 463 0.765 0.42 0.678 6.00 11.2 398 183.4 3.20 7,010 68.9 38.2 21.5
PP 463 0.766 0.43 0.694 6.15 114 407 187.8 3.12 6,850 69.0 36.5 221
s-PP 463 0.766 1.35 1.03 9.12 16.9 604 278.7 2.10 2,180 47.4 7.83 225
HHPP 298 0.878 0.52 0.691 6.12 114 353 187.0 2.74 4,180 53.8 224 19.6
HHPP 413 0.810 0.52 0.691 6.12 114 383 187.0 2.97 5,350 60.8 28.6 20.5
HPI-34 373 0.812 0.50 0.703 6.25 11.6 392 192.0 2.91 5,030 59.5 26.2 20.4
alt-PEB 298 0.861 0.58 0.725 6.88 12.8 434 2252 2.66 3,680 516 16.3 19.4
alt-PEB 413 0.800 0.52 0.692 6.57 12.2 446 2149 3.00 5,280 60.4 24.6 20.1
PEB-32 298 0.863 0.44 0.641 6.22 115 400 208.0 3.00 4,860 55.8 23.3 18.6
PEB-32 413 0.802 0.43 0.692 6.71 125 465 224.6 2.99 6,400 66.6 28.5 22.2
HPI-50 373 0.812 0.35 0.632 6.21 11.5 430 210.5 3.24 7,190 67.4 34.2 20.8
PEB-40 298 0.864 0.24 0.570 6.06 11.3 427 2221 3.37 8,910 71.3 4041 211
PEB-40 413 0.805 0.30 0.595 6.32 11.7 478 231.8 3.47 9,210 74.0 39.7 21.3
PIB 298 0.918 0.34 0.570 6.73 12.5 496 274.2 3.18 6,690 61.7 24.4 19.4
PIB 413 0.849 0.30 0.557 6.58 12.2 524 267.9 3.51 9,710 73.6 36.3 20.9
a-PEE 298 0.866 0.18 0.480 5.67 105 443 230.9 4.00 11,900 75.6 51.6 18.9
a-PEE 413 0.807 0.20 0.508 6.00 11.1 503 244.3 4.05 13,800 83.9 56.7 20.7
HPI-75 300 0.855 0.12 0.452 6.67 12.4 660 339.7 4.30 17,800 89.6 52.3 20.8
HPMYRC 324 0.832 0.12 0.434 6.73 125 720 360.6 4.60 18,700 90.0 51.8 19.6
a-PHEX 273 0.871 0.14 0.542 9.60 17.8 1119 586.6 3.52 14,100 875 241 24.9
HPMYRC-64 308 0.871 0.10 0.409 7.36 13.7 895 4575 4.78 21,700 94.3 475 19.7
a-PCHE 433 0.920 0.068 0.323 749 139 1082 5994 559 48,700 1254 81.2 22.4

TABLE 25.2. Molecular characteristics of polydiene polymers and copolymers.

p Ge <R?>,/M Vo
Polymer T(K) (gcm=3) (MPa) (A2) C. bA) (A3 M, p(A) Me  a(A)  Ne P,
cis-PI 298 0.910 0.58 0.679 520 9.34 235 1286 269 3,890 514 302 19.1
PI-7 298 0.900 0.35 0.596 470 844 221 1196 3.10 6370 616 532 19.9
PI-16 298 0.899 0.35 0.593 488 882 243 1312 312 6360 614 485 19.8
PI-20 298 0.898 0.35 0.591 496 898 253 1365 3.13 6350 61.3 465 19.6

PI-29 298 0.896 0.35 0.587 520 939 279 150.3 3.16 6,340 61.0 422 193
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TABLE 25.2. Continued.

p Ge <R%>,/M Vo

Polymer T(K) (gem3) (MPa) (A2) Co bA (A M, pA M  aA) N P
PI-34 298 0.895 0.35 0.585 526 958 291 156.9 3.17 6,330 60.9 404 19.2
PI-50 298 0.893 0.41 0.528 480 880 273 146.6 3.52 5,390 534 36.8 15.1*
PI-75 298 0.890 0.37 0.563 8.07 15.0 745 399.3 3.32 5960 579 149 175
cis-PBd 298 0.900 0.76 0.758 4.61 8.28 167 90.5 244 2,930 471 324 194
PBd-7 298 0.895 1.15 0.876 5.52 993 209 1125 212 1,930 411 171 194
PBd-15 298 0.896 1.10 0.854 554 10.0 218 117.7 217 2,020 415 171 191
PBd-18 298 0.895 1.05 0.846 556 10.1 222 119.8 2.19 2,110 423 176 193
PBd-20 298 0.895 1.07 0.841 561 10.1 227 1224 2.21 2,070 41.7 169 189
PBd-23 298 0.895 1.05 0.832 5.66 10.2 234 1259 2.23 2,110 419 16.8 1838
PBd-26 298 0.895 1.00 0.824 5.68 10.3 238 128.0 2.25 2,220 427 17.3 19.0
PBd-30 298 0.894 0.98 0.813 5.67 10.3 244 131.2 2.28 2,260 429 172 1838
PBd-62 298 0.890 0.81 0.727 6.17 113 328 1759 2.57 2,720 445 155 174
PBd-98 300 0.890 0.57 0.661 739 137 532 284.8 2.82 3,890 50.7 13.7 18.0
SBR** 298 0.913 0.78 0.818 6.41 119 316 173.6 2.22 2,900 48.7 16.7 22.0
PEBd 298 0.891 0.29 0.543 4.85 9.02 279 149.7 343 7,610 64.3 508 18.7
55-DMBD 348 0.861 0.33 0.640 731 136 556 288.4 3.01 7,550 69.5 26.2 23.1
PMYRC-0 298 0.892 0.10 0.398 530 9.85 454 2438 468 22,100 93.8 90.6 20.0
PMYRC-64 298 0.891 0.071 0.374 587 109 592 3175 498 31,100 107.8 979 21.7

*The low value of P, likely indicates the real plateau modulus is lower.

**Styrene content 25 wi%.
TABLE 25.3. Molecular characteristics of poly(acrylics) and poly(methacrylics).

P G <RPo/M o c c

Polymer T(K) (gcm=3) (MPa) (A2) C. b(A) (A% M, p (A) M, a (A) Ne Pe
a-PMA 298 1.1 0.25 0.436 791 147 740 4946 343 11,000 69.2 222 20.2
a-PEA 298 1.13 0.36 0.463 9.76 18.1 1,040 710.1 3.17 7,770 60.0 109 18.9
a-POA 298 0.98 0.16 0.442 171 31.9 3,890 2,295 3.83 15200 819 6.61 214
a-PMMA 413 1.13 0.31 0.390 8.22 153 880 598 3.77 12,500 69.9 209 185
a-PEBMA 373 0.988 0.15 0.315 11.3 21.0 2,350 1,396 5.34 20,400 80.2 146 15.0"
a-PHMA 373 0.960 0.090 0.366 13.1 244 2800 1,622 473 33,100 110.0 204 233
a-POMA 373 0.923 0.033 0.272 114 211 2950 1,635 6.61 86,700 153.6 53.0 23.2
a-PDDMA 298 0.929 0.016 0.254 13.6 25.3 4,500 2,513 7.04 144,000 1911 572 27.1*
a-PAPHMA 393 1.00 0.012 0.167 145 26.9 7,220 4,348 9.95 272,000 2132 626 21.4
a-PBPHMA 393 1.00 0.0092 0.154 152 28.2 8,600 5,173 10.8 355,000 233.8 68.6 21.7

*These two samples yield P, values at odds with the value of ~21. This indicates the potential presence of pronounced errors in
the chain dimension and/or plateau modulus values. From the trend shown in the chain dimension column the primary error
seems to exist with this parameter.

TABLE 25.4. Molecular characteristics of miscellaneous polymers.

Polymer T (K) p(g cm—3) Ge(MPa) <R2>,/M (A2) p (A) M, a (A) Pe

a-PaMS 473 1.04 0.32 0.442 3.61 12,800 75.1 20.8
a-PS 413 0.969 0.20 0.437 3.92 16,600 85.2 21.7
i-PS 413 0.969 0.19 0.420 4.08 17,500 85.7 21.0
a-PtBS 473 0.957 0.10 0.361 4.81 37,600 116.5 24.2
a-PVA 333 1.08 0.35 0.490 3.14 8,540 64.7 20.6
a-PVME 303 1.05 0.41 0.580 2.73 6,450 61.2 22.4
m-AEK 473 1.20 2.2 0.775 1.79 2,140 40.8 22.8
Me-PEEK 463 1.16 3.3 0.834 1.72 1,350 33.6 19.6
PC 473 1.14 2.7 0.864 1.69 1,660 37.9 225
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Polymer T (K) p(g cm—3) Ge(MPa) <R2>,/M (A2) p (A) M, a (A) P
PDMS 298 0.970 0.20 0.422 4.06 12,000 71.2 17.5
PET 548 0.989 3.1 0.845 1.99 1,450 35.0 17.6
PN6 543 0.985 1.8 0.853 1.98 2,470 45.9 23.2
PEO 353 1.06 1.8 0.805 1.95 1,730 37.3 19.2
POM 473 1.14 1.7 0.763 1.91 2,640 44.8 23.5
PPO 505 0.998 1.2 0.741 2.24 3,500 50.9 22.7
PSF 523 1.15 21 0.756 1.91 2,380 42.4 22.2
PTFE 653 1.46 1.7 0.598 1.90 4,660 52.8 27.7
RADEL-R 555 1.22 3.6 0.821 1.66 1,560 35.8 21.6
TABLE 25.5. Entanglement and critical molecular weights of miscellaneous polymers.
Polymer T (K) p(g cm—3) <R2>,/M (A2) p (A) M, M, M/ M,
PE 443 0.768 1.21 1.79 980 3,480 3.5
PBd-7 298 0.895 0.876 2.12 2,000 6,380 3.2
PI-7 243 0.919 0.618 2.92 3,250" 10,000 3.0
PEO 353 1.081 0.805 1.91 2,000 5,870 29
SBR 298 0.930 0.708 2.52 2,960 8,210 2.8
a-PVA 428 1.08 0.490 3.14 9,100 24,500 2.7
alt-PEP 373 0.812 0.871 2.40 3,100 8,100 2.6
PI-7 298 0.900 0.625 2.95 6,025 13,100 2.2
a-PMMA 490 1.09 0.425 3.58 13,600 29,500 2.2
PBd-98 300 0.889 0.720 2.59 3,850 8,200 2.1
a-PaMS 459 1.04 0.460 3.47 13,300 28,000 21
PDMS 298 0.970 0.422 4.06 12,000 24,500 2.0
PIB 298 0.918 0.570 3.17 6,900 13,100 1.9
a-PS 490 0.959 0.434 3.39 18,100 31,200 1.7
PIB 490 0.817 0.570 3.57 10,500 17,000 1.6
a-PCHE 453 0.920 0.323 5.59 48,750 80,000 1.6

*Calculated value is 6,000.

**Measured value at 413 K. The calculated value (via Eq. (25.12)) at 443 K is 1,150.
TABLE 25.6. Polymers with large packing lengths.
Polymer T(K) p(g cm2) <R2>,/M (A?) P (A) Me [Me/ Me]
a-PHDEC 418 0.796 0.213 9.79 173,000 1.01**
a-PAPHMA 393 1.0 0.167 9.94 268,000 1.00
a-PBPHMA 393 1.0 0.154 10.8 355,000 0.96
PMA-CH3 363 1.17 0.123 11.5 485,000 0.93

*Via Eq. (25.12).
**Vlia Eq. (25.15).

25.6). Since it seems improbable that M. >M, for any poly-
mer, we expect the limiting value for M./M. of 1, inde-
pendent of p for p > 10 A. An unexplained facet of these
empirical observations is that as p increases, fewer entangle-
ment events are seemingly required to reach the regime
where the melt viscosity becomes proportional to the 3.4
power of molar mass. This is displayed in Table 25.5 where
the M. and M. data for various flexible polymers are listed.
Note that while the relation between M. and packing length
is understood [1], the corresponding state of play between p
and M, remains purely empirical [19].

25.4 TEMPERATURE DEPENDENCE OF CHAIN
DIMENSIONS

A feature of chain dimensions is their temperature
dependence that is expressed in terms of

K

dT

dIn(R)y _foff

T

(25.16)

where f. /f denotes the energetic fraction of the temperature-
dependent force in a polymer network at constant volume.
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TABLE 25.7. Melt state values of k = dIn <R2>q/dT.

Polymer samples k x 103(K™1)

From SANS From f,/f
alt-PEP (PEP)* 1.1 [25] ~1.5[26,27]
HPI-50 —0.2[21] —
a-PCHE ~0 [21] —
a-PEE +0.40 [28,29] +0.30 [30]
2-PMMA +0.10 [31] ~0.10 [24]
a-PP —0.1[32] —
a-PS ~0 [31] +0.17 [33,34]
a-PPEN — +0.33 [30]
alt-PEB 0 [21] —
HHPP 0[21] —
-PP ~0 [35] —
PBd-7 — +0.16 [36]
PDMS — +0.78 [37]
PEB-2(PE) —1.2[38] —1.2[39]
PEB-5 —1.3[29] —
PEB-7 —0.65 [29] —
PEB-10 —0.44 [29] —
PEB-12 —0.44 [29] —
PEB-18 —0.1[29] —
PEB-25 0[29] —
PEB-32 +0.63 [29] —
PEB-40 +0.55 [29] —
PEO —0.30 [40] +0.03 [41]
PIB — —0.28 [42]
HPI-75 +1.2[21] _
PI1-7 (cis-Pl) +0.40 [21] +0.41 [43]

*Ethylene—propylene random copolymer.

APPENDIX Alphabetical Listing of Polymers.

The empirical sign of k can be +, 0, or — (see Table 25.7).
The modes of measurement have included theta condition
measurements utilizing a family of theta solvents or
melt state measurements. The latter include thermoelastic
measurements on networks [22] and small angle neutron
scattering (SANS) measurements on labeled chains in a
polymer melt [23]. Generally, the theta condition approach
(multiple theta solvents over a wide temperature range) is
recognized to be unreliable [21,24]. An example of this [21]
is a-PEE, where extensive theta condition work (over
the temperature range of ~200 K) led to a negative value
of k= —1.2x 1073 K!, as opposed to the two positive
values found for the melt state by SANS and thermoelastic
measurements; see Table 25.7. The role of k on the packing
length, plateau modulus and entanglement volume can be
significant, particularly for cases where the melt rheology is
studied over a wide temperature range. A 200 K range is
common for amorphous polymers having low glass transi-
tion temperatures.

The packing length has two sources of temperature
dependence (<R?>( and p, see Eq. (25.5)). For typical
temperatures (350 K) the change in density for polymer
liquids as a function of temperature is dlnp/dT ~ —6
x107* K~'.<R?>>, is the more interesting parameter,
in that it can increase, decrease, or remain constant as
temperature is changed.

Name References Description

alt-PEB [44,45] essentially alternating poly(ethylene-co-1-butene); hydrogenated PEBd

alt-PEP [25,46,47] essentially alternating poly(ethylene-co-propylene); hydrogenated PI-7

a-PaMS [1,17,18,48,49] atactic poly(a-methyl styrene)

a-PAPHMA [50,51] atactic poly[6-{4(anisyloxycarbonyl)phenoxy}-hexyl methacrylate]

a-PBPHMA [50,51] atactic poly[6-{4(butoxycarbonyl)phenoxy}-hexyl methacrylate]

a-PCHE [1,19,21,52] atactic poly(cyclohexyl)ethylene or poly(vinyl cyclohexane)

a-PDDMA [63,54] atactic poly(dodecyl)methacrylate

a-PEA [53,55] atactic poly(ethyl)acrylate

a-PEBMA [17,53,56] atactic poly(ethyl butyl)methacrylate

a-PEE [28,57] atactic poly(ethyl ethylene); also called poly(butene-1);may be made via the hydrogenation
of poly(vinyl ethylene)

a-PHDEC [58] atactic poly(hexadecene-1)

a-PHEX [59,60] atactic poly(hexene-1)

a-PHMA [53,61] atactic poly(hexyl)methacrylate

a-PMA [55,62] atactic poly(methyl)acrylate

a-PMMA [17,18,21,31,63]  atactic poly(methyl)methacrylate

a-POA [55,59] atactic poly(octyl)acrylate

a-POMA [17,53,54,64] atactic poly(octylmethyl)methacrylate

a-PP [32,65,66] atactic polypropylene; hydrogenated poly(2-methyl 1,3-pentadiene)

a-PPEN [59] atactic poly(pentene-1)

a-PS [17-19,31,67] atactic polystyrene

a-PtBS [1,68] atactic poly(t-butyl styrene)
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Name References Description

a-PVA [17,18,54] atactic poly(vinyl acetate)

a-PVME [69,70] atactic poly(vinyl-methylether)

cis-PBd [17,71] 1,4-polybutadiene ~ 96% cis content.

cis-Pl [17,72,73] 1,4-polyisoprene ~ 100% cis content; natural rubber

55-DMBD [1] poly-2,3(dimethyl butadiene) 55% 1,4; 45% 3,4 content.

HHPP [1,21,45] hydrogenated poly(2,3 dimethyl)butadiene:head-to-head polypropylene (alternating copoly-
mer of ethylene and butene-2).

HPI-x [1,26,74] hydrogenated polyisoprene where x = 3,4 content of parent polyisoprene

HPMYRC-x [1,45] hydrogenated poly(myrcene) with x% 3,4

-PMMA [54,63] isotactic-poly(methylmethacrylate)

-PP [35,66] isotactic polypropylene

-PS [54,75] isotactic polystyrene

m-AEK [76] poly(m-arylene—ether—ketone)

Me-PEEK [77,78] methyl-poly(aryl-ether—ether—ketone); prepared from methyl hydroquinone and 4,4'-
difluorobenzophenone.

PBd-x [67,79-82] polybutadiene, x = vinyl percent; for 100% vinyl content the material is identified as poly(vinyl
ethylene) or 1,2-polybutadiene.

PC [1,54,76,83,84] polycarbonate of bisphenol A(4, 4-isopropylidenediphenol)

PDMS [17,85-87] poly(dimethylsiloxane)

PE [17,19,38,88-90]  polyethylene

PEBd [1,44] poly(ethyl butadiene) ~ 75/20/5 cis/trans/3,4

PEB-x [29,57] poly(ethylene—butene) random copolymer; x denotes number of ethyl branches per 100
backbone carbons

PEO [18,19,40] poly(ethylene oxide)

PET [54,91,92] poly(ethylene terephthalate)

PIB [17,18,93-95] polyisobutylene

Pl-x [21,47,96-98] 1,4-polyisoprene where x = 3,4 content; PI-75 is 75% 3,4, and 25% 1,2 (with essentially no
1,4 addition)

PMA-CHS3 [99] main-chain liquid crystal polyester

PMYRC-x [1,44,45] poly(myrcene) with x% 3,4 [myrcene = 1,6-octadiene-7-methyl-3-methylene]

PN6 [54,100,101] polycaprolactam-nylon 6

POM [28,54] poly(oxymethylene)

PPO [76,102] poly(phenylene oxide)

PSF [76,103] alternating copolymer of bisphenol A and dichlorodiphenyl sulfone (UDEL)

PTFE [104,105] poly(tetrafluoro)ethylene

RADEL-R [76,103] alternating copolymer of 4,4’-biphenol and dichlorodiphenyl sulfone

SBR [17,106] solution prepared copolymer (anionic polymerization) styrene—butadiene (34% vinyl; 19%
cis and 47% trans) 25 wt% styrene

s-PP [66,107,108] syndiotactic polypropylene
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26.1 THE WLF EQUATION

The most successful temperature dependence for the
viscous flow [1,2], viscoelastic response [1], dielectric dis-
persion [3-5], nuclear magnetic resonance response [6—8]
and dynamic light scattering [9-10] of polymers and
supercooled liquids with various chemical structures is the
Williams, Landel, and Ferry (WLF) equation [11,12]

SO (D) logar — C\(T —Ty)
JO(To)n(To) (To) T e+T-Ty
(26.1)

where J? is the steady state recoverable compliance; 7 is the
shear viscosity; 7 is a retardation or relaxation time; ar is the
time-scale shift factor; Ty is the chosen reference tempera-
ture; and C; and C, are characterizing constants. ]?(T) is a
very weak function of the temperature. In fact in the tem-
perature range where T /T, varies from 1.2 to 2.0, J? has
been found to be independent of temperature [13]. Therefore
its variation is often ignored. It will be ignored in this
chapter. Some authors identify magnitude variations with
temperature which are reported as by = JU(T)/J(Ty).
Williams, Landel, and Ferry [12] reported that such an
expression is valid for polymers over the temperature range
T, <T <T,+100°. When T, is chosen as the reference
temperature, i.e., when the response curves measured at dif-
ferent temperatures are shifted primarily along the time or
frequency scales to superimpose upon the response curve
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measured at T, it was initially noted that the constants C{
and C5 assume values close to 17.44° and 51.6°, respectively,
for 17 polymers [12]. Individual treatment of the data on a
wide range of polymers indicates that C{ may take values
between 15° and 26° and C5 between 20° and 130°. The fit
extends to temperatures below T, if the polymer is at its
equilibrium density.

The WLF expression has been shown [12] to be related to
the Vogel-Fulcher—-Tammann—Hesse equation [14-16],

(C/2.303)

T—Tyx '
for n or 7 where A, C and T, are empirical constants. It
follows that

log7; =logA + (26.2)

C/2.303
T—-Ty To—T
This is identical to the WLF expression provided the Vogel
parameters and the WLF parameters are related as

C =2.303CC,

/2303

log ar

(26.3)

(26.4)
and

To —Te = Cs. (26.5)

26.2 RELATION OF WLF EQUATION TO FREE
VOLUME

The WLF equation for ar has been rationalized in terms of
Doolittle’s free volume theory [17]. According to this theory
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that portion of the volume which is accessible to the kinetic
process of interest is considered to be the free volume
V¢ = v — vo, where vis the measured volume and the inaccess-
ible volume vy is called the occupied volume. The Doolittle
equation states that the viscosity is an exponential function of
the reciprocal of the relative free volume ¢ = vy /vo.

n = Ae'®, (26.6)

where A and b are characterizing constants.

Williams, Landel, and Ferry chose to use the fractional
free volume f = vs/v in place of ¢. This substitution made
no difference in their derivation of the equation for the
temperature shift factor ar

b [ ! 1] , (26.7)

2303 | f f.
since [1/f — 1/f,] =1[1/¢ —1/¢,].

With the assumption that the fractional free volume is a
linear function of temperature

f=fo+ax (T =To). (26.8)
Substituting of Eq. 26.8 in Eq. 26.7 yields

_ (B/2.303fo)(T — Tp)
foley +T — Ty

which is identical in form with the WLF equation.

logar =

logar = (26.9)

26.3 THERMORHEOLOGICAL COMPLEXITIES

In the frame work of the free volume theory, the molecu-
lar mobility at any temperature is assumed to depend pri-
marily on the free volume remaining. It is generally further
assumed in this approach that this molecular mobility deter-
mines the temperature dependence of the shift factors of all
different kinds of molecular motions involving various
length scales in the polymer melt. Hence free volume ap-
proach usually purports that the temperature shift factors of
different viscoelastic mechanisms are the same. This result
coming from the free volume theory of molecular mobility
is perhaps the justification of the practice of obtaining the
(meaning that there is only one) shift factor curve, ar, which
is usually derived by superposing curves of viscoelastic
functions measured at different temperatures within the
time or frequency range of the instrumentation. So long as
the curve of the stress relaxation modulus, the creep and
recoverable compliance, dynamic moduli or compliance do
not change their shape in logarithmic plots, unique reduced
curves with extended time or frequency range can be
obtained. This will be the case, principally, if all of
the molecular mechanisms contributing to the time- and
frequency-dependent modulus and compliance functions,
have the same temperature dependence. When this is so,
the polymer is identified as being thermorheologically sim-
ple [18]. This appears to be true, in general, for closely
related mechanisms, i.e., those within a group contributing

to a single-loss tangent maximum; however mechanisms
contributing to different loss peaks inevitably have different
temperature dependences. This is widely recognized for the
sub-T, loss peaks, identified by the Greek letters 8, y, and 0.
However, it is not as widely recognized that the so-called «
mechanism, which is normally seen above T, involves con-
tributions from possibly three groups of molecular mechan-
isms with specifically different sensitivities to the variation
of temperature [19-21]. In spite of the fact that a single loss
peak is generally observed, a growing body of knowledge
shows that local mode, sub-Rouse, and Rouse normal modes
of chain backbone motions have different temperature
dependences [19—24] which are most often different from
that of the mechanisms of the terminal zone [19,25-32]
which leads to steady-state behavior. Consequently, the
temperature dependence of the viscosity is usually different
from that of the glass to rubber-softening dispersion.

Therefore, it is important to know from which region or
viscoelastic zone the WLF constants C; and C, were deter-
mined. Table 26.1 presents WLF constants and contains
such information, when possible.

It should be noted that the shift factors that can be fitted to
the WLF equation show positive curvature when plotted
logarithmically against the temperature. Quite often, log ar
values obtained near and below T, show negative curvature
at low temperatures simply is an indication that the lower
temperature measurements were made before the density of
the material reached its equilibrium value.

26.4 TEMPERATURE DEPENDENCES UNDER
PRESSURE

The loss of molecular mobility on approaching the glassy
state by decreasing temperature may be due to increased
molecular crowding (decrease in free volume) as well as
a decrease in thermal energy (decrease in entropy). The rela-
tive importance of these two factors, volume (or free volume)
and thermal energy (or entropy) has been a controversial issue
for many years. It cannot be resolved by temperature vari-
ations alone in experimental studies, since the volume, en-
tropy, and thermal energy all depend on temperature. The
introduction of pressure, P, as an additional experimental
variable makes a difference, because the specific volume, V,
can be altered while maintaining temperature, 7, constant. By
combining the dielectric or light scattering results for poly-
meric and nonpolymeric glass-formers with the correspond-
ing equation of state (PVT data), the volume and temperature
dependence of the primary (local segmental for polymers)
relaxation times 7, can be obtained [181-185]. The results
indicate that in general neither T (or entropy) nor V is exclu-
sively the appropriate thermodynamic variable for describing
the dynamics of glass formers, but rather 7, is a function of the
product variable, T-'V~7, where v is material-dependent,
reflecting the nature of the intermolecular potential. Number
polymers have been studied thus far, yielding the following
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TABLE 26.1. WLF parameters characterizing temperature dependencies of shift factors for relaxation and retardation times in

various polymer systems.

To Cy Co Ty
Polymer °K °K °K °K Ref. Comments
Nonaromatic hydrocarbon
backbone polymers
Poly(acetaldehyde) 243 14.5 24 243 [33] * ar,, of local segmental motion from dielectric
relaxation data.
Polyethylene 3123 127 63.3 317 [180] * ar,, of local segmental motion from a combination
(solution chlorinated) of dielectric relaxation and dynamic mechanical
Cl content relaxation data for log 7,=-—12.7+ 804/
= 56.6 w/w, (T — 249K).
amorphous
Poly(hexene-1) 218 17.4 516 218 [34] * The shift factors, ar, s, of the softening dispersion with
G’ ranging from about 10® < G’ < 1092dyne/cm? and
temperature Tfrom —27.5 °“Cto 70 °C.
Polyisobutylene PIB 298 8.61 2004 201 [38,39] -+ ar,s of the entire softening dispersion, from dynamic
(the NBS sample mechanical measurement of J*(f), 10<f<6000 Hz
with M = 1.3 x 108 and 228.4<T<373°K. Its T-dependence is much
distributed weaker than that of ar, g given below.
by R.S. Marvin [35-37]
on which the most
comprehensive studies
of viscoelastic
properties were carried
out in many
laboratories)
197 6.14 56 201 [40-42], < ar g of the entire viscoelastic spectrum, from glassy
[19-20], state to the terminal zone, from stress relaxation,
[43] E(t), between —83 and 25 °C in the time region of
about 10°® <t < 10%%s. Its T-dependence is in
agreement with the shift factor obtained from creep
data, J/(t), (to be given below) throughout the soft-
ening region.

228.5 13.18 130.9 201 [20,43] * arrouse Of Rouse modes in the softening dispersion
located in the compliance range Jy > Ji(t) >
10-8cm?/ dyne, where Jy is the plateau compliance,
and resolved as a tan 6 peak by a combination
of isothermal (i.e., shift factor in this case not
obtained from time-temperature superpositioning
of viscoelastic curves as commonly done) creep
and dynamic mechanical measurements in the wide
real time range of 10° > t > 3 x 10~%sfrom —74.2to
—35.8 °C. TRouse (—66.9 °C) = 2.74.

2453 21.24 1477 [43,20] - ar,, of local segmental mode from G(t) and J,(t) data
in the softening dispersion for viscoelastic response
with J;(t) < Jes (Where Jg, is the relaxed compliance
of the local segmental motion and has the value of
approximately 5 times the glassy compliance J;)
and combined with data from the resolved local
segmental motion obtained by photon correlation
spectroscopy. Log 7,(T = —66.9C) = —0.5.

21563 20.36 117.7 [43,20] ¢ ar sub-rouse the sub-Rouse modes in the softening

dispersion located in the compliance range of
Jea < Jr(t) < 10~8 cm? dyne and resolved as a tan 8
peak situated at a higher frequency than the Rouse
tan & peak by a combination of isothermal creep
and dynamic mechanical measurements in the
real time range of 10° < t < 3 x 10~4sfrom —74.2to
—35.8 °C. log Tsub-Rouse (—66.9 °C) = 1.63.
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TABLE 26.1. Continued.

Polymer

To
°K

°K °K

Ref.

Comments

PIB

PIB (E-19)
M = 78 500
PIB

PIB2.7 x 10* < M,,
<7x10%

PIB

(M = 4900)
Polypropylene

PP

(atactic)

Same sample
as above

Same sample
as above

PP
(atactic)

205

205

198

202

298.2

298.2

298

298

267.74

262.65

253

258

13.7

15.99

16.96

7.49

7.60

7.53

6.86

12.9

13.14

18.2

14.5

725 201

64.8 201

62.99 200.4

80 202

192 205

184

85 262

65 262

34.74 262

21.7 262

47.6

30 258

(44]

(44]

(48]

[47]

(48]
(49]

(29]

(29]

(50]

(51]

[7a]

[7b]

* ar,pouse re€solved by a combination of stress relax-
ation and dynamic birefringence measurements in
the range 10°2 < t < 1038 s. Log TRouse (—66.9 °C) =
2.13. This result is in fair though not perfect agree-
ment with that obtained by the tan & peak (see
above).

* ar,g of the “stress that relaxes through monomer
rotation around the chain axis” resolved by a combin-
ation of stress relaxation and dynamic birefringence
measurements in the range 10°2 < t < 1038 s. Log
76( — 66.9°C) = 0.1. This technique has not resolved
the sub-Rouse modes possibly because time tem-
perature superposition was used. Hence the resultis a
compromise between the local segmental mode and
the sub-Rouse modes. Log 7g(— 68.2°C) =0.77
which s close to the average between 7, and Tsyp-Rouse
at —66.9 °C obtained fromisothermal mechanical data
taken over 9 decades of real time (see above).

ar, ) of the entire viscoelastic spectrum from J,(f). Its

T-dependence is similar to that of viscous flow, 7.

* ar,, of viscosity 7. When extrapolated down to lower
temperatures, its temperature dependence remark-
ably (in the sense that this does not happen in most
other polymers) is nearly the same as that of ar g
discussed above [Tobolsky and coworkers, Refs.
40-42].

* ar,, of the terminal dispersion measured from 243 to
473 K.

* ar,, of viscosity from —50 to 170 °C. Its temperature

dependence similar to that given above.

ar,, of viscosity measured up to 10'2€ poise at 266 K.

It has a weaker temperature dependence than that of

ar,s of the softening dispersion in the temperature

range where the viscoelastic response has J(t)

principally less than 10-8cm? /dyne.

* ar,s of the softening dispersion from J,(t). It has a

stronger temperature dependence than that of ar ,,.

ar,, of local segmental motion from correlation func-
tions measured by photon correlation spectroscopy

(PCS) carried out in the temperature range of

268< T<280 K. The correlation times determined lie

within the range: 107% < 7 < 10%s.

ar,, of local segmental motion from dynamical mech-

anical data taken in the frequency range of 0.01 to

100 Hz. lts T-dependence is in good agreement with

that (ar,,) obtained from PCS and that (ar, s) obtained

from creep measurement.

ar,.nvr) Of local segmental motion from 2D

exchange NMR and spin-lattice relaxation data

which determined the NMR correlation time in the
range 107" < rywr < 12, s. The T-dependence of

aTnvR) IS significantly w3eaker than that of ar s

from creep or ar 4 from photon correlation spectros-

copy, but comparable to that of ar ,, from creep. The
sample may not be totally atactic.

ar,-(wwir) of local segmental motion in different poly(-

propylene) samples, 10710 < 7ywR < 10%s.

TNMR(TQ) = 102 S.
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TABLE 26.1. Continued.

Polymer

To
°K

C>
°K

Tg
°K

Ref.

Comments

PP (atactic prepared by
polymerization of
2-methyl-1,3-
pentadiene followed by
saturation with
hydrogen)

Vinyl polymers

Polystyrene PS

PS

PS
(high mol. wt)

PS(A-25)

348.2

428.9

371

373

375

375

373

4.73

13.46

14.63

16.35

12.0

12.0

12.7

123.9

28.9

60

52.5

49.9

41.6

49.8

268.5

371

371

373

375

375

370

(52]

(25]

(25]

(8]

(53]

(53]

[54,55]

* ar,, of the terminal relaxation from dynamic mech-
anical, G*(w), data taken from 25 °C to above 75 °C.
Its temperature dependence is slightly stronger than
that found by Plazek (see ar,, in above) consistent
with the sample having a higher T4 by about 6 °C.

Shift factors ar s given here were obtained from
recoverable compliance, J;(t), with the terminal zone
excluded from the consideration. Data from samples
with molecular weights that range from 1.1 x 10° to
8.0 x 10° were included. Thus the Ty listed here ap-
plies to the high molecular weight samples only. At
lower temperatures near T, where the ar ss are for
the local segmental motion, the temperature depend-
ence of ar s is significantly stronger than that of the
viscosity 7, ar ,, to be given in the next entry below.
Shift factor, ar, ,Je, for the product of the viscosity 7
and the equilibrium recoverable compliance J, and
samples with molecular weights ranging from
1.1 x 108t0 6 x 10°. Thus the Ty listed here applies to
the high molecular weight sample only. Also for the
high molecular weight samples, J, is almost tempera-
ture independent and the shift factor given here is the
same as that for the viscosity, ar ,,. Its temperature
dependence is weaker than that of a7, s (see comment
in entry immediately above).

Shift factor, ar wr) for the local segmental motion

from 375<T<443°K obtained by 2D exchange NMR

combined with 2H- spin-lattice measurements
covering the correlation time range 106 < 7yur
< 10% s. Temperature dependence of ar (nwr) agrees
closely with that of the ar s in the low temperature
range near Tgr where ar s comes from local segmental

motion. Beyond this temperature range ar .(nwr) has a

stronger temperature dependence than that of ar s,

indicating that the local segmental motion probed by

NMR has a more sensitive temperature dependence

than the Rouse modes. Reported spectrum of local

segmental motion from 2D exchange NMR narrows
dramatically with increasing temperature.

* ar,pouse Of the Rouse modes in the softening
dispersion resolved by a combination of stress relax-
ation and dynamic birefringence measurements.
TRouse(Tg) =10"*s.

* ar,g of the G component in the softening dispersion,
which represents the stress that relaxes through
monomer rotation around the chain axis, resolved by
a combination of stress relaxation and dynamic
birefringence measurements. 7g(Tg) = 10%'s.

» This shift factor, ar,, is for viscous flow in a

monodisperse sample (A-25) with (M,),, = 4.7 x 10*

as reported by Ferry in Table 11-II of his book [1]. The

shift factor for the softening dispersion, ar s, not
reported in Table 11-1l has a stronger temperature
dependence and is given in the next line.




460 |/ CHAPTER 26

TABLE 26.1. Continued.

Polymer

To
°K

°K °K

Ref.

Comments

PS(A-25)

PS (Commercial
sample: Hostyrene
N-7000,

mol. wt. not given.)

PS
PS (2.5 x 10%)
PS M>29 000

Poly(a-methyl
styrene)

PaMS
Poly(4-chloro
styrene) P4CS
Poly(vinyl acetal)

Poly(vinyl acetate)
PVAc

PVAc
M, =82 x 10*

373

371

378

373

433

445

441
4115

344.1

349

310.2

311.1

373

316.37

10.7 29.9

12.95 60

9.4 39

13.7 50.0

714 11241

13.7 49.3

16.8
11.4

53.5
58.0
16.1 77.38

8.86 101.6

12.0 31.1

15.57 60.0

7.43 125

12.67 71.07

370

371

363.5
(from
dilatometry
ata
cooling
rate of
3K/h)

373

373

445

441

305

310

310

310

308

(58]

(25]

(56]

(57]
(58]
(59]

(60]

(61]
(62]

[63-66]

[67,68]

[27,28]

[27,28]

(28]

(4]

ar,s from creep in the softening dispersion (see
remarks immediately above).

ar,y for viscosity from Berry and Fox [2]. It has
even a weaker temperature dependence than that
of any of the ar , s determined from creep data
described in the above.

ar,s of the entire softening dispersion from creep,
Ji(t), data with 10~18 < t < 1032 s and tempera-
ture ranging from —90 to 130 °C. Its temperature
dependence is considerably weaker than that
of ar s found by Plazek and O’Rourke [25] by
recoverable creep compliance, J,(t), data with
10705 < t < 10%% s. If the difference in T4 of about
7.5° is accounted for (Schwarzl's sample has a
lower Tg,) then there is reasonable agreement
between the the two sets of data.

Polymer J. 1, 485 (1970).

ar,, of the terminal dispersion measured in
the temperature range of 393 to 493 K. Its T-
dependence is slightly stronger than that of the
terminal dispersion determined by Plazek
[25,54,55].

ar,, for local segmental motion from dielectric
relaxation data.

ar,, of local segmental motion from dielectric
relaxation: 107% < 7, < 10788, 7o(To) = 1s.

ar,s of the entire softening dispersion from dy-
namic mechanical J*(f) with 10<f<6000 Hz.
Sample in equilibrium with ambient moisture and
the water absorbed lower the sample’s Tg. lts
T-dependence is considerably weaker than either
of the shift factors obtained from creep compliance
in dried samples given immediately below.

ar,s of the softening dispersion obtained from
creep compliance J/(t) data. It has a stronger
temperature dependence than that of the shift
factor of the terminal dispersion, ar,, given
immediately below.

ar,, of viscous flow or the terminal dispersion from
data of J.(t).

ar of the entire viscoelastic spectrum including the
softening and the terminal dispersions obtained
when all data (J,(f), dynamic mechanical, dielec-
tric) are combined together.

ar,. of the local segmental motion from 26.85
to 84.77 °C resolved by dielectric relaxation
measurement of ¢£*(f) on dried samples in the
range: 1078 < f < 108 Hz. 7(34.95 °C) = 10'“s.
Its T-dependence is considerably weaker than that
of the local segmental motion, which is ar s at
temperatures close to Ty, as determined from
recoverable compliance, J/(t), data (see above).

)
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TABLE 26.1. Continued.

To Cy Co Ty
Polymer °K °K °K °K Ref. Comments
PVAc (M, = 15 000) 307.4 1419 69.40 290.2 [69] * ar, of the local segmental motion obtained by
PCS data. Its temperature dependence is similar
to that found by McKinney and Belcher [174] from
dynamic compressibility on another sample with
approximately the same Tj.
Poly(vinyl butyral) 336.4 17.24 85.18 [64,66] < ar. of local segmental motion from dielectric re-
[70,71] laxation: 107® < 7, < 1073, 7,(Ty) = 1s.
Poly(vinyl 346 8.86 101.6 296 [72,80]
chloroacetate)
PVCAc
Poly(vinyl chloride) 352 19.84 43.89 353 [73] * ar,, of local segmental motion from tensile
PVC stress relaxation (107's<t<1day) and
dynamic mechanical data in the frequency range
107% < f < 10*Hz from 63 to 123 °C.
PVC 358.7 13.42 28.7 358 [74] e ar, of local segmental motion from
365<T<410 K obtained by dielectric relaxation.
The relaxation times lie within the range:
1077 < 7, < 1s. Log 7,(380K) = —4.64.
PVC 346.5 1.2 34.6 338.7 [56] * ar,s of the softening dispersion from creep, J(f),
(commercial sample: (from data. It has a much weaker temperature depend-
Solvay & Cie, dilatometry ence compared with ar , from dynamic mechanical
type Solvic 229) ata and dielectric relaxation given above. This discrep-
cooling ancy between the shift factors of the mechanical
rate of data of Schwarzl with the other sets of data may be
3K/h) due to the much lower T, of the sample used.
Poly(vinyl formal) 381.3 10.33 26.76 [63,64] < ar, of local segmental motion from dielectric re-
laxation data determining the relaxation time in the
range: 1077 < 7, < 1073s. 7,(Tp) = 1.
Poly(vinyl hexanal) 312.6 16.0 85.62 [75] * ar,, of local segmental motion from dielectric re-
laxation data determining the relaxation time in the
range: 1076 < 7, < 1073s. 7,(Tp) = 1.
Poly(vinyl methyl 244 14 42 250 [76] * ar,, of local segmental motion from dielectric re-
ether) PVME laxation in the range: 107%% > 7, > 1077 s.
PVME 246.5 15.25 47.23 [77,78] < ar, from dielectric data of Zetsche et al. [78].
Similar to that given above.
Acrylates and
methacrylate
polymers
Poly(methyl acrylate) 324 8.86 101.6 276 [79,80] ~ This shift factor was obtained by combining the
PMA (value dynamic mechanical data of the entire softening
seems dispersion (25< T<90 °C and 30<f<3000 Hz) and
too low) early dielectric relaxation data of Mead and Fuoss
[79] in a comparable frequency range. lts tem-
perature dependence is weaker than that of the
shift factors ar s and ar . to be described below.
287.4 11.08 27.9 287 [24] * ar,s of the entire softening dispersion from J,(1).
287.72 128 38.2 [5] » ar, of the local segmental motion from 293
to 373 K by dielectric measurement (10~! < f
< 10'%Hz). Temperature dependence of ar . is in
good agreement with that of ar s for viscoelastic
response principally in the compliance range
Jg > J(t) < 10~8cm? /dyne. Dielectric and creep
data are in good agreement.
326 8.86 101.6 [81] e ar of the entire viscoelastic response from relax-

ation modulus in extension, E(t).
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TABLE 26.1. Continued.

To Cy C, Ty
Polymer °K °K °K °K Ref. Comments
276 16.67 60 276 [2] * ar,, of viscosity. It has a weaker temperature
(value dependence than ar s and ar ..
seems
foo low)
Poly(methyl 381 34 80 381 [2] * ar,, for viscosity. Its T-dependence similar to that of
methacrylate) conventional PMMA given below. If extrapolated down
PMMA (atactic) to the temperature regime of ar s (see next entry) it
has a different T-dependence than that of ar s.
PMMA (atactic) 38255 9.34 325 381 [82] * ar,s for the softening dispersion determined by J(t)
from 376 to 404 K. The T-dependence of ar s is
stronger than that of the viscoelastic mechanism
above the rubbery plateau.
PMMA (isotactic) 326.5 9.34 325 323 [82-84] - ar, s for the softening dispersion determined from 29.2
to 159.3 °C.
PMMA 388 32.2 80 390 [2] * ar,, for viscosity determined in the high temperature
(conventional)l range. If extrapolated down to the temperature
regime of ar s (to be given below) it has a different
T-dependence than that of ar s.
PMMA 493 70 173 378 [85] * ar,, of viscosity. It has a considerably weaker T-
(conventional) dependence than that given by Berry and Fox [2].
PMMA 393.5 9.34 325 390 [82] * ar,s of the softening dispersion obtained by J,(t) in the
(conventional) range from 387 to 462 K. In good agreement with the
T-dependence of the shift factors obtained from stress
relaxation E(t) data of McLoughlin and Tobolsky [175]
in a similar temperature range.
PMMA 390.5 14.27  63.1 [81] * ar,s of the softening dispersion. However, the T-
(conventional) dependence as reported is weaker than that given in
the entry above. The reason for this discrepancy is not
clear. We recommended the WLF parameters given in
the entry above because they are corroborated by two
different experimental measurements.
PMMA 393.1 12.21 70.1 390 [82] * ar plateau Of the viscoelastic mechanism with compli-
(conventional) ance above the rubbery plateau determined in the
same temperature range as ar,s, but has weaker
T-dependence than that of the latter.
PMMA 396.5 8.0 36.0 380.2 [56] * ar,s for the entire softening dispersion from 100 to
(commercial, (from 145 °C. ltstemperature dependenceis weakerthanthat
Rohm Plexiglas dilatometry of ar s obtained by Plazek et al. [82—-84]. It is possible
240/218) ata the discrepancy is caused by the sample studied by
cooling Schwarzl et al. has alower T,. A correction of the differ-
rate of ence in T4 of about 3 degrees will bring the two sets of
3 K/h) shift factors into agreement.
Poly(ethyl 373 11.18 103.5 335 [86] * ar,s of the softening dispersion from dynamic shear
methacrylate) compliance J*(w) from 352.7 to 428°K.
PEMA
Poly(n-butyl
methacrylate)
Pn-BMA 373 9.7 169.6 300 [87] * ar,s of the softening dispersion from dynamic shear
300 17.0 96.6 300 compliance J*(w) from 316.7 to 403.1 K.
Pn-BMA 373 85 185 300 [88] * ar, of local segmental motion from dielectric relax-
ation: 10° < f<10’Hz and 313 < T < 403K. lts
T-dependence is comparable but slightly weaker than
that of ar s given in the entry above.
Pn-BMA 300 18.2 96.6 300 [89] * ar,, of local segmental motion from PCS measure-
(M = 250000) ment from 35.8 °C to 70.6 °C and log(r) from 10 to

10~%s. Its T-dependence is similar to that of ar,s from
dynamic mechanical data.
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Polymer °K °K °K °K Ref. Comments

Poly(n-hexyl

methacrylate)

Pn-HMA 373 9.8 2344 268 [90] * ar,s of the softening dispersion from dynamic shear
compliance J*(w) from 277.7 to 398 K.

Pn-HMA 268.1 10.95 67.12 268 [91] » ar,, of local segmental motion from dielectric
relaxation: 10° < f < 105Hz and 275<T<333°K.
Its T-dependence is nearly the same as that of ar s
(see above) within this temperature range.

Poly(n-octal 373 76 227.3 253 [92-95] + ar s of the softening dispersion from dynamic shear

methacrylate) compliance J*(w) from 258.7 to 402.5 K.

Pn-OMA

Poly(2-ethyl hexyl) 373 11.58 208.9 284 [96] * ar,s of the softening dispersion from dynamic shear
compliance J*(w).

Poly(n-lauryl

methacrylate)

Pn-LMA 298.2 8.52 139.2 2087 [97] * ar,s of the softening dispersion from dynamic shear
compliance J*(w) from 232.6 to 318.3 K.

Pn-LMA 233.8 9.06 62.3 225 [98] * ar,, of the local segmental motion determined from

My, =11 dielectric relaxation and PCS for the range

x10% g/mol 10° > 7, > 107%/2s. It has a weaker T-dependence
than that of ar s.

Poly(cyclohexyl 359.7 14.8 75.67 374 [99] * ar, of local segmental motion from data of local

methacrylate) density fluctuation observed by PCS, mechanical

PCHMA relaxation and dielectric relaxation. When refer-

M, =2x10° enced to the respective Ty s (i.e. plotting log (ar,q)
against (T-Tg) the shift factor of PCHMA has a
considerably stronger temperature dependence
than that of Pn-HMA.

Heterogeneous

backbone polymers

bisphenol A 418 22.88 78.64 [100] * ar,s of the entire softening dispersion from dynamic

Polycarbonate mechanical measurements obtained in the range

BPA-PC 405< T<426 K.

BPA-PC 425.7 104 522 423.6 [101] = ar, of viscosity from 478 to 597°K obtained on
Lexan (General Electric Co.) with M,, = 72 600 and
M, = 28 100.

BPA-PC 425.7  9.61 120.7 425.7 [102] -« ar , from terminal relaxation G*(w) data measured

(branched) over the temperature range from 473 to 573 K. Its
T-dependence is nearly the same as that for Lexan
given above and is much weaker than that of ar s
for linear BPA-PC given above when the latter is
extrapolated to high temperatures and compared at
473 K, the lowest temperature of measurement of
ar, -

BPA-PC 4277 1218 51.97 423 [103] * ar, e obtained from stress relaxation measurements
(10 < + < 10*s) and (140.5 < T < 172.5 C) from
the glass to the terminal zone.

Poly(dimethyl

siloxane)

PDMS 303 1.90 222 150 [104] * ar,, of viscous flow determined at temperatures
significantly higher than T,. Do not extrapolate
down to low temperatures near and above T,
because it shows a T-dependence unrealistically
much weaker than that of ar, of the local
segmental motion (given below).

PDMS 150 5.08 120 150 [105] * ar,, of viscous flow from creep (remarks given im-

mediately above apply here).
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Polymer °K °K °K °K Ref. Comments

PDMS 147 10.4 14.24 149.5 [106] * ar . of local segmental motion from dielectric re-

(M, =10 370) laxation in the frequency range 1072 < f < 107 Hz
and temperature range Ty < T < Ty + 20° K. If this
is extrapolated to higher temperatures, the
extrapolated values turns out to agree with ar,
throughout the temperature range in which the latter
was determined, e.g., —233 < T < 300K.

PDMS 1453 1412 23.06 148.8 [106] * Same as above.

(M, = 3230)

PDMS 136.5 11.46 14.01 135.9 [106] e Same as above.

(M, = 420)

PDMS 149 1148 15 150.3 [106] * Same as above.

cyclic

(M, = 6920)

PDMS 148.2 14.03 23.86 151.6 [106] * Same as above.

cyclic

(M, = 2120)

PDMS 153 13.53 18.05 [106] * Same as above.

cyclic

(M, = 410)

Poly(aryl ether ether 4129 29.96 53.74 417 [178] * ar,, of local segmental motion obtained by G*(w)

ketone) from dynamic mechanical measurements from 1 to

M,, = 90 000; 10~* Hz in the temperature range of 412 to 423 K

M, = 45 000 and 7, ranging from 107924 to0 10°s.

(450 G.ICI)

methyl-substituted 514.1 3.24 1321 4241 [107] * ar,, of terminal dispersion measured by G*(w) on a

Poly(aryl ether ether sample with M,, = 33 800. The author has given

ketone) the shift factor originally as the VFTH form of

(Me)PEEK logar =B/(T — T,) with B=428 + 30 K and
T =Ty—42°C for samples with different
molecular weights.

Poly(oxy-1,4- 485.2 70.98 241.2 497 [178] e ar, of local segmental motion from dynamic

phenylene sulfoneyl- mechanical measurement of G*(w) from 1 to

1,4-phenylene), also 10~ Hz in the temperature range from 485 to 516 K

called poly(aryl ether and 7, ranging from 10724 to 105%s.

sulfone)

PES

Poly(ethylene

terephthalate)

PET (amorphous) 352.8 9.04 255 346.6 [108] * ar,, of local segmental motion from dielectric
relaxation.

PET (amorphous) 346.6 17.7 42.63 346.6 [5] * ar,, of local segmental motion from dielectric
relaxation.

Poly(2-hydroxypropyl

ether Bisphenol A)

PH 356.6 1421 31.6 359 [76] * ar,, of local segmental motion from dielectric
relaxation in the range: 10" > 7, > 1078s.

Poly(methyl phenyl

siloxane)

PMPS 181.2 204 56.76 223.3 [30] * ar,s of the softening dispersion from J,(t) from 23.4

(M= 5000) to —50 °C.

PMPS 207 18.1 39.8 [109, * ar,, of the local segmental motion from local dens-

(M= 2500) 110] ity fluctuation in PCS. It has a stronger

T-dependence than that of chain diffusion (given
below).
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Polymer °K °K °K °K Ref. Comments
PMPS 207 5.6 56.76 [109, shift factor of chain diffusion from concentration
(M= 2500) 110] fluctuation in PCS.
PMPS 237.4 23.96 48.8 237.4 [111, ar,, of local segmental motion from dynamic
(M= 12000) 112] mechanical measurement of G*(f) in the range:
1075 < f < 10"% Hz.
258.4 7.32 32.5 237.4 [111, ar, from dielectric measurement in the range:
112] 102 < f < 108 Hz.
Good correspondence to ar, from mechanical
data.
PMPS 243.2 17.69 3471 2432 [111, ar,, from dynamic mechanical (see above).
(M= 130 000) 112]
261.8 7.47  36.1 2432  [111, ar,, from dielectric relaxation (see above).
112]
PMPS 273.2 14.8 66.4 2472  [113] ar,, from PCS.
(M= 28 500) 248.2 14.8 55.9 248.2
273.2 11.8 67.9 247.2 [113] ar,, from dielectric relaxation.
248.2 15.2 49.2 248.2
248.2 16.1 53.2 248.2  [177] ar,, of shear viscosity from —25° to 100 °C and
1<n<10"7Pas.
Poly(methyl-p-tolyl 262.2 12.9 55.1 262.2 [177] ar of entire viscoelastic response from the glass
siloxane) level to the terminal zone obtained from G*(w).
PMpTS (M,, = 18 400)
259.1 15 45 262.2 [179] ar,, of local segmental motion from photon correl-
ation measurement in the range 107 < 7, < 10's
and
260 < T < 290K.Log[7,(T = 270K)/s] = —2.9.
258.1 12.8 37.8 262.2 [179] ar,, of local segmental motion from dielectric
relaxation measurement in the range 10-°8 < 7,
< 10%s and 252<T<370 K. Log [7(T = 270K)/s]
= —3.06.
Poly(propylene oxide) 198 16.2 24 198 [114] ar,, of the local segmental motion from dielectric
PPO relaxation measurements in the frequency range
107% < f < 108 Hz.
Poly(propylene 198.8 16.8 48.8 [115] ar,, of local segmental motion from dielectric re-
glycol) PPG (4000, laxation measurements in the frequency range:
2000, 1000) 108 < f < 107* Hz. It has stronger temperature de-
pendence than that of ar ,, the shift factor of the
normal modes.
PPG (4000) 216.66 10.1 63.66 [115] ar,n of the normal modes from dielectric relaxation
measurements (see remarks immediately above).
PPG (40 000) 216.66 8.85 50 [116] ar,, of the shear viscosity. Its temperature de-
pendence is close to that of ar ,, the shift factor of
the normal mode from dielectric data.
PPG 205.9 9.24 2293 [117] ar,¢ of the local segmental motion from PCS from
linear, M, = 3100 —49° to —66.7 °C. 7,(—60.7°C) = 1.00 x 10 2s.
Poly(thio-1,4- 355.3 22.21 49.63 362 [178] ar,, of local segmental motion from dynamic
phenylene), also called mechanical measurement of G*(w) from 1 to
poly(phenylene sulfur) 107*Hz in the temperature range from 355 to
PPS (M,, = 37 000) 371 K.
T1. Solvay
Polysulfone 459 15.1 49 459 [118] ar,rouse Of the resolved Rouse modes by the com-
PSF bination of stress relaxation and dynamic birefrin-

gence. Trouse(Ty) = 10%7s.
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459 15.8 43.7 459 [118]  ar g of the resolved G-component of the softening
dispersion which represents the stress that relaxes
through monomer rotation around the chain axis.
TG(Tg) =1s.

Tetra methyl 456.4 8.9 29.0 456.4 [119] e ar, of local segmental motion from dielectric re-

polycarbonate TMPC laxation.

Zinc phosphinate 373 6.94 66.6 324 [120]

polymer

Rubbers

Butyl rubber 298 9.03 201.6 205 [121] » ar,s of the softening dispersion from dynamic shear

(lightly vulcanized with measurements.

sulfur)

Ethylene-propylene 298 5.52 96.7 242 [122] -« ar,s of the softening dispersion from dynamic shear

copolymer measurements.

(ethylene:propylene

= 16:84 by mole)

(ethylene:propylene 298 435 122.7 216 [122] < ar s of the softening dispersion from dynamic shear

= 56:44 by mole) measurements.

Hypalon-20 (chloro- 2485 17.44 51.6 2485 [123] - ar s ofthe softening dispersion from dynamic shear

sulfonated polyethylene) modulus, G*(w), data in the frequency range of 25
to 2500 Hz from 264.6 to 341.4 °K. Values of G’
range from 2 x 10° to 7 x 10%dyne/cm? in the
glass—rubber region.

Hevea brasiliensis

Natural Rubber 248 8.86 101.6 200 [124] « From dynamic mechanical G*(w) data taken from
10722 < w < 10" rad/s in the temperature range
of —73 °C to 60 °C. Shift factors are mostly
for the entire softening dispersion. G' is about
107 dyne/cm? in the neighborhood of —30 °C.

298 594 1516 [125] - Similar T-dependent as found by Payne and given
above.

211 1.4 37.8 [66] e ar,s of the entire softening dispersion from creep,
J(t), data from 193 to 253 °K. Its T-dependence is
similar to that of Payne.

209 13.5 17.2 [126, < ar, of local segmental motion from dynamic

127] mechanical G*(w) data from 203 to 217 °K. It has a
much stronger T-dependence than that found by
Payne [124] and by Dickie and Ferry [125] in the
same temperature range. This large discrepancy
may come from different samples being used. The
sample studied in this work is of exceptional high
grade and substantially masticated.

2104 12.26 38.6 [127] < a7, of local segmental motion from dielectric re-
laxation data from 207 to 249 °K in the frequency
range of 1072 < f < 10 Hz on the same sample as
that used in G*(w) measurement. Its T-dependence
is almost the same as, though slightly weaker than,
that of ar , from G*(w) data.

Poly(isoprene)
Pl linear 75.7% 250 6.1 70.9 2132 [128] - ar, from dielectric relaxation data in the range of
cis-1,4;18.1% 107" < f < 10%Hz.
trans-1,4,6.2% vinyl-3,4.
My, = 97 000
300 0.9 57.9 2132 [128] - ar, of the dielectric normal mode which corres-

pond to the terminal relaxation. These WLF
parameters for this high mol. wt. sample is probably
not reliable because of limited data.
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Pl 250 5.8 743 211.5 [128] - ar, from dielectric relaxation data in the range of
linear 107" < f < 10°Hz.
77.9% cis-1,4
18.1% tran-1,4
4% vinyl-3,4
M, =13 000

300 4.2 128.8 2115 [128] -« ar, of the dielectric normal mode which corres-
pond to the terminal relaxation. Its T-dependence is
in excellent agreement with that of the viscosity,
ar,,, determined from dynamic mechanical data
[Gotro et al. Ref. 133] (see below).

PI 250 5.7 80 207.1 [128] e ar, from dielectric relaxation data in the range of
linear 107" < f < 10%Hz.

78.8% cis-1,4;

17.9% trans-1,4

3.3% vinyl-3,4

M, = 5100

300 4.0 133.9 207.1 [128] < ar,, of the dielectric normal mode which corres-
pond to the terminal relaxation.

PI 2114 123 40.4 206 [129] - ar, of the local segmental motion from a combin-

cis-1,4; M,, = 2350 ation of PCS and dielectric relaxation data.
7(To) =1s.

PI 2094 123 37.4 213 [130] < ar, of the local segmental motion from —56<T<—

cis-1,4; M,, = 35 000 47 °C obtained by PCS. 7(Tp) = 1s.

210.9 12.85 49.6 2109 [131] e ar, of local segmental motion from 2D deuteron
exchange NMR data. Its temperature dependence
is in good agreement with that determined from
dielectric data.

PI 250 6.2 75.0 213.0 [128] - ar, from dielectric relaxation data in the range of
18 arms star 107" < f < 109 Hz.

76.5% cis-1,4

17.9% trans-1,4

5.6% vinyl-3,4

M,, = 384 000

300 3.4 100.4 213.0 [128] -« ar, of the dielectric normal mode which corres-
pond to the terminal relaxation.

PI 250 6.2 78.7 2122 [128] -« ar, from dielectric relaxation data in the range of
4 arms star 107" < f < 10%Hz.

77.6% cis-1,4

16.8% trans-1,4

5.6% vinyl-3,4

My, = 380 000

300 2.3 40 2122 [128] -« ar,, of the dielectric normal mode which corres-
pond to the terminal relaxation.

Pl 211.38 123 40.4 206 [128] < ar, of local segmental motion determined by
cis-1,4 combining PCS and dielectric relaxation data over
My, = 2350 the frequency range of 10 < f < 105 Hz.

PI 243.2 8.2 89.5 [1382] < ar of viscoelastic response in the compliance range
7% vinyl, 84.5% cis-1,4 of 10798 < J,(t) including the terminal relaxation
1.6x10° < M, < 1.1 x 108 from —70 to 42 °C for M,, = 6.2 x 10°.

Pl 298 4.1 122 205 [183] = ar, of the terminal relaxation determined by

8% 3,4
high mol. wt.

dynamic modulus. Its T-dependence is in excellent
agreement with that of ar , obtained from dielectric
normal mode data (see above for the 13 000 mol.
wt. Pl dielectric data). The C; and C, parameters
given here apply also for the other Pl microstruc-
tures if Ty is adjusted for the change in
Tyg: To = 25 + ATy, where ATy is the difference in T
from 206°K, the value for the 8% 3,4 microstructure.
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Pl 211.6 122 537 2116 [134] e« ar, of terminal dispersion from dynamic
(70% cis, 23% trans, 7%, mechanical, G*(w), data.
3,4; M,, = 63 400)
Pl 212 11.7 529 212 [134] « ar, of terminal dispersion from dynamic
(70% cis, 23% trans, 7%, mechanical, G*(w), data.
3,4; M,, = 103 000)
Hydrogenated
polyisoprene
HPI 4 x 10* < M,, e ar,, of terminal dispersion from dynamic
<3x10° mechanical data for T-T, from ~90 to ~250 °C.
8% 3,4 373 3.91 227 211 [133]
16% 3,4 376 3.91 227 214 [133]
20%, 3,4 379 3.91 227 217 [133]
29% 3,4 386 3.91 227 224 [133]
34%, 3,4 393 3.91 227 231 [133]
Poly(vinyl ethylene)
PVE 270.9 14.54 47.39 2725 [135] -+ ar, of local segmental motion from dielectric
97% 1,2 relaxation data from 268 to 305°K and
102 > 7, > 10 %s.

268.2 11.66 23.89 2725 [136] ¢ ar,s of the softening dispersion from recoverable
creep compliance, J/(t), data obtained on the same
sample as above from —12.6 to 30.1 °C. Same
sample as above.

264.4 13.33 24.33 2725 [135] e« ar, of local segmental motion from dynamic
mechanical G*(w) data. Same sample as above. Its
temperature dependence is in excellent agreement
with that for dielectric relaxation data given above.

cross-linked with 0.056 wt % 270.0 12.77 24.33 [137] « ar, of local segmental motion from dielectric

dicumyl peroxide relaxation data from 102 > 7, > 10~%s.

cross-linker

cross-linked with 0.111 wt 277.4 121 32.8 [187] < Same as above

Y%dicumyl peroxide

cross-linker

cross-linked with 0.222 wt % 276.5 13.36 23.55 [137]  Same as above.

dicumyl peroxide cross-

linker

cross-linked with 0.444 wt % 277.6 222 520 [137]  Same as above.

dicumyl peroxide

cross-linker

cross-linked with 0666 wt %  282.9 10.8 13.9 [137]  Same as above.

dicumyl peroxide

cross-linker

PVE 94% 1,2 271.2 123 486 2712 [131] e« ar, of local segmental motion from 2D deuteron
exchange NMR data obtained from 273 to 286°K.
Its T-dependence is similar to that determined by
dielectric and dynamic mechanical data (see
above).

265.18 13.66 44.72 273 [138] e ar s of the terminal relaxation from dynamic stress-
optical measurements made in the temperature
range from 295 to 353°K.

PVE 298 6.23 725 261 [139] <« ar,s Its T-dependence is weaker than the

(91.5% vinyl) corresponding shift factors obtained in other PVE
samples with higher vinyl content and higher Tgs.

PVE 279 11.45 56.0 279 [134] « ar, of terminal dispersion from dynamic

(>99%,1,2; M,, = 84 400) mechanical, G*(w) data.

PVE 279.5 1.3 592 2795 [134] e+ ar, of terminal dispersion from dynamic

(>99%1,2; M,, = 204 000)

mechanical, G*(w) data.
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PVE 2722 11.34 28.6 272 [140] < ar for the entire viscoelastic response from soft-

(95% 1,2; M, = 19 000) ening to terminal. This is a compromise of two
different temperature dependences of shift fac-
tors for the segmental, ar , and for the terminal
motion, ar ,, found by Zorn et al.in PVE, similar to
what Plazek and coworkers have seen in PS,
a-PP, PVAc, PMPS and etc. [25—-32]. However the
two shift factors obtained by Zorn et al. were de-
termined in two non-overlapping temperature re-
gions (T=—-0.2°C for ar, and T=40.4°C for
ar,y), while Plazek and coworkers, using the
Leaderman’s trick [176] of measuring creep dur-
ing recovery at a lower temperature, managed to
measure both ar , and ar , over a common tem-
perature range and found them to be different.

Polybutadiene PB

96% cis, 2% trans, 2% vinyl 298 3.44 196.6 161 [141] < Softening ar,s.

43% cis, 50% trans, 7% vinyl 298 3.64 186.5 172 [142] -« Softening ar,s.

27% cis, 37% trans, 36% vinyl 263 5.97 123.2 205 [143] -« Softening ar s.

7% cis, 1.5% trans, 91.5% vinyl 298 6.23 725 261 [139] < Softening ar,s.

PB

20% vinyl-1,2 173.3 10.2 11.32 173.3 [126] -« ar, of local segmental motion by dynamic
mechanical, E*(w), data in the frequency range of
0.01 to 100 Hz and temperatures near but above
Ty. The sample is lightly cross-linked to attain
dimensional stability for uniaxial extension
measurement.

50% vinyl-1,2 200 27.15 64.17 200 [126] < Same as above.

71% vinyl-1,2 2255 144 255 225.5 [126] <+ Same as above.

83% vinyl-1,2 249 20.7 421 249 [126] < Same as above.

97% vinyl-1,2 2715 146 24.5 271.5 [126] < Same as above.

PB

7% vinyl-1,2, 52% trans-1,4, 177.9 18.0 37.6 178 [140] - ar, of local segmental motion by dynamic

41% cis-1,4 mechanical, G*(w), data in the frequency range
of 0.01 to 100 rads/s and temperatures near but
above Tg4. The sample is not cross-linked.

52% vinyl-1,2, 29% trans-1,4, 215.6 15.1 38.0 216 [140] < Same as above.

19% cis-1,4

68% vinyl-1,2, 20% trans-1,4, 238 11.8 38.8 238 [140] < Same as above.

12% cis-1,4

86% vinyl-1,2, 8% trans-1,4, 249.7 16.6 31.3 250 [140] < Same as above.

6% cis-1,4

95% vinyl-1,2 2722 149 37.5 272  [140] < Same as above.

PB

99% vinyl-1,2 323 578 948 268 [144] - ar, of the terminal relaxation from dynamic
mechanical, G*(w), data in the T-range of 50 to
150°K above Tg.

x% vinyl-1,2 0.145<x<0.99 55 578 948 Ty(x) [144] -« ar, of the terminal relaxation from dynamical

+T4(x) mechanical, G*(w), data in the T-range of 50—

150°K above T, for the high-vinyl compositions
and of 100-200°K above T, for the low-vinyl
compositions. Results similar to that found by
Kraus and Gruver [145].

PB

35% cis, 54% trans, 10% vinyl 298 3.48 163 175 [146] < ar of the entire viscoelastic spectrum from dy-

M =130 ~ 10°

namic mechanical, G(w), data in the T-range of
182 to 398°K.
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35% cis, 56% trans, 8% vinyl 298 3.22 160 173.7 [146] ar of the entire viscoelastic spectrum from

M =6.29 x 103 dynamic mechanical, G*(w), data.

PB 301.2 417 196.8 1822 [147] ar,, of mainly the terminal relaxation from

39% cis, 53% trans, dynamical mechanical, G*(w), data.

8% vinyl

2x10* < M, <2 x10°

PB cyclic

7% cis, 30% trans,

63% vinyl

38x10* <M, <6.0x10* 2992 536 1212 233 [148] ar,, of the terminal relaxation from dynamic
mechanical, G*(w), data in the T-range of 248 to
361°K.

Polybutadiene

crosslinked with

dicumyl peroxide

PB, 40% cis, 50% trans, 273.2 3.0 120 180.2 [154] ar,s of the softening dispersion from creep

10% vinyl measurement.

(0.25% DiCup)

PB, 36% cis, 273.2 2.95 125 175.2 [154] ar,s of the softening dispersion from creep

54% trans, measurement.

10% vinyl

(0.80% DiCup)

Hydrogenated

polybutadiene

HPB

99% vinyl-1,2 323 6.35 146 246 [144] ar,, of the terminal relaxation from dynamic
mechanical, G*(w), data in the T-range of 300 to
486°K.

x% vinyl-1,2 77 6.35 146 Ty(x) [144] ar,, of the terminal relaxation from dynamic

0.145<x<0.99 +T4(x) mechanical, G*(w), data in the T-range of about
180-300 °K above Ty for the low-vinyl composi-
tions. Results similar to that found earlier by
Arnett and Thomas.

Poly(1,3-dimethyl-1- 348.2 488 1119.5 275.4 [150] ar,, of the terminal relaxation from dynamic

butenylene) mechanical, G*(w), data from 25 °C to 190 °C. Its

PDMB T-dependence is similar to that of a- PP which
can be obtained from PDMB by hydrogenation.

Polyurethane 283 8.86 101.6 238 [151] ar,s of the softening dispersion from rubber to

PU glass from dynamic mechanical data taken over

(cross-linked) the frequency range of 45-6000 Hz and the
T-range of —16-39 °C. The loss tangent exhibits
a broad maximum resembling the behavior of
PIB.

PU 251.1 14.46 33.1 [152] ar,, of the local segmental motion from PCS,

(network) Brillouin scattering and dielectric relaxation data
in the T-range of —14 °C to 105 °C.

PU 228.2 125 42.5 [56] ar,s of the softening dispersion from creep com-

(cross-linked) pliance data.

Styrene-butadiene 298 457 113.6 210 [153] ar,s

copolymer (styrene:
butadiene = 23.5:76.5,
random, by weight)

Hydroxy terminated
polybutadiene (20% cis, 60%
trans, 20% vinyl)
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HTPB-1 273.2  36.79 273.2 194.2 [154] ar,s of the softening dispersion from creep
(Mol. wt. per (Arrhenius) measurement.
crosslinked unit,
M, = 1760)
HTPB-2 273.2  41.59 273.2 194.2 [154] ar,s of the softening dispersion from creep
(M, = 2370) (Arrhenius) measurement.
HTPB-3 273.2  33.59 273.2 194.2 [154] ar,s of the softening dispersion from creep
(M, = 5930) (Arrhenius) measurement.
Hydroxy terminated
styrene butadiene
rubber
HTSBR 2732  41.59 273.2 194.2 [154] ar,s of the softening dispersion from creep
(M, = 2980) (Arrhenius) measurement.
Fluorinated
hydrocarbon
elastomers
Viton 11A(Air) 253.2 11.62 37 249 [155] ar,s of the softening dispersion from creep
(Mol. wt. per measurement.
crosslinked unit,
M, = 7220)
Viton 10A(Vac) 256.2 11.62 37 250.5 [155] ar,s of the softening dispersion from creep
(M, = 5220) measurement.
Viton 10B(Air) 260.2 11.62 37 253.6 [155] ar,s of the softening dispersion from creep
(M, = 3070) measurement.
Viton 10B(Vac) 262.0 11.62 37 [155] ar,s of the softening dispersion from creep
(M, = 3070) measurement.
Bisphenol A based 478.2 1444 478.2 477.2 [156] ar,s of the softening dispersion from creep
epoxy resins/4,4’ (Arrhenius) measurement.
diamino diphenyl
sulfone (DDS)
828/DDS
(M, = 419)
1001/DDS (M, = 908) 403.2 19.26 50.0 400.2 [156] ar,s of the softening dispersion from creep
measurement.
1004/DDS (M, = 1520) 384.0 21.02 50.0 385.2 [156] ar,s of the softening dispersion from creep
measurement.
1007/DDS (M, = 2870) 373.9 20.50 50.0 374.2 [156] ar,s of the softening dispersion from creep
measurement.
Epoxy model networks
from a diepoxy prepolymer,
DGEBA, and three different
diamines or mixtures of a
monoamine and a diamine.
DDM (4,4 diamino diphenyl  457.2 10.9 34.8 457.2 [149] < ar,s of the softening dispersion from
methane) network (at 1 Hz) dynamic mechanical, E*(w).
DDM/Aniline network 394.2 9.5 25.6 394.2 [149] < ar,s of the softening dispersion from
(at 1 Hz) dynamic mechanical, E*(w).
Hexamethylene diamine 391.2 11.0 41.5 391.2 [149] < ar s of the softening dispersion from
(HMDA) (1 Hz) dynamic mechanical, E*(w).
HMDA/Hexylamine 336.7 9.9 34.4 336.7 [149] < ar,s of the softening dispersion from
(at 1 Hz) dynamic mechanical, E*(w).
IPD (isophorone diamine) 442.2 12.5 52.9 442.2 [149] < ar,s of the softening dispersion from
(at 1 Hz) dynamic mechanical, E*(w).
IPD/Trimethylcylcohexy 382.2 9.2 41.9 382.2 [149] < ar s of the softening dispersion from
lamine (at 1 Hz) dynamic mechanical, E*(w).
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TABLE 26.1. Continued.

To Cy C, Ty

Polymer °K °K °K °K Ref. Comments

Miscible Blends and

Copolymers

Styrene-n-hexyl 373 7.11 192.6 277 [157]

methacrylate copolymers

S-nHMA copolymer

(0.26:0.74)

S-nHMA copolymer 373 6.56 156.4 287 [157]

(0.41:0.59p)

Polyisoprene-

polyvinylethylene blends

(1-x)PI-xPVE blends,

Resolved component

dynamics

x=0%, Pl 2104 12.26  38.59 [127] - ar, of local segmental motion of Pl from di-
electric relaxation.

x=20%, PVE component 223.9 15.0 85.82 [127] « ar, of local segmental motion of the PVE
component resolved in the dielectric relaxation
spectra which are not thermorheologically sim-
ple.

x=25%, Pl component 216.7 12.2 38.66 [127] * ar,, of local segmental motion of the PI com-
ponent resolved in the dielectric relaxation
spectra (not thermorheologically simple).

x=25%, PVE component 255.47 122 125.4 [127] « ar, of local segmental motion of the PVE
component resolved in the dielectric relaxation
spectra (not thermorheologically simple).

x=50%, PVE component 235.85 11.64 52.65 [127] * ar,, of local segmental motion of the PVE
component resolved in the dielectric relaxation
spectra (not thermorheologically simple).

x=75%, PVE component 255.47 122 125.4 [127] « ar, of local segmental motion of the PVE
component resolved in the dielectric relaxation
spectra (not thermorheologically simple).

x=100%, PVE 271.3 12.0 36.8 [127] e« ar, of local segmental motion of PVE from
dielectric relaxation.

(1-x)PI-xPVE blends,

Resolved component

dynamics

x=0%, Pl 215.7 10.16  54.14 [181] e« ar, of local segmental motion of Pl from 2D
deuteron exchange NMR (2D DE NMR).

x=25%, Pl component 218.2 13.0 50.0 [181] = ar, of local segmental motion of the Pl com-
ponent resolved by 2D DE NMR.

x=25%, PVE component 227.3 13.32 84.24 [131] e« ar, of local segmental motion of the PVE
component resolved by 2D DE NMR.

x=50%, Pl component 226.2 1443 64.86 [131] e« ar, of local segmental motion of the Pl com-
ponent resolved by 2D DE NMR.

x=50%, PVE component 236.7 13.83 88.27 [181] = ar, of local segmental motion of the PVE
component resolved by 2D DE NMR.

x=75%, Pl component 236.6 15.15 69.78 [131] e« ar, of local segmental motion of the Pl com-
ponent resolved by 2D DE NMR.

x=75%, PVE component 253.5 141 80.01 [181] e« ar, of local segmental motion of the PVE
component resolved by 2D DE NMR.

x=100%, PVE 273.5 12.3 50.50 [181] = ar, of local segmental motion of PVE by 2D
DE NMR.

Poly(vinylmethylether)-poly- 255.9 1479 4435 [77, * ar, of the local segmental motion of the PVME

styrene blends 50% PVME/ 78] component in the blend from dielectric spectra,

50%PS blend: the PVYME
component

which are not thermorheologically simple. Its T-
dependence is stronger than that of pure
PVME.




TEMPERATURE DEPENDENCES OF THE VISCOELASTIC RESPONSE OF POLYMER SYSTEMS / 473

TABLE 26.1. Continued.

To Cy Co Ty

Polymer °K °K °K °K Ref. Comments

Diluted Systems

Cellulose tributyrate in

dimethyl phthalate

(21%) 247 8.86 101.6 188 [158, e« ar,s from creep and dynamic mechanical

159] measurements.
(43%) 251 8.86 101.6 193 [158, = ars from creep and dynamic mechanical
159] measurements.

Cellulose nitrate in diethyl 298 8.84 1655 166 * ar,s from creep and dynamic mechanical

phthalate (23%) measurements.

Polyethylene (solution

chlorinated) CI content

= 56.6 w/w, amorphous,

in bis(2-ethylhexyl)phthalate

(88 polymer) 2955 114 56.5 295 [180] < ar, of local segmental motion from dielectric
relaxation data for log 7, = —11.4 + 644/ (T-239K).

(74% polymer) 2926 125 61.6 279 [180] - ar, of local segmental motion from dielectric
relaxation data for log7, = —12.5 + 770/ (T-231K).

(59% polymer) 262.3 12.8 74.3 245 [180] e ar,, of local segmental motion from dielectric
relaxation data for log7, = —12.8 + 951/ (T-188 K).

Polyisoprene

(My, = 395 000) in Aroclor:

polymer concentration, c.

(c= 0.92 g/ml, 100% PI) 258 7.02 104.5 [161] < ar for J,(t) > 1078 cm?/dyne including viscous flow.

(c = 0.849 g/ml) 258 769 107.3 [161] < ar of the terminal dispersion. lts T-dependence be-
comes stronger with addition of Aroclor.

(c= 0.60 g/ml) 258 10.7 1246 [161] < ar of the terminal dispersion. Its T-dependence
becomes stronger with addition of Aroclor.

(c= 0.449 g/ml) 258 13.1 138.7 [161] < ar of the terminal dispersion. lts T-dependence
becomes stronger with addition of Aroclor.

(c= 0.30 g/ml) 258 24.2 197.2 [161] < ar of the terminal dispersion. Its T-dependence
becomes stronger with addition of Aroclor.

(c=0.20 g/ml) 258 21.0 164.6 [161] < ar of the terminal dispersion. Its T-dependence
becomes stronger with addition of Aroclor.

(c=0.10 g/ml) 258 10.3 59.4 [161] < ar of the terminal dispersion. lts T-dependence
becomes stronger with addition of Aroclor.

PMPS in 1,1-bis(p-methoxy- 2425 12.47 23.23 2425 [111, e+ ar, of local segmental motion from dynamical

phenyl) cyclohexane 90% 112] mechanical, G*(w), data obtained in the frequency

(PMPS M = 130 000) range 1072 < f < 102 Hz. 7,(To) = 10%s.

Polystyrene in Decalin 62% 291 8.86 101.6 [162, < ars

163]

Polystyrene/Tricresyl

phosphate (PS/TCP)

100% PS 3732 1424 66.0 371 [164] - ar,, of the terminal dispersion which has a weaker
T-dependence than that of the softening dispersion,
ar,s to be given below.

100% PS 3732 12.09 3287 371 [164] - ar s of the softening dispersion which has a stronger
temperature dependence than that of ar .

85% PS 326.2 13.50 38.0 [164] -« ar s of the softening dispersion.

70% PS 293.2 15.13 60.0 [164] e« ar , of the terminal dispersion which still has a weaker
T-dependence than that of the softening dispersion,
ar,s to be given below. However, the difference de-
creases with increasing TCP.

70% PS 293.2 14.96 45.05 [164] « ar s of the softening dispersion.

55% PS 268.2 13.8 65.0 [164] -« ar,, of the terminal dispersion which has an almost

the same though still slightly weaker T-dependence
than that of the softening dispersion, ar s to be given
below.
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TABLE 26.1. Continued.

To Cy C, Ty

Polymer °K °K °K °K Ref. Comments

55% PS 268.2 14.75 60.0 [164] < ar s of the softening dispersion.

25% PS 2122 2446 69.0 [164] < ar s of the softening dispersion.

PS in DOP (70%) 277 1443 56.0 [165] e ar, of the local segmental motion of PS in the
concentrated solution obtained by PCS.
7o(To) = 10%s.

PCHMA/di(2-ethylhexyl

phthalate (PCHMA/DOP)

100% PCHMA 359.7 155 87.74 [166] < ar, of the local segmental motion from PCS
data.

95% PCHMA 356.7 15.5 87.74 * ar, of the local segmental motion from PCS
data.

90% PCHMA 342.7 155 87.74 * ar,, of the local segmental motion from PCS
data.

85% PCHMA 329.7 155 87.74 * ar,, of the local segmental motion from PCS
data.

PMMA/DOP

PMMA 316.6 15.9 47.6 313 [167] < ar, of local segmental motion from photon

plasticized by DOP, (Ty of bulk correlation  spectroscopy in the range:

Cpuma = 0.9g/mL polymer is 1078 < 7, < 100s.

351 K)

PMMA 295 16.9 98 313 [167] « ar, of local segmental motion from photon

plasticized by DOP, (T4 of bulk correlation  spectroscopy in the range:

Cpimma = 0.8g/mL polymer is 10° <7, <109%s.

351 K)

PMMA/toluene

PMMA 2023 11.2 52.7 230 [168] < ar, of local segmental motion from dielectric

M =5.4x105, relaxation data from 256<T7<345K and

isotactic rich 10° < f < 1075 Hz.

67% PMMA

30% PMMA 161.6 11.2 53.6 163 [168] « ar, of local segmental motion from dielectric
relaxation data from 178<T7<294 K and
10° < f < 1075 Hz.

30% PMMA in Diethyl 298 711 130.1 211 [169] e ar s from dynamic mechanical measurement.

phthalate

Pn-BMA in diethyl

phthalate

(50%) 273 9.98 1583.1 206 [170] < ar,s from dynamic mechanical measurement.

(60%) 273 12.8 157.3 227 [170] < ar,s from dynamic mechanical measurement.

PVAc in tricresyl 293 8.86 101.6 [163, < ar s from dynamic mechanical measurement.

phosphate (50%) 171]

PVC/tetrahydrofuran

(PVC/THF) 355.3 124 45.25 344 [172] -« a7, for the local segmental motion from di-

100% PVC electric relaxation in the frequency range
102 < f < 108 Hz. 74(Tp) = 1.

84% PVC 2821 11.0 36.1 275 e Same as above.

59% PVC 2099 11.8 50.85 201 * Same as above.

51% PVC 2009 10.8 37.87 193 ¢ Same as above.

38% PVC 1735 111 46.5 162 e Same as above.

PMA/toluene 2924 13.8 4855 286 [173] ~ ar, for the local segmental motion from di-

100% PMA electric relaxation in the frequency range
102 < f < 108 Hz. 74(Ty) = 1.

75% PMA 2354 13.8 43.56 225 * Same as above.

60% PMA 209.5 15.9 57.0 201 e Same as above.




TEMPERATURE DEPENDENCES OF THE VISCOELASTIC RESPONSE OF POLYMER SYSTEMS / 475

results. y = 1.9 for poly(vinyl ethylene) with 88% vinyl and
M, = 3kg/mol; y = 3.0for 1,4-polyisoprene withM,, = 11
kg/mol; y = 2.55 for poly(vinyl methyl ether) with M,, = 99
kg/mol; y = 2.6 for poly(vinyl acetate) with M,, = 170 kg/
mol; y = 2.5 for poly(propylene glycol) with M,, =4 kg/
mol; y=15.6 for poly(methyl phenyl siloxane) with
M,, = 23kg/mol; and y = 5.0 for poly(methyl tolyl siloxane)
with M,, = 35 kg/mol. For some low molecular weight glass-
formers, the results are y = 3.3 for poly[(o-cresyl glycidyl
ether)-co-formaldehyde] with M,, = 0.87 kg/mol; y = 2.8
for diglycidyl ether of bisphenol A with My, = 1.8 kg/mol;
and y=28.5 for poly(phenyl glycidyl -ether)-co-
formaldehyde with M,, = 0.35 kg/mol. The parameter vy is
claimed to be a measure of the relative importance of V as
opposed to T. If the local segmental dynamics were strictly
thermally activated and volume does not enter, then y would
be exactly equal to zero. Although log(7,) is a monotonic
increasing function of 7-'V~7, in general the dependence is
not linear. Instead the slope increases with increasing
T~'V~7, a behavior like the VFTH or the WLF temperature
dependence of the 7, data taken at constant pressure. Thus, a
VFTH equation based the variable TV? instead of the usual T
can be constructed to describe the data.

Recently the analysis was extended to the polymer chain
dynamics (i.e., the dielectric normal mode) for polymers that
have dipole moment parallel as well as normal to the back-
bone. They are polypropylene glycol (PPG), 1,4-
polyisoprene (PI) [186] , and polyoxybutylene (POB) [187].
The normal mode relaxation times (strictly speaking, the
longest normal mode relaxation times, 7,) taken at various
combinations of temperature and pressure superpose to a
single master curve when plotted against 7-'V 7, using the
same value of y as for the segmental relaxation times, 7. It is
paradoxical that 7, and 7, are functions of the same quantity,
T~'V~7, yet they have different T~'V~Y-dependences.The
dependence of 7, on T~!'V~7 is stronger than that of 7,
similar to the relation between their temperature dependences
at ambient pressure [19,25,30,46,115,188-191] or their pres-
sure dependences at constant temperature [192]. The explan-
ation of 7, and 7, are functions of the same 7~'V~7 and yet
the dependence of 7, is stronger than 7, was given [ 193] by an
application of the Coupling Model [194-197] in the same
manner as the explanation given previously for their different
T-dependences at constant P or P-dependences at constant T
[30,46,115,189—-191]. These scaling analyses do not consti-
tute a test of the free volume theory stemming from the
Doolittle and WLF equations, since these depend on the
relative or fractional free volume and not the total volume.

26.5 SOME IMPORTANT SECONDARY
RELAXATIONS

Secondary relaxations are commonly found in glass-
formers including polymers. Some secondary relaxations

involve intramolecular degrees of freedom and have no
relation to the a-relaxation such as the motion of a side
group of a polymer isolated from the chain backbone. How-
ever some secondary [3-relaxations are more intriguing. For
example, the secondary relaxation found in totally rigid
molecules such as chlorobenzene [198-200], and in poly-
mers which have no side groups such as 1,4 polybutadiene
[201] and polyisoprene [202] (excluding the very fast rota-
tion of the methyl group). Even in polymers that have side
groups such as poly(n-ethyl methacrylate) (PEMA), multi-
dimensional '3C solid-state NMR study of the carboxyl
moiety [203] found that the B-relaxation involves a w-flip
of the side group coupled to a rocking motion around the
local chain axis with a 20" amplitude in the glassy state.
The rocking amplitude increases upon raising the tempera-
ture above T, and is as large as +50 at T, +27 K. The
temperature dependence of the secondary relaxation time,
78, of PEMA above T, is stronger than the Arrhenius de-
pendence extrapolated from the glassy state. In fact, the
temperature dependence of 7g above T could be regarded
as having another VFTH dependence albeit weaker than that
of the a-relaxation. In the research community of nonpoly-
meric glass-formers, the secondary relaxations which have
properties mimicking the a-relaxations are sometimes
called the Johari—Goldstein relaxations for the purpose of
distinguishing them from secondary relaxations of lesser
importance [204]. The properties of these secondary relaxa-
tions that bear similarity to that of the a-relaxation include
the VFTH temperature dependence and pressure depend-
ence of 1g in the equilibrium liquid state [203,204].
These secondary relaxations are potentially the originator
of the a-relaxation, which is certainly the case of the primi-
tive relaxation of the Coupling Model [194-197]. A remark-
able finding is that the primitive relaxation time g
calculated entirely from the parameters of the a-relaxation
turns out to be approximately the same as the most probable
relaxation time, 7g, of these secondary relaxation in many
polymeric glass-formers, including polybutadiene, polyiso-
prene, polyvinylacetate, PEMA, and others, as well as many
nonpolymeric glass-formers [201,202,205-211]. There is
also microscopic experimental evidence for a close connec-
tion between the secondary relaxation or the primitive re-
laxation processes to the a-relaxation. Multidimensional
NMR [212,213] experiments have shown that the dynamic-
ally heterogeneous molecular reorientations of the o-
relaxation (i.e., the primitive relaxation in the coupling
model) occurs by relatively small jump angles having an
exponential time dependence. Furthermore, from one and
two-dimensional 2H NMR studies [214], the secondary re-
laxations in toluene and polybutadiene are seen to also
involve angular jumps of similar magnitude for temperatures
above T,. This similarity in size of the jump angles supports
the relation between the secondary and the primitive relaxa-
tions, and their role as the origin of the a-relaxation.
Related information can be found in Chapters 23 and 24.
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The term ““adhesive’” applies to a wide range of materials
that are used to join other materials together by means of
surface attachment. Thus, an “adhesive” joins ‘“adherends”
together to generate an ‘““‘adhesive joint” or an “adhesively
bonded assembly.” Adhesive technology is a joining tech-
nology in much the same sense that rivets, screws, nuts and
bolts, welding and brazing are joining technologies. Most
materials that we recognize as adhesives are based upon
organic materials that are either polymers or react to form
polymers. There are also inorganic adhesives, such as Port-
land cement and solder, which will not be discussed in this
chapter.

27.1 ADHESION AND POLYMERS

Adhesives are joining systems based upon surface attach-
ment, i.e., adhesion. Adhesion is the physical attraction of
the surface of one material for the surface of another. These
physical attractions are the same physical attractions that
one normally associates with descriptions of the states of
matter, i.e., van der Waals forces and electrostatic forces. In
general, van der Waals forces play a significant role in the
adhesion processes of polymeric materials. In addition, ad-
hesives can be synthesized such that they can chemically
interact with a surface through the formation of donor—
acceptor bonds, hydrogen bonds, and covalent bonds.

The science of polymeric adhesion is concerned with the
description of two distinct steps: the formation of the adhe-
sive bond (“‘adhesive bond making’”) and the physical
strength of the adhesive bond (‘““adhesive bond breaking’’).
The bulk of this chapter is associated with the latter topic,
that is, the strength of joints made with adhesives. For this
first section, we deal primarily with the former topic.

479

Polymeric materials are “van der Waals solids.” That is,
the forces of attraction between chains can be described, for
most polymeric materials, by van der Waals attractions.
Thus, the cohesive energy density of a polymer and,
hence, the surface energy of a polymer, is low relative to
most inorganic materials where other intermolecular forces
may dominate. The room temperature surface energy of
polymers varies from about 12mJ/m? to about 70 mJ/m?.
By comparison, the surface energy of aluminum oxide is
638 mJ /m?.

In order to obtain maximum adhesion, one needs to have
intimate contact between the adhesive and the adherend.
The attainment of intimate contact is termed ‘‘complete
wetting.” In the 1950s, Zisman and coworkers codified
this concept using contact angle measurements and the
definition of a parameter related to the surface energy of a
polymer, the “critical wetting tension [1].”” Table 27.1 pro-
vides a list of critical wetting tensions of a number of
polymers. The Zisman wetting criterion states that the sur-
face energy of an adhesive must be less than the critical
wetting tension of the adherend in order for the adhesive to
exhibit complete wetting of an adherend. For the most part,
polymeric materials are lower in surface energy than most
clean inorganic surfaces and would be expected to wet most
of them completely. The situation becomes more compli-
cated when discussing adhesion between polymers. In that
case, whether or not the polymer is the adhesive or the
adherend becomes very important.

In the case of polymer-polymer adhesion, one can have
another basis for providing a strong joint between two
materials. This is the phenomenon of interdiffusion. In gen-
eral, it is difficult for two high polymeric materials to inter-
diffuse because of poor entropy gain. Entropic effects are
overcome in the case when the two polymers interact
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TABLE 27.1. Critical wetting tension of some common
polymeric materials [1].

Critical wetting

Polymer tension (mJ/m?)
Poly(tetrafluoroethylene) 18
Poly(dimethylsiloxane) 21
Poly(propylene) 28
Poly(ethylene) 31
Poly(vinyl chloride) 38
Cured epoxy resin 43
Poly(ethylene terephthalate) 45

exothermically or in the case when the two polymers have
very similar or identical solubility parameters. One can also
describe this situation in terms of the y-parameter.

The work of adhesion is defined by the following
equation:

Wa=v+7—702 (D

where W, is the thermodynamic work of adhesion, the v,
are the surface energies of materials 1 and 2 +y;, and is the
interfacial energy between them. Realizing that interfacial
energies are usually less than surface energies, one can
easily see that the work of adhesion is a relatively small
number, usually on the order of a few hundreds of mJ/m>. In
the case of applying a polymer to an inorganic surface or in
the case of an incompatible polymeric adherend, one can
obtain higher adhesion by means of chemical interactions at
surfaces. These chemical interactions include acid-base
interactions (which include donor-accepter, Bronsted-Low-
rey acid-base, and hydrogen-bonding interactions) and co-
valent bonding. Providing covalent bonding at an interface
can lead to levels of interfacial interaction that are in the tens
of J/m?.

The energy necessary to break a polymer-based adhesive
joint is almost always much higher than the energy of
interaction at an interface. A natural rubber-based pressure
sensitive adhesive (vide infra) has only van der Waals inter-
actions available to it for adhering to a surface. Despite that,
the energy to break an adhesive joint made with such an
adhesive at room temperature and a rate of about 2.54 cm/
min is on the order of 100 J/m>. The discrepancy between
interfacial energetics and the energy necessary to break a
joint is due to dissipative processes in the materials making
up the joint.

The ability to dissipate mechanical energy is the key to
the ability of polymers to perform as adhesives. One can
imagine the following scenario. A polymer is tethered to a
surface by one or more attachments each having an energy
of interaction with the surface on the order of a van der
Waals energy. That same polymer is also entangled with and
associated with segments of itself or other polymers in the
adhesive. As long as the energy of interaction of the polymer

with the surface is higher than the energy of interaction
between polymer segments, the polymer will tend to disen-
tangle and dissipate mechanical energy as heat, rather than
separate from the surface. If the energy of interaction be-
tween the polymer and the surface is less than the energy
necessary to disentangle, the polymer will likely separate
from the surface. Also, if the polymer has no mobility (such
as in the case of a glassy material) the energy of interaction
with the surface must be significant. Examples of efforts to
model adhesives by molecular dynamics can be found in the
work of Baljon [2] and Robbins [3].

If the energy of interaction with the surface cannot be made
to exceed the segment—segment interaction energy then other
means can be used to improve the interaction with the surface.
In general, this means that the adherend surface has to be
made mechanically rough by some type of surface prepar-
ation. If the adhesive has the correct viscosity, it will wet into
the nooks and crannies of such a surface. When the adhesive
hardens, it will be mechanically interlocked with the adher-
end. Now the energy required to remove the adhesive be-
comes equal to the plastic deformation energy of either
the adherend or the adhesive. In this way, even stiff
polymers such as thermoset epoxy adhesives can be used as
adhesives, providing an energy to fail a joint in excess of
1,000 /m?.

27.2 PHYSICAL PROPERTY TESTING

Adhesive test methods and their test results are related to
but are not the same as other polymer property tests de-
scribed in this handbook. In general, adhesive property tests
are ultimate properties measured at the failure load of an
adhesive joint. Adhesive joint properties are certainly re-
lated to adhesion (vide supra) but are primarily due to the
physical properties of the adhesive and the physical proper-
ties of the adherends. In addition, the design of the adhesive
joint has a major effect on the measured strength. Indeed, a
properly designed adhesive joint will always lead to failure
of the adherend. In addition, adhesive joint properties are
as temperature- and rate-dependent as the properties of the
polymers used to make the adhesive. Unfortunately, in many
cases in the literature, the rate of test is not described. In this
chapter, the type of adherend or backing will be described,
if at all possible.

A primary method used to characterize adhesives is the
lap shear test. A diagram of the test is shown in Fig. 27.1 and
is described in Standard Test Method ASTM D1002 [4]. The
specimen is usually 1 in. (2.54 cm) wide. The lap shear test
places the adhesive in normal as well as shear stress [5].
This type of test is used for many types of adhesives, with
the exception of pressure-sensitive adhesives (PSAs, de-
fined below). In the tables presented later, lap shear strength
is presented in units of mega Pascal (MPa) and pounds per
square inch (psi). The latter is shown in parenthesis. The
temperature of the test will always be room temperature.
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FIGURE 27.1. Diagram of an ASTM D1002 lap shear specimen. The adherends are usually 2.54 cm wide and 10.16 cm long.
The thickness of the adherend depends upon the adherend material. If the adherend is aluminum, that thickness is usually

0.16 cm thick.

A T-peel test is shown in Fig. 27.2. The specimen is
usually 1 in. (2.54 cm) wide and is described in Standard
Test Method ASTM D1876 [6]. This specimen is symmet-
rical (both adherends are the same thickness). Other peel test
specimens are not symmetrical, such as the floating roller
peel test [7] or the climbing drum peel test [8]. The test
measures the fracture resistance of an adhesive under con-
ditions in which the adherends may plastically deform. In
the tables presented later, the peel strength is given in
Newtons per centimeter of width (N/cm) and in units of
pounds per inch width (piw). The latter is shown in paren-
thesis. In some cases, the peel strength is derived from
climbing drum peel measurements in which the results are
presented in torque, in. lb/in. For pressure sensitive adhe-

sives, the testing procedures are somewhat different and this
is described below. Rubber-based adhesives are often evalu-
ated using a modification of the PSA-type peel tests in
which a piece of canvas is used as the flexible adherend.
The last important test for evaluating adhesive properties
is a cleavage or fracture test. Figure 27.3 shows an example
of such a test, the double cantilever beam test. The adherends
are usually 1 in. (2.54 cm) wide and the thickness depends
on the adherend modulus. Described in Standard Practice
ASTM D3433 [9], the test is meant to measure fracture
resistance (strain energy release rate) under conditions in
which the adherends do not plastically deform. The units of
fracture resistance (strain energy release rate) are joules per
square meter and this quantity is given the symbol Gi..

FIGURE 27.2. Diagram of an ASTM D1876 T-peel specimen.

v

FIGURE 27.3. Diagram of an ASTM D3433 double cantilever beam specimen. The load is usually applied by attaching a fixture to
holes located near the front of the specimen. In general, the initial portion of the specimen is not bonded in order to provide an initial

crack.
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27.3 TYPES OF ADHESIVES AND THEIR
PHYSICAL PROPERTIES

Adhesives can be classified in a number of ways. Thy can
be classified according to chemistry (e.g., epoxy versus
neoprene), according to application method (e.g., hot melt
versus spray applied), or according to strength. It is import-
ant to note that, in adhesive technology, high strength is not
necessarily related to “best.” Rather, having the correct
strength along with the most appropriate and economical
application conditions is usually equated with “best.”” The
choice of adhesive for a particular end use is based upon
criteria of modulus, ultimate strength, fracture resistance,
compatibility with the adherend, resistance to adverse en-
vironments, and considerations of economy. The adhesives
described in the following paragraphs are presented in order
of decreasing strength.

27.3.1 Structural Adhesives

Structural adhesives are a class of adhesives, usually
thermosets, that can bond high strength materials such as
metals and composites and sustain a high load (often defined
as being in excess of 1,000 psi) for long periods of time.
Another definition includes the criterion that the adhesive
must sustain a significant load without measurable creep.
Materials ranging from naturally occurring proteins to
epoxy resins to acrylic resins have been used as structural
adhesives. The properties of a structural adhesive depend
not only upon the properties of the base resin but also on the
type of cross-linker and the kinds of modifiers that are added
to enhance performance. Especially important are the
elastomeric modifiers that have been added to increase the
fracture resistance of otherwise brittle thermoset resins.
Table 27.2 provides a representative listing of room tem-

TABLE 27.2. Representative physical properties of adhesive bonds made with structural adhesives.

Lap shear strength, Peel stength,

Adhesive Adherend MPa (psi) N/cm (piw) Gic, J/mP
Methyl cyanoacrylate Aluminum 22 (3,190) [10]
Ethyl cyanoacrylate Aluminum 17 (2,465) [10]
300 series surface-activated acrylic Steel 15 (2,175) [10]
Aluminum 12 (7) [10]
Modern two-part acrylic adhesive Steel 29.6 (4,300) [11] 51 (29) [11]
Toughened two-part acrylic Aluminum 32.6 (4,727) [12] 78 (45) [12] 3,600 [12]
Two-part acrylic adhesive for low surface Polyethylene 5.5 (799) [13]?
energy plastics
Polypropylene 6.9 (993) [13)7
FM73 (rubber modified 120 °C curing film Etched aluminum 2,107 [14]
adhesive)
EA946 two-part epoxy Steel 1,150 [15]
EA913NA two-part epoxy Steel 375[15]
FM1000 (nylon epoxy film adhesive) Aluminum 48.9 (7,090) [16] 175 in. Ib/in. [16]°
Diglycidyl ether of bisphenol-A cured with Aluminum 13.8 (2,000) [17] 19 (11) [17]
dicyandiamide
Thermoplastic polyimide Titanium 41.4 (6,000) [18]
LARC-13 (polyimide adhesive) Titanium 2.3(1.3)[19] 70[19]
LARC-13 modified with aromatic amine Titanium 25.2 (3,650) [19] 9.6 (5.5) [19] 371[19]
terminated acrylonitrile—butadiene copolymer
Bis-maleimide-based adhesive Aluminum 20 (2,900) [20]
Bis-maleimide-based adhesive mdofied with Steel 24 (3,480) [21] 776 [22]
carboxy terminated acrylonitrile-butadiene
copolymer
X-PQ (crosslinkable poly(phenyl quinoxaline) Titanium 26.6 (3,650) [23] 11.7 in. Ib/in [23]°
Poly(vinyl formal)-phenolic Aluminum 27.6-34.5 14-18 in. Ib/in [16]°
(4,000-5,000) [16]
Nitrile-phenolic Aluminum 24.1 (3,500) [16] 20 in. Ib/in. [16]° 1,000-
1,500 [14]
Phenol/formaldehyde/resorcinol Wood 6.9 (1,000) [24]
EC-3549 B/A (two-part polyurethane adhesive)  Aluminum 13.8 (2,000) [25] 43 (25) [25]

4Adherends yielded and elongated, bond did not fail, adherend yield strength is quoted.
bClimbing drum peel results are given in values of torque (in. Ib/in).



perature lap shear, peel strengths, and strain energy release
rates for a number of structural adhesives. Trade names for
several structural adhesives are also listed in Table 27.2 and
the generic chemistry for that product is also given in par-
enthesis following the trade name.

Table 27.2 lists a wide range of chemistries including
phenolics, epoxies, bis-maleimides, and polyimides. Most
of these adhesives are considered to be heat curing although
epoxies and phenolics can be made to be room temperature
curing. Urethanes and acrylics are often formulated to be
two-part, room temperature-curing adhesives. Cyanoacry-
lates cure at room temperature as a one-part system. Of the
chemistries used to formulate structural adhesives, the epox-
ies offer the widest range of formulation possibilities and
resultant performance. For example, epoxy curing condi-
tions can be tuned for almost any temperature between
room temperature and 200+ °C. Lap shear strengths from
10 to 48 MPa are available as are peel strengths from about
9 to 175 N/cm. Cross-linked epoxies are brittle. A cross-
linking system is chosen such that the cured epoxy resin
“matrix” has some level of ductility (low enough yield
strength). In addition, an elastomeric modifier is added in
order to provide internal stress concentrators to yield the
matrix, thus providing a means for internal energy absorp-
tion. Cross-linking agents are usually polyamines (such as
dicyandiamide) although other reactive ingredients such as
phenolics, anhydrides, and imidazoles have been used. An
elastomeric modifier that is widely referenced in the litera-
ture is the butadiene—acrylonitrile copolymer, in particular,
telechelic, epoxy reactive, low molecular weight butadiene—
acrylonitrile copolymers. Epoxy adhesives are used in a
wide range of applications, too great to list. Of particular
interest is their use in the aircraft construction industry as
well as in electronic components and assemblies.

Epoxy adhesives are limited to about 171 °C long-term
service conditions. Phenolic adhesives, bis-maleimides, and
polyimides exceed epoxies in terms of heat resistance. Phen-
olic resins are either self-curing (resoles) or they require a
curing agent (novolacs). A standard heat-curing agent for
a novolac phenolic is hexamethylene tetraamine (‘‘hexa’).
Cured, unmodified phenolic resins are brittle and would be
very poor adhesives. As with epoxy resins, elastomeric
modifiers have been used to improve the fracture resistance
of phenolics. High molecular weight butadiene—acryloni-
trile rubbers and poly(vinyl acetal)s have been used to
modify phenolics. These adhesives are used in a number of
demanding applications such as friction surface bonders in
automobile brake and clutch assemblies.

Table 27.2 lists a variety of very-high-temperature-resist-
ant structural adhesives such as the bis-maleimides, poly-
imides, and polyphenyl quinoxolines. These adhesives can
give reasonable lap shear performance at temperatures as
high as 220 °C. These materials are also brittle when cured.
Despite many attempts to improve their performance by the
addition of various modifiers, their use is limited to their
lack of fracture resistance. LARC-13 is given as an example
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of this situation in Table 27.2. It is thought that the reason
for the lack of ability to obtain fracture resistance in these
adhesives is the high yield strength (low ductility) of the
cured matrix.

Room temperature-curing structural adhesives include
epoxies, acrylics, and urethanes. Acrylic systems offer
very rapid cure but in much the same manner as described
above, they are brittle after cure. Chlorosulfonated poly-
ethylene has been used as a modifier for acrylic adhesives
to achieve fracture resistance. Acrylic adhesives can be two-
part systems in which the free-radical generating species are
kept separate from each other. Typical free-radical initiator
systems include cumene hydroperoxide plus saccharin and
N,N'- dimethyl-p-toluidine. An example of a new technol-
ogy in this area is a two-part acrylic adhesive that bonds to
polyolefins without surface preparation of the adherend. In
light of the section on wetting on adhesion, acrylic adhe-
sives with surface energies in excess of 35 mlJ /m2 should
not be able to wet and adhere to polyethylene (critical
wetting tension of 31 mJ /mz). The new technology adhe-
sives adhere so well to unprepared polyolefins that the
adherend breaks before the bond does. Tables 27.2 provides
an example of that adhesive. Acrylics are also used in so-
called anaerobic cures in which adhesive polymerization is
inhibited by the presence of oxygen but the polymerization
is promoted in its absence. Thread-locking adhesives are an
example of this type of acrylic structural adhesive. Cyanoa-
crylates cure by the action of ambient moisture. Even
though these materials appear to cure, the resultant material
is a thermoplastic unless cross-linking agents are added.
Polyurethanes are typically used as two-part adhesives
in which the isocyanate and polyol are kept in separate
containers. Cure is effected upon mixing. Polyurethane
performance is dependent upon the type of isocyanate,
polyol, and catalyst. Organotin compounds are often used to
catalyze these reactions. Polyurethane performance is typi-
fied by high peel strength but relatively low shear strength.

27.3.2 Hot-Melt Adhesives

Hot-melt adhesives are materials that are applied from the
melt state and are capable of producing moderate strength
bonds upon cooling. The properties of hot-melt adhesives are
heavily dependent upon the primary polymeric formulation
material, which is generally based upon a polyolefin or a
poly(vinyl acetate-co-ethylene) copolymer. Properties are
optimized by formulation with materials such as crystalline
waxes and tackifiers. Crystalline waxes are used to decrease
the melt viscosity and the surface tension of the molten
adhesive. Properly formulated, the wax might also increase
the strength of the solidified adhesive. Tackifiers are unique
low-molecular weight materials that are typically high glass
temperature solids. They have the interesting property
of conferring increased compliance at low rates of strain
application but increasing stiffness at high rates of strain
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application. That is, tackifiers decrease the plateau modulus
but increase the glass temperature of a formulation. Hot-melt
adhesives also include an antioxidant in the formulation, as
the adhesive may have to sit for long periods of time at high
temperature in an applicator. Melt temperatures are often in
excess of 120 °C. Much of hot-melt adhesive performance is
dependent upon the melt-flow index (inversely proportional
to molecular weight) of the primary polymer as well as the
surface energy of the molten adhesive. Thus, high melt-flow
index adhesives, while having easy application, will have
poor properties due to the low molecular weight (some-
times below or only approaching the entanglement molecular
weight of the polymer). Low melt-flow index adhesives will
have better performance due to the higher molecular weight
but are often difficult to apply. Base polymers with high vinyl
acetate content will have higher cohesive strength (and
higher surface energy) but will wet poorly on low surface
energy adherends. The formulator must balance these prop-
erties by having appropriate melt-flow index, and the
appropriate content of vinyl acetate, tackifier, and wax.

A distinct set of hot-melt adhesives are designed through
synthetic rather than formulation means. Thus, polyesters
and polyamides are synthesized with appropriate monomers
to provide the desired performance. The polyester chemistry
used to make these hot-melt adhesives is the same as that
used to make polyester film and fiber but the molecular
weight is usually lower and the mixtures of diols and die-
sters are chosen to control crystallinity and flexibility. One
class of monomers used to make polyamide amide hot melts
is based on dimer acids that are made from natural products.

Representative physical properties of some hot-melt ad-
hesives are shown in Table 27.3. Note that some of the
synthetic hot-melt adhesives are almost structural in
strength but, because they are thermoplastic, they would
likely creep under load. Hot-melt adhesives are increasing
in usage due to the lack of volatile emissions during appli-
cation. They are used in packaging, bookbinding, furniture
manufacture, and other applications.

27.3.3 Elastomer-Based Adhesives
Rubber-Based Adhesives

Rubber-based adhesives are moderate strength materials
whose primary formulation ingredient is a rubber. Neoprene
(chloroprene) is widely used in these adhesives. Other
elastomers used in the formulation of rubber-based cements
are natural rubber, styrene—butadiene rubber, and nitrile
rubber. Rubber-based adhesive formulations may include
phenolic resins, tackifiers, and, sometimes, cross-linking
agents. When neoprene is used, the formulation must also
contain an acid acceptor such as ZnO or MgO in order to
guard against dehydrohalogenation. Formulations are opti-
mized to obtain a balance between shear and peel properties.
These adhesives are most often tacky when applied but are
not tacky after solvents and carriers evaporate. This makes
these materials distinct from pressure-sensitive adhesives
(vide infra), which must remain aggressively and perman-
ently tacky. A particular form of rubber-based adhesive,
known as a “contact cement,” must remain tacky during
the bonding operation. This control of tack is known as the
“open time”’ between application of the adhesive and clos-
ing of the bond. The choice of elastomer, tackifier and, in
particular, the solvent, controls the “open time.” Rubber-
based adhesives have been sold in a solvent vehicle for
decades. Recent regulations controlling levels of solvent
emissions have forced the industry to provide water-thinned
rubber-based adhesives or, alternatively, have forced users
to switch to hot-melt adhesives.

Rubber based adhesives are used in a myriad of applica-
tions which are familiar to the consumer. Tile and paneling
adhesives are examples of these adhesives used in home
construction. The largest use of rubber-based adhesives is
in laminated furniture manufacture. Representative physical
properties of rubber-based adhesives are shown in Table
27.4. The adhesives are characterized as having low to
moderate shear strength and high peel strength.

TABLE 27.3. Representative physical properties of adhesive bonds made with hot-melt adhesives.

Lap shear strength, Peel strength,

Adhesive Adherend MPa (psi) N/cm (piw)
Co-polyetheramide from polyetherdiamine and dimer acid Aluminum 11 (1,600) [26] 16 (9) [26]
Low-melt-flow index dimer acid-based polyamide (Versamide) Aluminum 1.4-6.8 (200-1,000) [27]
Low-melt-flow index dimer acid-based polyamide (Milvex) Aluminum 25.2 (3,660) [27] 61 (35) [27]
Ethylene—vinyl acetate copolymer modified with Wood 2.8 (400) [28]
tackifier and microwax

ABS 1.7 (245) [28]

Co-polyester Aluminum 24.5 (3,550) [29]

Crystallizable co-polyester-amide

Co-polyester modified with 2,2'-bis
[4'-(B-hydroxyethoxy)phenyl]propane

Poly(vinyl acetate) (unmodified)

Reinforced plastic
Unspecified metal

Aluminum

16.7 (2,421) [30]
16.9 (2,450) [31]

3.9 (570) [32]

1.5 (0.9) [30]
2-3 (1-2) [31]

1.9 (1.1) [32]




TABLE 27.4. Representative properties of adhesive bonds made with rubber-based adhesives.
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Adhesive

Adherends

Lap shear strength,
MPa (psi)

Peel strength,
N/cm (piw)

Acrylic/styrene latex formulated with plasticizers,

to provide a solvent-free mastic adhesive
Polyurethane elastomer construction adhesive (EC-5230)
Acrylic latex/phenolic dispersion (2/1)
Neoprene latex/phenolic dispersion (2/1)
Neoprene latex/butylated phenolic resin/MgO
Solvent-based neoprene, Fastbond™ 5

Solvent-based neoprene contact bond adhesive, EC-1357

Solvent-based nitrile EC-1099

Mahogony to mahogany

Douglas fir to Douglas fir

Canvas to cold rolled steel
Canvas to cold rolled steel

Canvas to painted steel

Canvas to steel
Birch to Birch
Canvas to steel
Birch to birch

Aluminum to aluminum

Canvas to steel

1.2 (172) [33]

1.6 (236) [34]°

0.34 (50) [36]

3.3 (482) [25]

3.7 (536) [25]

9 (1306) [25]

35 (20) [35]
3.5 (2) [35]
52.5 (30) [36]°
33 (19) [25]

40.3 (23) [25]

53 (30) [25]

@Block shear according to ASTM D143.
bCanvas to canvas peel at 140 °F after 2 weeks of aging.

Pressure-Sensitive Adhesives

Pressure-sensitive adhesives (PSAs) are a class of elasto-
mer-based materials that have the following characteristics:
they are aggressively and permanently tacky, they adhere
without the need of more than finger pressure, they require
no heat or activation, they adhere “well,” and they can be

removed without leaving a visible residue. PSAs are con-
sidered low strength materials. The shear strength values are
on the order of a few to ten pounds per square inch and the
peel strengths are on the order of a few ounces to ten pounds
per inch width. PSAs are usually sold on a backing as a tape
and are very familiar to the consumer as Scotch™ Brand
tape. The properties of the tape are dependent not only on

Table 27.5. Representative physical properties of pressure-sensitive adhesives and bonds made with them.

Peel Shear
strength, holding Tack
Adhesive chemistry Backing Adherend N/cm (piw) power (min) (g/cm?)
Emulsion polymerized copolymer of butyl Polyester Stainless 42 (24) [39)7 190 [39]° 370 [39]°
acrylate, styrene, acrylic acid, and acrylamide steel
Kraton 107 block copolymer tackified with Polyester Aluminum 24 (13) [40] 1,500 [40]°
Wingtack 95
Acrylic latex tackified with Staybelite ester 10 ? ? 5.4 (3.1) [41] >6,000 [41] 830 [41]
(50/50 blend)
Carboxylated styrene—butadiene rubber Polyester Stainless 0.4 (0.24) [42]? 60 [42]° 248 [42]°¢
steel
Carboxylated styrene (46%)—butadiene rubber  Polyester Stainless 5.9 (3.4) [42]* 10,000 [42]° 492 [42]°
tackified with Foral 85 (50/50 blend) steel
Waterborne acrylic PSA for box sealing tape Poly(propylene) Stainless 2.8-3.3 6,000 [43]°
steel (1.6-1.9) [43)7
Acrylic hot-melt Polyester Stainless 2.6 (1.5) [43]7 190 [43]°
steel
Natural rubber tackified with Piccolyte 85 Polyester Stainless 4.4 (2.5) [44]7 >6,000 [44]° 1,200 [44]°
(50/50 blend), aqueous steel
Poly(iso-butylene)-based PSA (6 x 10° Daltons) ? Stainless 2.6-4.4 1,100 [45]9  100-300 [45]°
steel (1.5-2.5) [45]
Acrylic foam tape “VHB 4929” Aluminum foil Stainless 35 (20) [46]° 10,000 [46]
steel

4180° peel, Pressure Sensitive Tape Council Method 1.

b1 kg weight for a 0.5in.? lap, Pressure Sensitive Tape Council Method 7.

“Polyken Probe Tack Test, ASTM D2979.

9500 g weight fora 0.5 in.2 lap otherwise similar to Pressure Sensitive Tape Council Test Method 7.

€90° Peel.

1.5 kg weight for a 0.5in.2 lap, Pressure Sensitive Tape Council Method 7.
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the adhesive but the backing as well. PSAs are usually
formulated by using an elastomeric material such as natural
rubber in combination with a tackifier resin such as a rosin
ester. The balance of peel and shear properties is obtained by
the rubber to resin ratio. Other elastomer chemistries im-
portant to PSA technology are acrylics, nitriles, styrene—
isoprene block copolymers, silicones, vinyl ethers, and
butyl rubber. Of these, all have to be externally tackified
with the exception of the acrylics. Tackifiers include the
rosin esters (mentioned above), terpene resins, the so-called
C-5 and C-9 resins, which are low molecular weight poly-
mers formed from petroleum streams. Silicone PSAs are
made tacky by the addition of unique silicate resins known
as “MQ.” MQ resin is material of unspecified structure
made by the reaction of monofunctional trimethyl silane
(““M””) with quadrafunctional silicon tetrachloride (““Q”’).

Instead of the normal lap shear strengths that we have
described for other adhesives, PSAs are evaluated for their
“shear holding power [37].” In this test, a piece of tape is
applied to a clean surface and a known weight is attached to
the end of the tape. The time to failure is determined. As
shown in Table 27.5, this value is given in minutes. Shear
holding power is determined not only by the choice of
elastomer, tackifier, and their ratio but also by the level of
cross-linking. When styrene—isoprene block copolymers are
used as the PSA elastomer, the system does not need to be
cross-linked. The unique structure of these elastomers in-
duces phase separation of the styrene blocks. The phase-
separated segments act as virtual cross-links. There are also
special tapes having an acrylic foam core which provide
properties having exceptional peel and shear holding power
that approach that of rubber-based adhesives.

For peel testing of PSAs, the usual configuration differs
from that shown in Fig. 27.2. That is, one adherend is
usually rigid while the other is the backing for the tape.
The peel test can be conducted in such a fashion that the tape
is peeled at 90° or 180° with respect to the rigid adherend.

Another important property of PSAs is their tack or re-
sponse to light pressure. Bringing a probe of known com-
position in contact with the adhesive with a specified force
for a specified time and then measuring the amount of force
necessary to remove the probe from the adhesive at a spe-
cified rate measures tack [38]. Peel strength and tack are
dependent upon the rubber to resin ratio and are inversely
dependent upon the cross-link density. Representative phys-
ical propertied of PSA tapes are provided in Table 27.5.

REFERENCES

1. W. A. Zisman, Ind. Eng. Chem., 55(10), 19 (1963).

2. A.R. C. Baljon, J. Vorselaars and T. R. Depuy, Macromolecules, 37,
5800 (2004).

A. R. C. Baljon, and M. O. Robbins, Science, 271, 482 (1996).
ASTM D1002, American Society for Testing and Materials, Phila-
delphia, PA.

W

22.

23.

24.

36.
37.
38.
39.

40.

M. Goland and E. Reissner, J. Appl. Mech. Trans. Am. Soc. Eng., 66,
Al7 (1944).

ASTM D1876, American Society for Testing and Materials,
Philadelphia, PA.

ASTM D3176, American Society for Testing and Materials,
Philadelphia, PA.

ASTM D1781, American Society for Testing and Materials,
Philadelphia, PA.

ASTM D3433, American Society for Testing and Materials,
Philadelphia, PA.

F. R. Martin, in Developments in Adhesives-1, edited by W. C. Wake
(Applied Science, London, 1977), Ch. 6.

. P. C. Briggs, U. S. Patent 4,536,546, assigned to Illinois Tool Works,

Aug 20, 1985.

C. Burrows, N. Sammes, G. Stables, M. H. Stone and C. Tempest, in
Adhesion-8, edited by K. W. Allen (Applied Science, Essex, Eng-
land,1984), Ch. 7.

. A.V.Pocius and E. J. Deviney, U.S. Patent 5,935,711, Assigned to 3M

Company, Issued Aug. 10, 1999.
R. Y. Ting and R. L. Cottington, Adhes. Age, 24(6), 35 (1981).

. G. L. Anderson, J. Adhes., 41, 129 (1993).

L. T. Eby and H. P. Brown, in Treatise on Adhesion and Adhesives,
edited by R. L. Patrick, (Marcel Dekker, New York, 1969), vol. 2,
pp. 77-171.

Y. Lee, S. Wang and W. Chin, J. Appl. Polym. Sci., 32, 6317 (1986).
A. K. St. Clair and T. L. St. Clair, NASA Technical Memorandum No.
84516, June 1982.

A. K. St. Clair and T. L. St. Clair, U. S. Patent 4,497,935, assigned to
the United Staes Government, issued February 5, 1985.

S. J. Shaw, Mater. Sci. Technol., 3, 589 (1987).

. S. J. Shaw and A. J. Kinloch, in Proceedings of the International

Adhesion Conference, 1984 (The Plastics and Rubber Institute,
London, 1984), pp. 3.1-3.4.

H. Stenzenberger, in Structural Adhesives: Developments in Resins
and Primers, edited by A. J. Kinloch (Elsevier Applied Science,
London and New York, 1986), Ch. 4.

C. L. Hendicks, S. G. Hill and J. N. Hale, NASA Contractor Report
No. 177936, October, 1985, p. 33.

R. T. Hood and R. L. Bender, U. A. Patent 4,608,408, assigned to
Koppers Company, issued Aug. 26, 1986.

. 3M Product Literature, Industrial Adhesives and Tapes, St. Paul MN

and www.3M.com
A.T. Hu, R. Tsai and Y. Lee, J. Appl. Polym. Sci., 37, 1863 (1989).

. R. D. Dexheimer and L. R. Vertnik, Adhes. Age, 15(8), 39 (1972).
. P.R. Lakshmanian and B. J. Monachino, Adhes. Age, 24(9), 27 (1981).
. F. Eichhorn, Schweissen Schneiden, 35, 116 (1983).

D. D. Donermeyer, J. G. Martins,J. C. Martins, U. S. Pa