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37.1 DEFINITIONS

The densityr (or mass density) of a material is defined as its

mass m per unit volume V: r ¼ m=V. The specific volume v
is the inverse of r: v ¼ 1=r. The density of polymers is

commonly specified in cgs units of g=cm
3
, although the

SI unit is kg=m
3
(1 g=cm

3 ¼ 103kg=m
3
) and the British

engineering unit is slugs=ft
3
(1 g=cm

3 ¼ 1:95slugs=ft
3
).

For some applications, it is more convenient to define

a quantity called weight density D (or specific weight)

as the weight w per unit volume V of the material: D ¼
w=V ¼ (mg)=V ¼ rg, where g is the acceleration due to

gravity. The corresponding units for D are lb=ft
3

in the

British system and N=m
3

in SI.

The specific gravity (or relative density) rrel of a material

is the ratio of its density r to the density rw of pure water

at 4 8C (39.28F): rrel ¼ r=rw ¼ D=Dw, where Dw is the

weight density of water. From this definition, it is apparent

that specific gravity is a dimensionless quantity. Whereas

the numerical value of density will vary from one system of

units to another, the specific gravity has the same value in all

systems of units. Since the density of water in the cgs system

is 1 g=cm
3
, densities in that system are numerically equal to

the specific gravity: r(in g=cm
3
) ¼ rrel.

37.2 GENERAL TRENDS

Starting from the lowest members of a homologous ser-

ies, the density first increases gradually then appears to

approach an asymptotic limit. This behavior is illustrated

in Fig. 37.1 by plots of r versus the number of repeated units

n for the homologous series of alkanes H[CH2]nH and the

cycloalkanes [CH2]n [1]. As n becomes larger, the differ-

ence in density between adjacent members of the series

becomes relatively smaller since the changes in molecular

structure are less marked.

Since synthetic polymers are formed mostly from light

elements (carbon, hydrogen, oxygen, and nitrogen), the

densities of solid polymers lie broadly in the range

0.8–1.8 g=cm
3
. This range is considerably lower than

that for inorganic materials (2:2---4:0 g=cm
3
) and metals

(2:7---11:5 g=cm
3
). Polymers containing heavier elements

such as fluorine, chlorine, and bromine, exhibit significantly

higher densities: polytetrafluoroethylene (2:28 g=cm
3
),

poly(vinylidene fluoride) (1:77 g=cm
3
), and poly(vinylidene

chloride) (1:65---1:87 g=cm
3
). Hydrocarbon polymers with

relatively open-packed structures dominate the low end of

the density scale: polypropylene (0:90 g=cm
3
), ethylene–

propylene copolymer elastomer (0:86 g=cm
3
), and the

thermoplastic polybutylene (0:60 g=cm
3
) with the lowest

density of all commercial polymers [2–4].

In general, the density of a polymer varies inversely

with temperature but is much less sensitive to pressure.

The introduction of fillers and plasticizers can alter the

density and cause variations in density across a sample

due to nonuniform distribution. Nevertheless, the

average density is nearly invariant to small amounts of

plasticizers.
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37.3 AMORPHOUS AND CRYSTALLINE

POLYMERS

Polymers can be divided into two groups morphologic-

ally: amorphous polymers and crystalline polymers.

Amorphous polymers lack sufficient regularity in packing

of the chains to produce the sharp x-ray diffraction pattern

characteristic of highly crystalline polymers. The term crys-

talline polymer is actually a misnomer since no polymer is

100% crystalline, containing both crystalline domains and

amorphous domains. Therefore, a more correct yet seldom

used designation is ‘‘semicrystalline’’ polymer.

The polymer chains are packed together more efficiently

and tightly in the crystalline region than in the amorphous

region, consequently the density of the crystalline region rc

will typically be larger than that of the corresponding

amorphous region ra. For this reason, the density of a

polymer increases with its degree of crystallinity xc. The

ratio rc=ra can vary considerably from polymer to polymer

from the average value of 1.13 g/cm [3,5]. In typical cases,

the rc and ra of a polymer will generally differ up to 15%

[4]. Polymers with unsubstituted monomeric units, such as

poly(ethylene) and nylon-6,6, show the largest difference

between rc and ra. These chains crystallize in an all-trans
conformation with particularly tight packing of the chains.

In contrast, helix-forming polymers with large substituents,

such as isotactic poly(styrene), pack less efficiently in the

crystalline state thus rc � ra is correspondingly smaller. For

semicrystalline polymers, van Krevelen [5] gives the ap-

proximate relationship rsc=ra ¼ 1 þ 0:13xc, where rsc is

the density of the (semi-) crystalline polymer.

The bulk density r of polymer solids is influenced

strongly by the elemental composition and, to a certain

degree, by the packing arrangement of chains and side

groups. A polymer chain must exhibit an ordered, regular

structure to allow efficient packing into the crystal lattice.

Consequently, a stereoregular polymer is more likely to be

crystalline and possess a higher density than the correspond-

ing stereoirregular polymer [2–4]. Polymer chains possess-

ing bulky, protruding side groups will pack inefficiently and

are rarely crystalline. Accordingly, their densities tend to be

lower than average. On the other hand, polymers capable of

forming strong interchain hydrogen bonds or dipole–dipole

interactions induce crystallinity and typically possess

above-average densities.

Amorphous polymers generally exist as hard, rigid, glassy

plastics below their glass-transition temperature Tg and as

soft, flexible, rubbery materials above their Tg. Comparison

of the densities of the glassy state (rg) and the rubbery

state (rr) for various amorphous polymers indicates that

rg > rr [5].

Density is often the single parameter that is most clearly

related to the physical and mechanical properties of poly-

mers. For many polymers, properties dependent on crystal-

linity (e.g., stiffness, tear strength, hardness, chemical

resistance, softening temperature, yield point) tend to in-

crease with increasing density. Other properties (e.g., per-

meability to gases and liquids, toughness, flex life) tend to

decrease with increasing density [6].

37.4 DENSITY AND CRYSTALLINITY

From the preceding discussion, it is apparent that density

is a convenient measure of the degree of crystallinity. Thus

‘‘low density’’ (0:910---0:925 g=cm
3
) polyethylene is about

60% crystalline, while ‘‘high density’’ (0:94---0:97 g=cm
3
)

polyethylene is about 95% crystalline. These differences in

density arise primarily from differences in the degree of

branching. The branch points sterically preclude packing

into a crystal lattice in their immediate vicinity and thus

lower the degree of crystallinity xc [2–6].

The relationship between the degree of crystallinity and

the observed polymer density can be derived from two

slightly different perspectives, depending on whether one

assumes additivity of the crystalline and amorphous

regions with respect to volume (V ¼ Vc þ Va) or to mass

(M ¼ Mc þ Ma). For the former case, one obtains the

relation

n ¼ xmnc þ (1�xm)na, (37:1)

where xm ¼ Mc=M is the mass crystallinity (i.e., the mass

fraction that is crystalline) and n, nc, and na are the bulk,

crystalline, and amorphous specific volumes, respectively.

Solving for xm, Eq. (37.1) yields

xm ¼ (n � na)=(nc�na): (37:2)

0 20 40
n

60 80 100
0.4

0.5

0.6

0.7

0.8

0.9
D

en
si

ty
 (

g/
cm

3 )

Alkanes H[CH2]nH

Cycloalkanes [CH2]n

(       )

(          )

FIGURE 37.1. Density as a function of repeat unit n for
the homologous series of alkanes (*) and cycloalkanes (D).
Reproduced from [1].
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Assuming instead additivity with respect to mass, one

obtains the relation

r ¼ xvrc þ (1�xv)ra: (37:3)

Analogous to Eq. (37.1), where xv ¼ Vc=V is the volume

crystallinity (i.e., the volume fraction that is crystalline)

and r, rc, and ra are the bulk, crystalline, and amorphous

densities, respectively. Solving Eq. (37.3) for xv, one obtains

xv ¼ (r � ra)=(rc � ra): (37:4)

The mass crystallinity xm and volume crystallinity xv

thus defined are interrelated by the equation

xm ¼ (n=nc)xv ¼ (rc=r)xv. Unfortunately, it is easy to inad-

vertently use xm and xv interchangeably even though they

may differ up to a few percent. In Eq. (37.5) below taken

from Tadokoro [8], his ‘‘xc’’ is equivalent to the xm in Eq.

(37.1) and (37.2).

1=r ¼ xc=rc þ (1 � xc)=ra: (37:5)

37.5 EXPERIMENTAL DETERMINATION OF

DENSITY

In (semi-)crystalline polymers, the measured density of a

sample provides a simple way to estimate the degree of

crystallinity. For example, the density of polyethylene

shows a strong linear correlation with percent crystallinity

[9]. The density of the crystalline region may be calculated

from the dimensions of the unit cell, while the density of the

amorphous region can be estimated by extrapolations from

the melt density aided with a knowledge of the polymer’s

coefficient of thermal expansion aT .

For a unit cell of Z monomeric units, the density rc of the

crystalline region is given by

rc(in g=cm
3
) ¼ ZM=NAV ¼ 1:66ZM=V(Å

3
), (37:6)

where NA is Avogadro’s number (6:022 � 1023), V is the

volume of the unit cell, and M is the molecular weight of the

monomeric unit [8]. The presence of any foreign matter

(e.g., dirt, catalyst, solvent, additives, fillers) in the polymer

sample will affect the measured density and likely reduce

the degree of crystallinity. The presence of even a small

number of voids can lead to more serious inaccuracies.

The bulk density r of even small samples may be readily

determined using a density-gradient tube or by immersion in

salt solutions of known density. The latter method is well

adapted for rapid work in routine analyses. The density-

gradient method is currently the standard method employed

by numerous workers [10]. A density-gradient column con-

tains a liquid whose density increases continuously from the

meniscus down to the base [11]. Such liquids can consist, for

example, of mixtures of organic solvents or of salt solutions

selected to wet but not swell or dissolve the polymer sample.

With the appropriate mechanical apparatus, it is possible to

form density gradients in which the variation of the density

with column height is linear, concave, convex, etc. The

polymer sample then remains suspended at a particular

height of the gradient column whose density matches the

sample’s density. Another, presumably more accurate,

technique for measuring density is with a dilatometer [11].

Other methods for measuring density are discussed else-

where [12].

The bulk density r can also be determined from straight-

forward measurements of the polymer’s mass and volume

[13]. The mass of the sample is determined by weighing it

on a suitable balance. If the weighing is done in air, this

apparent density should be adjusted for the buoyant effect of

the air on the sample to obtain the true polymer density. The

density of air under normal ambient conditions is about

0:0012 g=cm
3

(0:075 lb=ft
3
). The volume of the sample

can be determined accurately using a procedure known as

hydrostatic weighing based on Archimedes’ Principle. The

sample is weighed both in air and while submerged in a

liquid of known density. The volume of the sample is then

equal to its loss of weight in the liquid divided by the density

of the liquid. All density measurements of solids are subject

to error due to the presence of inhomogeneities such as

surface imperfections, trapped air bubbles, presence of

monomer, etc.

Finally, the appreciable variation in published density

measurements from different workers is due in part to dif-

ferences in the thermal, mechanical, and chemical history of

the individual polymer samples, to differences in the labora-

tory skills and techniques of the worker, and to variations in

the types and quality of methods employed to measure the

density.

37.6 EXPERIMENTAL VALUES OF DENSITY

Tables 37.1 and 37.2 provide a compilation of represen-

tative values of macroscopic (bulk) density r for many of

the more common polymers. For easy reference, the data are

listed alphabetically by the name of the polymer. Table 37.1

contains polymers designated by their familiar or trade

names (e.g., nylon, rubber), while Table 37.2 lists polymers

designated by their chemical names using the prefix ‘‘poly.’’

These are alphabetized by the letter following this prefix.

For example, poly(ethylene) and poly(vinylacetate) are

listed under ‘‘e’’ and ‘‘v’’, respectively. In many cases, the

density of a given polymer is represented by a range of

values (e.g., 0:87---0:93 g=cm
3
) to reflect variations obtained

from different sources of the data.
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TABLE 37.1. Values of density for some polymers designated by their common or trade name.

Common or trade name r(g=cm3) Reference

Acetate rayon 1.32 [6]
Acrylic 1.16 [6]
Acrylonitrile–styrene copolymer 1.075–1.10 [11a]
Acrylonitrile–styrene–butadiene copolymer (ABS) 1.04–1.07 [3]
Aniline-formaldehyde 1.22–1.25 [11a]
Ardel D-100, Arylef, U-100 1.21 [17]
Arnitel 1.17–1.27 [17]
Aramides (nomex, durette, conex, kevlar, twerlon) 1.34–1.47 [17]
Benzylcellulose 1.22 [11a]
Bisphenol-A polycarbonate (BPAPC) 1.2 [11a]
Butyl rubber 0.92 [11a]
Cellulose I 1.582–1.630 [1,14]
Cellulose II 1.583–1.62 [1,14]
Cellulose III 1.61 [14]
Cellulose IV 1.61 [1,14]
Cellulose acetate 1.28–1.32 [11a]
Cellulose acetate-butyrate 1.14–1.22 [11a]
Cellulose formate fiber 1.45 [11a]
Cellulose nitrate 1.35–1.40 [11a]
Cellulose propionate 1.18–1.24 [11a]
Cellulose triacetate 1.28–1.33 [11a,14]
Cellulose tributyrate 1.16 [14]
Chlorinated polyether 1.4 [11a]
Cotton 1.50–1.54 [1,6,11a]
Cotton, acetylated 1.43 [11a]
CXA and plexar resins (ethylene copolymers) 0.935–1.00 [17]
Durel, D-400 1.20 [17]
Ethylcellulose 1.09–1.17 [11a]
Ethylene–propylene copolymer (EPM) 0.86 [3]
Glass 3.54 [11a]
Glass and asbestos 2.5 [11a]
Hytrel 1.17–1.22 [17]
Keldax 1.67–1.83 [17]
Keltan 0.89 [17]
Kevlar 1.44 [6]
KL 1–9300/1–9310 (Bayer) 1.21–1.44 [17]
Lignocellulose 1.45 [11a]
Levasint 0.97 [17]
Levaflex 0.89–1.04 [17]
Maleic anhydride–styrene copolymer 1.286 [11a]
Melamine-formaldehyde 1.16 [11a]
Methyl polyvinyl ketone 1.12 [11a]
Methylcellulose 1.362 [11a]
Nomex 1.38 [6]
Noryl 1.06–1.2 [17]
Nylon 6 1.12–1.24 [1,3]
Nylon 66 1.13–1.15, 1.22–1.25 [1,3]
Nylon-610 1.156 [1]
Nylon-12 1.02–1.034 [1,3]
Rubber, butyl 0.92 [3]
Rubber (unvulcanized) 0.91 [1,3]
Rubber (hard) (Ebonite) 1.11–1.17 [1,11a]
Rubber, chlorinated (Neoprene) (CR), unvulcanized 1.23 [1,11a]
Rubber, chlorinated (Neoprene) (CR), vulcanized 1.32–1.42 [1]
Rubber, fluorinated silicone 1 [11a]
Rubber, silicone 0.8 [11a]
Rubber, silicone (vulcanized) 1.3–2.3 [11a]
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TABLE 37.1. Continued.

Common or trade name r(g=cm3) Reference

Rubber, styrene–butadiene (SBR), (unvulcanized) 0.93–0.94 [3,11a]
Rubber, styrene–butadiene (SBR), (vulcanized) 0.961 [11a]
Silk 1.25–1.35 [6,11a]
Santoprene 0.95–0.98 [17]
Tafmer 0.88 [17]
Toluene-sulfonamide-formaldehyde 1.21 –1.35 [11a]
Urea-formaldehyde 1.16 [11a]
Urea-thiourea-formaldehyde 1. 477 [11a]
Viscose Rayon 1.5 [6]
Vestopren 0.90–1.10 [17]
Wool 1.28–1.33 [6,11a]

TABLE 37.2. Values of density for some polymers designated by their chemical name.

Chemical name r(g=cm3) Reference

Poly-
acetylaldehyde 1.07 [5]
acrolein 1.322 [11a]
acrylic acid 1.22 [11a]
acrylonitrile (PAN) 1.01–1.17, 1.20 [3,11a]
acrylonitrile-vinyl acetate 1.14 [11a]
amide-6 (PA-6) 1.12–1.24 [1.3]
amide-66 (PA-66) 1.13–1.15, 1.22–1.25 [1,3]
amide-610(PA-610) 1.156 [1]
amide-12(PA-12) 1.02–1.034 [1.3]
aryl ether ketone (PEEK) 1.2, 1.3 [16,17]
arylate 1.21 [3]
benzimidazole (PBI) 1.43 [17]
bisphenol carbonate (BPAPC) 1.2 [5]
butadiene-1,2, isotactic 0.96 [1,11a]
butadiene-1,2, syndiotactic 0.96 [1,11a]
butadiene-1,4-cis 1.01 [1]
butadiene-1,4-trans 0.93– 0.97,1.01 [1,11a]
1-butene 0.85 [5]
butene 0.91–0.92 [3]
butyl acrylate 1.08 [5]
sec.-butyl acrylate 1.05 [5]
butylene 0.6 [3]
tert.-butyl methacrylate 1.03 [5]
-n-butyl methacrylate 1.055 [11a]
sec.-butyl methacrylate 1.04 [5]
tert.-butylstyrene 0.957 [16]
caprolactam, nylon 0.985 [16]
carbonate (PC) 1.14–1.2 [3,16]
chlorobutadiene 1.25 [11a]
chloroprene (Neoprene rubber) (CR), unvulcanized 1.23 [1,3]
chloroprene (Neoprene rubber) (CR), vulcanized 1.32–1.42 [1]
chlorotrifluoroethylene 2.03 [5]
dichlorostyrene 1.38 [11a]
2,2-dimethylpropyl acrylate 1.04 [5]
dimethylsiloxane 0.97 [16]
dodecyl methacrylate 0.93 [5]
1-ethylpropyl acrylate 1.04 [5]
etheretherketone (PEEK) 1.27 [3]
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TABLE 37.2. Continued.

Chemical name r(g=cm3) Reference

ethersulfone 1.4 [17]
ethyl acrylate 1.095, 1.12 [5,11a]
ethyl methacrylate 1.11, 1.12 [5,11a]
ethylbutadiene 0.891 [10c,16]
ethylene 0.870, 0.910–0.965 [1,6,10c,11a]
ethylene (amorphous) 0.85 [1,11a,14]
ethylene (crystalline) 0.99 [1,11a]
ethylene (high density:HDPE) 0.941–0.965 [1,3,6,15,17]
ethylene (linear low density: LLDPE) 0.918–0.935 [3,6,17]
ethylene (low density: LDPE) 0.910–0.925 [1,3,6,15,17]
ethylene (medium density: MDPE/IDPE) 0.926–0.940 [1,3,17]
ethylene (very low density: VLDPE) 0.900 [17]
ethylene glycol 1.0951 [11a]
ethylene glycol fumarate 1.385 [11a]
ethylene glycol isophthalate, cryst. 1.358 [11a]
ethylene glycol phthalate 1.352 [11a]
ethylene glycol waxes 1.15–1.20 [11a]
ethylene isophthalate 1.34 [5]
ethylene phthalate 1.34 [5]
ethylene terephthalate (PET) 1.33–1.42 [1,3,5,6]
formaldehyde 1.425 [11a]
-n-hexyl methacrylate 1.01 [11a]
imide 1.43 [3,6]
isobutene 0.917 [14]
isobutyl methacrylate 1.02–1.04 [5,11a]
isobutylene 0.87–0.93 [5,11a,16]
isoprene (1,4-) 0.900–0.913 [16]
-N-isopropylacrylamide 1.070–1.118 [11a]
isopropyl acrylate 1.08 [5]
isopropyl methacrylate 1.04 [5]
methacrylonitrile 1.1 [11a]
methyl acrylate 1.07–1.223 [5,11a,16]
methyl methacrylate (PMMA) 1.16–1.20 [1,5,11a,14]
-p-methylstyrene (PMA) 1.01 [17]
4-methyl-1-pentene 0.84 [5]
myrcene 0.895 [10c]
trans-octenamer (TOR) 0.91 [17]
olefin-co-vinyl alcohol (GL/EVAL) 0.97–1.52 [17]
oxymethylene (POM) 1.41–1.435 [1,3]
-p-phenylene (H resins) 1.145–1.35 [17]
phenylene oxide 1.00–1.06 [3,16]
phenylene-1,3,4-oxadiazole (POD) 1.40 [17]
polysulfide (Thiokol A) 1.6 [11a]
polysulfide (Thiokol B) 1.65 [11a]
propyl methacrylate 1.06–1.08 [5,11a]
propylene (PP) 0.85–0.92 [3,6,5,10c]
propylene, amorphous 0.87 [11a]
propylene, head-to-head 0.878 [10c]
propylene, isotactic 0.90–0.92 [1,11a]
propylene, isotactic (crystalline) 0.92–0.939 [1,11a]
propylene, syndiotactic (crystalline) 0.93 [1]
propylene oxide 1 [16]
styrene (PS) 1.04–1.09 [1,3,5,6,11a,14,17]
styrene, crystalline 1.08–1.111 [1,11a]
styrene–butadiene thermoplastic elastomer 0.93–1.10 [6]
sulfone 1.20–1.24 [3,6,17]
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vinyl acetate (PVAC) 1.08–1.25 [1,3,5,11a]
vinyl alcohol (PVA) 1.21–1.31 [11a]
vinyl butyral 1.07–1.20 [11a]
vinylcarbazole 1.2 [11a]
vinyl chloride (PVC) 1.37–1.44 [1,3,5,11a,17]
vinyl chloride-co-methyl acrylate 1.34 [11a]
vinyl chloride, flexible 1.25–1.35 [11a]
vinyl chloride, rigid 1.35–1.55 [11a]
vinyl chloride acrylonitrile (60/40) 1.28 [11a]
vinylidene chloride (PVDC) 1.65–1.875 [3,5,6,11a]
vinylethylene 0.889 [10c,16]
vinyl formal 1.2–1.4 [11a]
-p-vinylphenol 1.2 [17]
-p-vinylphenol, brominated 1.9 [17]
vinyl pyrrolidone (PVP) 1.25 [11a]
vinyl-vinylidene chloride 1.7 [1,11a]
vinylidene fluoride (PVDF) 1.75–1.78 [1]
vinylisobutyl ether 0.91–0.92 [11a]
-m-xylene adipamide 1.22 [11a]
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In this chapter, drawings are presented for the principal

crystallographic forms of several important commercial

polymers using CSC Chem3D Plust (Cambridge Scien-

tific). X ray data are presented for polymorphs where avail-

able. The crystallographic axis most nearly parallel to the

continuity of the covalent bonds (fiber axis) is indicated by y.

References are given for the papers used in obtaining the

data. Where available, intensity data are given for the main

reflections. However, it must be strongly emphasized

that observed intensities are very much a function of the

crystallinity and molecular orientation in the sample as

well as the experimental technique used. The usual desig-

nations of s, m, w (strong medium and weak) are used. See

Figures 38.1–38.23 and Tables 38.1–38.14. A review of unit

cells of many different polymers is given in Chapter 7 of

Tadokoro [1].

38.1 POLYETHYLENE [-----(CH2)2-----]

Oxygen Nitrogen Carbon Hydrogen

FIGURE 38.1. Key to shading of atoms.

0.254 nm

FIGURE 38.2. Polyethylene.

0.254 nm

FIGURE 38.3. Polyethylene.
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38.2 POLYPROPYLENE [-----CH2-----CH(CH3)-----]

Polypropylene isotactic beta form. Space group P3121[D3
4]

or P3221[D3
6]. N ¼ 9. a ¼ 1.103 nm; b ¼ 1.103 nm; c ¼

0.649 nm and g ¼ 120�: Cell volume ¼ 0:672 nm3. Density

¼ 936 kg=m
3
. (From Ref. 14.)

TABLE 38.1. Polyethylene (orthorhombic 25 8C) [-(CH2 )2- ].a

hkl d-value (nm)
2u (deg)

(l ¼ 0:1542 nm)
Relative
intensity

110 0.4115 21.59 vvs
200 0.3703 24.03 s
020 0.2475 36.30 m
310 0.2209 40.84 m
220 0.2058 44.01 m
011 0.2268 39.75 m
111 0.2168 41.65 m
201 0.2101 43.05 s
211 0.1934 46.98 m

aSpace group Pnam [D16
2h ], N ¼ 4(CH2). a ¼ 0.74069 nm;

b ¼ 0.49491 nm; and c ¼ 0.25511 nmy. Cell volume
¼ 0.09352 nm3. Density ¼ 996:2 kg=m3. (From Refs. 2
and 3.) See also Ref. 4.

TABLE 38.2. Polyethylene high pressure (>3 kbar, near
melting point) [-(CH2 )2- ].a

hkl d-value (nm)
2u (deg)

(l ¼ 0:1542 nm)
Relative
intensity

110 (ortho) 4.227 21.02 s
aSpace group (Hexagonal, ortho); N ¼ 4(CH2). a ¼
0.846 nm; b ¼ 0.488 nm; and c ¼ 0:245 nmy. Cell volume
¼ 0:101 nm3 (approx.). Density ¼ 920 kg=m3 (approx.).
(From Refs. 5 and 6.)

TABLE 38.3. Polyethylene (metastable monoclinic 25 8C)
[-(CH2 )2- ].a

hkl d-value (nm)
2u (deg)

(l ¼ 0:1542 nm)
Relative
intensity

001 0.4558 19.47 s
200 0.3849 23.11 s
201 0.3523 25.28 s
201 0.2576 34.82 w
401 0.2008 45.15 m
400 0.1925 47.23 m
111 0.2216 40.72 m
111 0.2047 44.26 m
112b 0.1739 52.62 s

aSpace group C2/m [C3
2h]; N ¼ 4(CH2). a ¼ 0:809 nm;

b ¼ 0:253 nmy; and c ¼ 0:479 nm. Cell volume ¼
0:09329 nm3. Density¼998 kg=m3.
bOverlap with orthorthombic phase. (From Ref. 4.)

0.650 nm

FIGURE 38.4. Polypropylene (Alpha form).

0.650 nm

FIGURE 38.5. Polypropylene (Alpha form).

TABLE 38.4. Polypropylene [-CH2-CH(CH3)-], isotactic
alpha form. Space group C2/c [C6

2h] or Cc [C4
s ].a

hkl d-value (nm)
2u (deg)

(l ¼ 0:1542 nm)
Relative
intensity

110 0.626 14.14 vs
040 0.524 16.92 vs
130 0.478 18.55 s
111 0.417 21.31 s
131̄,041 0.406 21.86 s
150,060 0.351 25.35 s
200 0.328 27.18 m
220 0.313 28.51 m

aN ¼ 12. a ¼ 0.665 nm; b ¼ 2.096 nm; c ¼ 0:650 nmy; and
b ¼ 99:33�. Cell volume¼ 0:894 nm3. Density¼ 938 kg=m3.
(From Ref. 8.)

TABLE 38.5. Polypropylene [-CH2 -CH(CH3)-], isotactic-
gamma form. Space group Fddd [D24

2h ].a

hkl d-value (nm)
2u (deg)

(l ¼ 0:1542 nm)
Relative
intensity

111 0.6391 13.86 m
113 0.5863 15.11 w
008 0.5210 17.02 s
115 0.5110 17.35 w
117 0.4380 20.27 m
202 0.4169 21.31 s
026 0.4045 21.97 s
206 0.3628 24.53 w
0012 0.3473 25.65 m
224 0.3088 28.91 m

aN ¼ 48. a¼0.851 nm; b ¼ 0.995 nm; and c ¼ 4:168 nmy.
Cell volume ¼ 3:529 nm3. Density ¼ 0:950 kg=m3. (From
Refs. 15 and 16.)
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38.3 POLY (ETHYLENE TEREPHTHALATE)

[-----(C==O)-----(C6H4)-----(C==O)-----CH2-----CH2-----]

38.4 POLYCAPROLACTAM (PA6)

[-----NH-----(CH2)5-----(C==O)-----]

TABLE 38.6. Polypropylene [-CH2-CH(CH3)-] syndiotactic
monoclinic — Form 1. Space group P21 [C5

2h].a

hkl d-value (nm)
2u (deg)

(l ¼ 0:1542 nm)
Relative
intensity

200 7.16 12.4 s
020 5.57 15.9 m

�211 4.70 18.9 m
220 4.39 20.2 w
121 4.26 20.8 m
002 3.75 23.7 w
400 3.58 24.9 w

�321 3.27 27.2 w
aN ¼ 16; a ¼ 14:31 nm; b ¼ 11:15 nm; c ¼ 7:5 nmy; and
g ¼ 90:38. Cell volume ¼ 1.196 mn3. Density ¼ 934 kg/m3.
(From Ref. 12.)

1.079 nm

FIGURE 38.6. Poly (ethylene terephthalate).

1.079 nm

FIGURE 38.7. Poly (ethylene terephthalate).

1.079 nm

FIGURE 38.8. Poly (ethylene terephthalate).

1.079 nm

FIGURE 38.9. Poly (ethylene terephthalate).

TABLE 38.7. Poly (ethylene terephthalate) [-(C==O)-(C6H4)-
(C==O)-CH2 -CH2-]; Space group P1

-
[C1

i ].a

hkl d-value (nm)
2u (deg)

(l ¼ 0:1542 nm)
Relative
intensity

011 0.5417 16.36 s
010 0.5014 17.69 s
111 0.4092 21.72 m
110 0.3880 22.92 s
100 0.3435 25.94 vs
111 0.3164 28.20 w
101 0.2699 33.20 w

aN ¼ 1. a ¼ 0.4509 nm; b ¼ 0.5882 nm; c ¼ 1:0787 nmy;
a ¼ 100:018; b ¼ 118:368; and g ¼ 110:56b . Cell volume ¼
0:2146 nm3. Density ¼ 1485 kg=m3. (From Refs. 8,9,10.)

1.724 nm

FIGURE 38.10. Polycaprolactam.

1.724 nm

FIGURE 38.11. Polycaprolactam.
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Polycaprolactam (PA6) gamma form. Space group P21=a
[C5

2h]. N ¼ 4; a ¼ 0:933 nm; b ¼ 1:688y nm; c ¼ 0:478 nm;

and b ¼ 121�. Cell volume ¼ 0:645 nm3. Density ¼ 1160

kg=m
3
. (From Ref. 19.)

38.5 POLY (HEXAMETHYLENE ADIPAMIDE)

(PA66) [-----NH-----(CH2)6-----NH-----(C==O)

-----(CH2)4-----(C==O)-----]

Poly(hexamethylene adipamide) (PA 66) beta form.

Space group P�11[C1
i ]: N ¼ 2: a ¼ 0:49 nm; b ¼ 0:08 nm;

c ¼ 1:72y nm; a ¼ 90�; b ¼ 77:0�; and g ¼ 67�. Cell vol-

ume ¼ 0:602 nm3. Density ¼ 1220 kg=m
3
. (From Ref. 20.)

38.6 POLYOXYMETHYLENE [-----CH2-----O-----]

TABLE 38.8. Polycaprolactam (PA6) alpha form [-NH-
(CH2 )5 -(C==O)-]; Space group P21=m [C2

2h].a

hkl d-value (nm)
2u (deg)

(l ¼ 0:1542 nm)
Relative
intensity

200 0.4416 20.11 vs
211,210 0.4387 20.26 w
002,202 0.3646 24.42 vvs
202,402 0.2373 37.93 m
204 0.2001 45.32 w
004,404 0.1823 50.04 w
171,271 0.2186 41.30 m
271,371 0.1959 46.35 m

aN ¼ 8. a ¼ 0:956 nm; b ¼ 1:724ynm; c ¼ 0:801 nm;
and b ¼ 67:5�. Cell volume ¼ 0:1220 nm3. Density
¼ 1232 kg=m3. (From Refs. 16 and 17.) See also Ref. 18.

1.724 nm

FIGURE 38.12. Polycaprolactam.

1.724 nm

FIGURE 38.13. Polycaprolactam.

1.72nm

FIGURE 38.14. Poly (hexamethylene adipamide).

1.72 nm

FIGURE 38.15. Poly (hexamethylene adipamide).

TABLE 38.9. Poly (hexamethylene adipamide) (PA66) alpha
form [-NH-(CH2)6 -NH-(C==O)-(CH2 )4-(C==O)-]. Space
group P1[C1

i ].a

hkl d-value (nm)
2u (deg)

(l ¼ 0:1542 nm)
Relative
intensity

002 0.641 13.83 w
100,010,110 0.390 22.96 vvs
015 0.335 26.65 w
110,210 0.236 38.12 s
017,127 0.233 38.69 w
117,027 0.218 41.37 w
117,227 0.194 46.71 w
020,220 0.183 49.70 s

aN ¼ 1: a ¼ 0:49 nm;b ¼ 0:54 nm;c ¼ 1:72y nm;a ¼ 48:5�;
b ¼ 77:0�; and g ¼ 63:5�. Cellvolume ¼ 0:303 nm3. Density
¼ 1238 kg=m3. (From Ref. 20.)

1.715 nm

FIGURE 38.16. Polyoxymethylene.

1.715 nm

FIGURE 38.17. Polyoxymethylene.
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38.7 POLYTETRAFLUOROETHYLENE [-----(CF2)-----]

Polytetrafluoroethylene [-(CF2)-] Form I (above 30 8C).

Space group (hexagonal packing of helical chains of vari-

able twist). Hexagonal approximation a ¼ 0:567 nm

(35 8C) to 0.574 nm (218 8C). c¼0.1300 nm per CF2

groupy. Cell volume ¼ 0:0362 � 0:0371 nm3 per CF2

group. Density ¼ 2290 � 2240 kg=m
3
. Diffuse pattern

with sharp hk0 reflections (hexagonal). (From Ref. 25.)

Polytetrafluoroethylene [-(CF2)-] Form III (high pressure)

Space group Pnam [D16
2h]. a¼0.75 nm; b¼0.56 nm; and

c¼0.26 nmy. Cell volume ¼ 0:1092 nm3. Density

¼ 3040 kg=m
3
. Peaks attributed to a monoclinic phase are

also observed. (From Ref. 27.)

TABLE 38.10. Polyoxymethylene [-CH2 -O-] trigonal. Space
group P31 or P32 [C2

3 or C3
3 ]; Z ¼ 9[19]a.

hkl d-value (nm)
2u (deg)

(l ¼ 0:1542 nm)
Relative
intensity

100 0.3872 22.97 vvs
105 0.2587 34.67 s
110 0.2236 40.34 s
113 0.2086 43.38 m
108 0.1895 48.00 m
115 0.1881 48.40 s
109 0.1729 52.96 m
205 0.1692 54.22 s
118 0.1558 59.29 m
208 0.1446 64.45 m

aa ¼ 0:4471 nm and c ¼ 1:739 nmy. The repeat unit is close
to 29=16 ¼ 1:81 units/turn; 9=5 ¼ 1:80 giving c ¼ 1:739 nm
which is approximate. Cellvolume ¼ 0:3011 nm3. Density
¼ 1491 kg=m3.
bBased on 9/5 helix (From Refs. 21–23).

TABLE 38.11. Polyoxymethylene [-CH2 -O-] (othorhombic).
Space group P212121[D2

4 ] a.

hkl d-value (nm)
2u (deg)

(l ¼ 0:1542 nm)
Relative
intensity

020 0.3825 23.25 vs
111 0.2673 33.52 s
021 0.2606 34.41 s
201 0.1981 45.79 m
131 0.1901 47.84 m
331 0.1759 51.97 w
041 0.1685 54.46 w
132 0.1396 67.06 w
222 0.1337 70.45 w

aN ¼ 4[-CH2-O-]: a ¼ 0:477 nm; b ¼ 0:765 nm; and
c ¼ 0:356 nmy. Cellvolume ¼ 1300 nm3. Density
¼ 1540 kg=m3. (From Ref. 24.)

1.95nm

FIGURE 38.18. Polytetrafluoroethylene (From IV).

1.95 nm

FIGURE 38.19. Polytetrafluorethylene (Form IV).

TABLE 38.12. Polytetrafluoroethylene [-(CF2 )-] Form II
(below 19 8C). Observed hk0 reflectionsa.

d-value (nm)
2u (deg)

(l ¼ 0:1542 nm)
Relative
intensity

0.4866 18.23 vvs
0.2823 31.69 vs
0.2447 36.73 s
0.2414 37.24 m
0.1850 49.26 m
0.1828 49.88 m
0.1627 56.58 m

aSpace group (approximate) P1 [C1
1 ] (Complex structure

with a regular helix of 2.1598 CF2 units per turn). Orthog-
onal approximation; a ¼ 0.9649 nm; b ¼ 0.5648; and c ¼
0.1300 nm per CF2 groupy. Cell volume ¼ 0:03542 nm3 per
CF2 group. Density ¼ 2340 kg=m3. (From Ref. 9.)

TABLE 38.13. Polytetrafluoroethylene [-(CF2 )-] Form IV
(19–30 8C)a.

hkl d-value (nm)
2u (deg)

(l ¼ 0:1542 nm)
Relative
intensity

100 0.4902 18.10 vvs
110 0.2830 31.61 s
200 0.2451 36.67 s
210 0.1853 49.18 m
300 0.1634 56.30 m
220 0.1415 66.02 m
310 0.1359 69.09 m
107 0.2422 37.12 vs
108 0.2183 41.37 vs
117 0.1985 45.70 w
118 0.1847 49.34 w

aSpace group (presumed) P31 or P32 [C2
3 or C3

3 ]; Rotational
disorder of helical chains. Z ¼ 15(CF2). a¼0.566 nm and
c ¼ 1.95 nmy. Cell volume ¼ 0:0541 nm3. Density
¼ 2302 kg=m3. (From Refs. 25, 26, 28 and 29).
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38.8 POLY(P-PHENYLENE TEREPHTHALAMIDE)

(PTTA) [-----(C==O)-----(C6H4)-----(C==O)-----NH-----(C6H4)

-----(NH)-----]
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TABLE 38.14. Poly (p-phenylene terephthalamide) (PPTA)
[-(C==O)-(C6H4)-(C==O)-(NH)-(C6H4)-(NH)-]; Space group
P21=n[C5

2h], Monoclinic (pseudo-orthohombic)a.

hkl d-value (nm)
2u (deg)

(l ¼ 0:1542 nm)
Relative
intensity

110 0.4327 20.53 vs
200 0.3935 22.60 vs
020 0.2590 34.63 vw
310 0.2340 38.46 m
220 0.2163 41.75 w
011 0.4807 18.46 vw
111 0.4102 21.66 ms
211 0.3045 29.33 s
021 0.2539 35.35 w
121 0.2417 37.20 vw
311 0.2303 39.12 vw

aN ¼ 2. a ¼ 0.787 nm; b ¼ 0.518 nm; and c ¼ 1:29 nmy.
(g ¼ 90�) Cell volume ¼ 0:5259 nm3. Density ¼
1504 kg=m3. (From Ref. 30.) (See also Ref. 31).

1.29 nm

FIGURE 38.20. Poly(p-phenylene terephthalamide).

1.29 nm

FIGURE 38.21. Poly (p-phenylene terephthalamide).

1.29 nm

FIGURE 38.22. Poly (p-phenylene terephthalamide).

1.29 nm

FIGURE 38.23. Poly (p-Phenylene terephthalamide).
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39.1 INTRODUCTION

39.1.1 Crystallization Studies and Analyses

There are several methods for studying crystallization

kinetics of polymers, which fall into two general categories:

bulk or volumetric analysis, and crystal growth analysis.

The simplest experimental study is the bulk growth, but it

is the most difficult to analyze in detail. However, it can be

analyzed partially using the Avrami equation [1,2].

The Avrami equation was derived from prior work by

Poisson based on expanding waves created by raindrops on a

pond and results in the general equation:

1 � vc(t) ¼ exp ( � Ktn), (39:1)

where n is known as the Avrami index and vc(t) is the

crystalline volume fraction of the polymer. In general, n
and K characterize the nucleation type and the crystal

growth geometry. Theoretically, the Avrami index, n, can

be derived as an integer which varies between 1 and 6 (Table

39.1), but due to the crystallization complexity, n is usually

a decimal number. For better interpretation of the Avrami

index, one needs good information about nucleation, morph-

ology, and the mechanism of polymer crystallization.

There are several methods available for the study of bulk

crystallization, including dilatometry, differential scanning

calorimetry, and x-ray diffraction. Optical microscopy is the

most versatile method for the study of crystallization since

the use of a trinocular permits the simultaneous measure-

ment of bulk crystallization (using transmitted light inten-

sity) and of crystal growth kinetics using direct observation.

Depolarized light microscopy, DLM, can be used to

measure light intensity (I) as a function of time (t) and

permits Avrami type analyses. From this type of experiment

the volume fraction, vc(t), is not directly available; there-

fore, a relationship between the light intensity, I, and vc(t) is

needed. If it is assumed that complete crystallization is

reached at the maximum level of the plot (I versus t) then

vc(t) is related to I as follows:

vc(t) ¼ I(t) ¼ I � Imin

Imax � Imin

, (39:2)

where I(t) is the relative intensity at time t, and Imin and Imax

are the minimum and maximum intensities, respectively.

Equation (39.1) can be written in a logarithmic form as:

1n[ � 1n(1 � I(t) )] ¼ 1n(K) þ n1n(t): (39:3)

The values of n and K can be determined from the plot of

1n[ � 1n(1 � I(t) )] versus 1n(t); n is the slope, and 1n(K) is

the intercept.

In reality, polymer crystallization is too complex to be

described by a simple expression such as the Avrami equa-

tion. For example, the assumption in Avrami’s expression

that the volume does not change is inaccurate because the

specimen tends to shrink during crystallization. In addition,

secondary crystallization and crystal perfecting processes

are not taken into account.

There have been many attempts to develop theories to

explain the important aspects of crystallization [3,4]. The

most widely accepted approach to the analysis of the linear

crystal growth rates is the kinetic description due to Laur-

itzen and Hoffman [3]. There are alternative approaches

which will not be considered here since this is not meant

to be a comprehensive review chapter of theoretical

approaches.
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The general expression of crystal growth as described by

Lauritzen and Hoffman is:

G ¼ G0 exp � U�

R(Tc � T1)

� �
exp � Kg

TcDTf

� �
, (39:4)

where G is the growth rate, G0 is the growth rate constant;

U� is the activation energy for polymer diffusion; R is

the gas constant; Tc is the crystallization temperature

(K); T1 ¼ Tg � 30 (K); DT ¼ supercooling, (T 0
m � Tc);

f¼correction factor, 2Tc=Tc þ T 0
m; Kg is the nucleation

rate constant given by

Kg ¼ jb0sseT 0
m

kDhf

, (39:5)

where b0 is the width of the chain, s is the lateral surface

free energy, se is the fold surface free energy, T 0
m is the

equilibrium melting temperature (K), k¼Boltzmann con-

stant, and Dhf is the heat of fusion. The parameter j is

determined by the operating regime (see below) and is

equal to 4 for regime I and III, and equal to 2 for regime II.

The Lauritzen–Hoffman theory analyzes the growth data

according to competition between the rate of deposition of

secondary nuclei (i) and the rate of lateral surface spreading

(g), resulting in three different regimes (Fig. 39.1). Regime I

occurs when i << g and may be found at very low super-

coolings; in regime II i is the order of g and occurs at

moderate supercoolings; in regime III i > g and is found at

very high supercoolings. Regime behavior varies from poly-

mer to polymer. For example cis-polyisoprene shows all

regimes [5]. Until recently it was belived that polyethylene

when crystallized shows regime I and II [6,7], whereas

polypropylene shows regime II and III [7–10]. Also the

regimes depend on the conditions of crystallization, for

example at atmospheric pressure high molecular weight

polypropylene shows regime II and III; whereas the same

material shows all regimes at 150 MPa [7]. An evaluation of

data in terms of regime assignment for many common

polymers was published by Lovinger et al. [11].

It has been known for many years that an increase in

molecular weight results in a decrease in growth rate for

unfractionated polymers [12–15]; however, definitive data

is available for few commercially significant polymers.

A thorough understanding of molecular weight effects re-

quires a detailed evaluation of fractions. Few such studies

are available.

The effects of molecular weight and fractionation on

the growth of polymers have been analyzed and discussed in

terms of the molecular reptation concept by Hoffman

and Miller [16]. In their studies of different molecular weights

of polyethylene, they determined the dependence of the crys-

tal growth rate on molecular weight at constant supercooling.

The concept of reptation, which was first proposed by De

Gennes [17], states that the overall friction coefficient of a

linear polymer chain in the melt is proportional to its length.

In the analysis of 11 polyethylene samples (M varies from

23,000 to 203,000), high molecular weight fractions exhibit

lower growth rates in both regimes I and II. According

to Hoffman and Miller, this observation is solely due to

molecular friction being proportional to its length.

More recent studies using newer techniques for attaining

high degrees of supercooling have demonstrated that all

three regimes can be observed in linear polyethylene [18,

19], both an NBS standard and an unfractionated linear

polymer (see Fig. 39.2).

Similarly, in the case of polypropylene, Cheng et al. [10]

showed that the growth rate of low molecular weight iso-

tactic polypropylene (Mw ¼ 15,000) is higher than that of a

high molecular fraction (Mw ¼ 300,000) at the same super

cooling.

TABLE 39.1. Theoretical values of n and K for different
morphologies and nucleation mechanisms.

Crystal
growth
shape

Nucleation
mode

Avrami
exponent (n)

Avrami
constant (K)a

Rod
Heterogeneousb 1 NGA

Homogeneousc 2 _NN GA/2

Disc
Heterogeneous 2 pNG2D

Homogeneous 3 (p=3) _NNG2D

Sphere
Heterogeneous 3 (4p=3)NG3

Homogeneous 4 (p=3) _NNG3

Sheaf
Heterogeneous 5 —

Homogeneous 6 —

aA is cross-sectional area of the rod; D is thickness of the
disc; G is linear growth rate; N is nucleation density; and _NN
is nucleation rate.
bHeterogeneous means that the nucleation density is con-
stant.
cHomogeneous, also named sporadic, means that the rate
of nucleation is constant.

Gg

Regime I

g >> i

Gg

Regime II

g − i

1 / (Tc ∆T f )

ln
(G

) 
+

 U
* /

R
 (

T
c-

T
∞
)

Regime III

g << i
G

≈

FIGURE 39.1. Schematic of regime analyses.
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However, the reptation model is not applicable in the

cases of crystallization from dilute or concentrated solu-

tions, because in these cases considerable lateral molecular

motion is possible. Nevertheless, it should be noted that

regime changes have been detected in the growth of single

crystals from solution [20]. Similarly, the crystallization of a

polymer fraction with a large amount of noncrystallizable

low molecular weight material, which is rejected at the

growth front, acts like the one from concentrated solution

rather than from a fully interentangled melt [21–23].

When copolymers are considered, the situation becomes

very complex and depends on whether or not the comono-

mer units are rejected, partially or fully, from the crystal

[7,24–26]. The dependences observed are controlled not

only by the degree of rejection, but also by the sequence

length distribution of crystallizable units. For most systems

studied so far, rejection of comonomer units tends to be

prevalent resulting in a decrease in growth rate. This

decrease is regarded as caused primarily by the probability

of formation of a critical nucleus. Systems that have

been thoroughly studied so far show an inverse logarithmic

dependence of growth rate on the mole fraction of impurity

units [25,26]. It is also recognized that comonomer content

and molecular weight interact in the determination of

the behavior of any particular system. Because of the

complex, and often ill-defined, dependences found in co-

polymers, data are not presented in the tabulations, except

for a couple of cases chosen as examples of more general

principles.

The subject of the crystallization of copolymers can be

quite complex, dependent on the comonomer. It should also

be recognized that the effects of variations in tacticity are

very similar to the effects of comonomer inclusion, since

both are effectively the insertion of defects into the polymer

chain. The earliest treatment [26] recognized this fact, and is

applicable to any defect, whether tactic, head-to-head link

or comonomer, when measured as a defect content. This

approach makes the assumption that all defects are excluded

from the crystal. On this basis the probability of forming a

critical secondary nucleus is dependent on the distribution of

the defects throughout the polymer chain. The formulation of

the probabilities leads to the logarithm of the rate of linear

growth of a spherulite being dependent on the defect con-

centration. In practice, the behavior of most copolymers

4
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FIGURE 39.2. Secondary nucleation plot for linear polyethylene (isothermal data-filled symbols; rapid cooling data-open sym-
bols). Reproduced from [Polymer] (2001) [19] with permission from Elsevier.
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follows this prediction fairly well, the rate dropping by

orders of magnitude for inclusion of a few percent defects.

Data are presented for a series of copolymers of ethylene

and octene, in which the evidence suggests that defect

exclusion dominates the behavior (see Fig. 39.3). Note the

orders of magnitude drop in crystal growth rates with in-

creasing defect content. An unusual observation, currently

not understood fully, is that the growth rates at very high

supercoolings for the linear polymer and the copolymers

merge, indicating a lack of selectivity at cooling rates con-

sistent with industrial operations [19].

For isotactic polymers and copolymers the behavior is

complex and depends on the method of synthesis and the

types of defects that result. For instance, isotactic polypro-

pylene synthesized using Zeigler–Natta catalysts has a quite

different defect content from the same polymer synthesized

using single site catalysts. In the ZN case the defects are

primarily syndiotactic units, but in the SSC case they are

predominantly head-to-head links. The latter result in

methylene diads. Syndiotactic defects are excluded from

the crystal in the normal manner. When ethylene is copoly-

merized into propylene the methylene sequence is length-

ened, but ethylene can be incorporated into the crystal.

So the situation becomes quite complex and it becomes

necessary to carry out a thorough chemical analysis of the

copolymer. This has rarely been done in the literature. The

subject has been explored thoroughly by Alamo and cow-

orkers [27–30], but without studies of linear growth rates.

Some data is presented of recent work of DiMeska and

Phillips [31], which does contain linear growth rate regime

analyses. One of the major complications of polypropylene

is that the defect content encourages the formation of the
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FIGURE 39.3. Secondary nucleation plot for linear polyethylene (LPE) and ethylene–octene copolymers (isothermal data-filled
symbols; rapid cooling data-open symbols). For copolymers, L and H indicated low and high MW, respectively, and the number
following the letters represents the number of hexyl side chains per 1,000 carbon atoms. Reproduced from [Polymer] (2001) [19]
with permission from Elsevier.
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g-phase, at the expense of the commonly encountered

a-phase.

For further information on current thinking and theoret-

ical approaches to crystallization, the reader is referred to

recent reviews by Phillips [32,33].

39.1.2 Case Study Using Isotactic Polypropylene

Figure 39.4 shows several chart recorded bulk crystalliza-

tion traces as a function of temperatures for isotactic poly-

propylene (iPP, Mw ¼ 257,000). Avrami’s analysis takes

the lower values of each plot; i.e., before impingement.

The half-time is the point where half of the intensity is

reached. Figure 39.5 presents Avrami’s analysis for differ-

ent crystallization temperatures, where it can be seen that all

plots have similar slope, n, and different intercepts, k, in

this case.

Examples of the change in spherulite radius with time for

selected temperatures are shown in Fig. 39.6, where it

can be seen that linear growth rates result. Plots of growth

rate versus temperature for iPP can be seen in Fig. 39.7.

When the data are analyzed using the Hoffman–Lauritzen

equation, Fig. 39.8, it is seen that iPP shows the Regime

II–Regime III transition, previously identified by several

groups of workers [7–10]. In these analyses the values of

T 0
m and U� were 186.1 8C and 1,500 cal/mol, respectively.

The effects of different values of the thermodynamic

variables on the analyses and on the regime transition tem-

perature have been explored. Variation in T 0
m has the great-

est effect on the shape of the secondary nucleation plot, but

does not significantly alter the regime transition tempera-

ture. A small change of the values of U� and Tg simply

causes the curve to move up or down without changing its

shape.

The Regime II–III transition is envisioned as the point at

which the rate of surface spreading becomes less than

the rate of secondary nucleation. Surface spreading, for

an adjacent reentry system, is essentially a reeling-in pro-

cess dependent on the reptational ability of the polymer

chain.

The slopes of the secondary nucleation plots can be used

to estimate the fold surface free energies of the two poly-

mers. In order for these calculations to be carried out it

is necessary to have estimates of the parameters which

appear within Eq. 39.5. The equilibrium melting point

has to be determined in separate experimentation (see

Chapter 11).

The values of sse can be determined from the slope of

the lines. Regime II and regime III give sse ¼ 562 and

678 erg2=cm4, respectively. In order to proceed further it is

necessary to estimate s independently. One way to do this is

to use the Hoffman modification of the Thomas–Stavely

relation [24].

s ¼ 0:1Dhf

ffiffiffiffiffiffiffiffiffi
a0b0

p
: (39:6)

Values of s have been calculated as 11:5 erg=cm2 for iPP.

Substitution of these values into the determined values of
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FIGURE 39.4. Isothermal bulk crystallization traces as a function of temperature.
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sse results in values of se for regime II and regime III of

48.9 and 59:0 erg=cm2, respectively.

The work done by the chain (q) to form a fold can be

easily calculated from the following equation, when the fold

surface energy is known.

q ¼ 2a0b0se (39:7)

39.1.3 Tabulation of Data

In the tabulation, data are presented mainly for common

homopolymers. When available, molecular weights are

also given, but no major attempt has been made to present

molecular weight dependencies. Additionally, a few illus-

trations of specific copolymers have been included as

examples of copolymer behavior.
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It should be recognized that Avrami data can vary greatly

with the presence of additives, especially nucleating agents.

In Table 39.2 data are presented from bulk crystallization

studies of common polymers.

In Table 39.3 data are presented from linear growth

rate studies of polymers that are commonly encountered

in significant basic studies or that are of commercial signifi-

cance. In addition to the values of the characteristic param-

eters obtained from the analyses, we have added the value of

other constants such as equilibrium melting points and heats

of fusion which are essential to the analyses.
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FIGURE 39.7. Growth rates of iPP versus crystallization temperature.
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TABLE 39.2. Avrami coefficients.

Polymer
Mn

(kg/mol)
Mw

(kg/mol)
Tc

(8C)
t1=2

(s) n
k

(s�n) Remarks Ref.

194.8 43 2.5 DSC [34]
16.0 29.0 197.4 75 2.9

200.4 110 3.6
202.6 200 4.0

Nylon 6 205.5 350 4.8

140 10 3 DLM [35]
24.7 160 15 3

180 70 3
200 950 3

Poly (amide)

( min�n ) DSC [36]
165 46.2 2.21 1:34 � 10�4

Nylon 10 12
167 68.4 1.97 1:54 � 10�4

169 144.6 1.91 5:37 � 10�5

171 241.8 1.91 1:90 � 10�5

173 450 2.08 1:86 � 10�6

( min�n ) DSC [37]
164 10.3 1.6 1:23 � 101

Nylon 11
166 16.5 2.1 1:0 � 101

168 23.1 2.4 6.92
170 43.8 2.7 1.62
172 85.8 3.2 2:2 � 10�1

( min�n ) DSC [38]

Nylon 12 12

160 34.8 2.03 2.12
164 63.6 1.67 6:2 � 10�1

168 119.4 1.68 2:2 � 10�1

170 231.6 1.64 8:0 � 10�2

70 60 DLM [39]
Poly (butene-1) PB-1 73 750 80 96

90 456
95 1572

40 4.5 3.46 DSC [40]
Poly (e- PCL 43.6 48 45 17.9 3.35

caprolactone) 47 45.8 2.48
49 97.6 2.66

Poly (chlorotri- 180 180 3 Dilatometry [41]
fluoroethylene) PCTFE 186 480 3

191 1500 3
196 4200 3

124 165 2.35 DSC [42]
125 338 2.29
126 750 2.05

Polyethylene
HDPE

127 1920 2.24

117 0.24 3.1 DLM [43]
12.7 42.3 119 0.67 2.9

121 4.00 3.0
123 20.00 2.7

Polyethylene XLPE cross- 4.5 8.7 119 3.5 2.7 [43]
link 255 avg 120 1.25 2.2
CH2 units 123 3.5

124 3.6
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TABLE 39.2. Continued.

Polymer
Mn

(kg/mol)
Mw

(kg/mol)
Tc

(8C)
t1=2

(s) n
k

(s�n) Remarks Ref.

175.2 4.7 1:6 � 10�8 DSC [44]
Poly (aryl-ether– PEEK 182.3 5.7 4:7 � 10�10

ether–ketone) 188.8 5.1 1:8 � 10�7

( min�n )
180 2.36 1:02 � 10�2 DSC [45]

19 40 190 2.30 7:43 � 10�3

200 2.43 2:04 � 10�3

Poly (ethylene- PET 210 2.37 2:63 � 10�4

terephthalate) 190 63 1.83 DSC [46]
195 86 1.76
200 133 1.77
210 190 1.76

185 150 2.61 1:52 � 10�6 DSC [47]
Poly (propylene- PPT 36.3 78.4 190 250 2.59 4:03 � 10�7

terephthalate) 195 500 2.61 6:51 � 10�8

200 1,000 2.48 2:42 � 10�8

180 50 75 2.47 5:61 � 10�5 DSC [47]
Poly (butylene- PBT 36.6 77.4 185 150 2.49 1:65 � 10�5

terephthalate) 190 340 2.48 2:74 � 10�6

195 2.55 2:79 � 10�7

2.3 ( min�n )
170 2.6 3.0 7.9

43 180 2.9 3.2 3.67
190 0.43 DSC [48]
200 9:96 � 10�3

Poly (trimethylene
ter-ephthalate)

PTT 210 5:75 � 10�6

( min�n )
21.05 46.3 202 174 2.81 33:7 � 10�3

206 279 2.72 10:8 � 10�3 DSC [49]
210 592 2.84 1:0 � 10�3

�38 23,400 [50]
�33 1,440

cis-PIP �22 9,000 [51]
�16 12,000
�11 19,800 [52]

Poly (isoprene) �5 55,200

35 768
40 1,260

trans-PIP 45 6,780
51 31,800
57 2,91,000

40.1 1.9 0:18 � 101 DSC [53]

Poly (oxyethylene) POE

9.0 9.6 43.4 2.0 6:8 � 10�1

48.4 2.3 2:6 � 10�2

49.6 2.1 8:3 � 10�4

55 612 1.8 DSC [54]
20 56 1,200 1.9

57 1,476 2.0
58 4,884 2.1
59 6,900 2.5
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TABLE 39.2. Continued.

Polymer
Mn

(kg/mol)
Mw

(kg/mol)
Tc

(8C)
t1=2

(s) n
k

(s�n) Remarks Ref.

40.3 1,650 3.0 DLM [55]
Poly POP 300 42.8 2,520 3.1

(oxypropylene) 45.5 3,540 3.3
47.5 8,580 3.0
49.7 12,600 3.1

230 160 1.84 DSC [56]
Poly (phenylene PPS 235 195 2.14

sulfide) 240 370 2.12
245 580 2.08

130 430 3.11 1:29 � 10�3 DLM [57]
58.0 151 132 650 2.61 7:59 � 10�4

136 3,200 2.84 1:41 � 10�4

142 13,500 2.91 1:15 � 10�5

Polypropylene iPP 130 780 3.1 DLM [58]
447 133 2,220 2.9

134 2,820 2.9
137 6,600 2.9

60 100 2.68 1:06 � 101 DSC [59]
76.2 165 70 118 2.68 6.66

80 210 3.07 8:82 � 10�1

90 684 2.96 3:11 � 10�2

Polypropylene sPP 95 1,698 2.41 1:33 � 10�2

75 56 2.44 4:72 � 101 DSC [59]
52.3 195 80 100 2.33 1:24 � 101

90 439 2.40 3:43 � 10�1

95 1,294 2.32 3:40 � 10�2

80 32,400 2.01 1:05 � 10�2 [60]
Selenium 100 3,600 1.68 0:61 � 101

120 720 3.28 1:20 � 102 dynamic
140 280 3.68 3:60 � 104 density
160 105 4.00 2:60 � 106

148 163.2 2.67 4:16 � 10�2

Poly POM 149 316.2 2.59 9:48 � 10�2 DSC [61]
(oxymethylene) 150 607.8 2.36 3:17 � 10�3

151 1,141.2 2.98 1:08 � 10�4

296 0.057 0.96 1:21 � 101

Poly (tetrafluoro- PTFE 304 0.116 1.01 5.97 DSC [62]
ethylene) 312 0.332 1.006 2.09

315 0.301 0.87 1.97

236 16.73 1.9 4:76 � 102

Polystyrene sPS 91.6 220 239 50.21 1.4 5:29 � 101 DSC [63]
242 96.33 1.3 2:26 � 101

244 135.14 1.1 1:60 � 101

( min�n )
192 2,400 2.73 3:05 � 10�7

Poly (arylene-ether– 34 200 4,800 2.8 4:13 � 10�8

ether–phenylsulfide) 211 30,000 2.8 9:23 � 10�9 DSC [64]
218 60,000 2.73 2:27 � 10�9

226 600,000 2.73 1:69 � 10�10
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TABLE 39.2. Continued.

Polymer
Mn

(kg/mol)
Mw

(kg/mol)
Tc

(8C)
t1=2

(s) n
k

(s�n) Remarks Ref.

( min�n )
Poly (arylene- 19.1 279 5,400 1.7 2:75 � 10�5

ether–ether– 285 30,000 1.7 1:01 � 10�5 DSC [64]
biphenylsulfide) 290 48,000 1.9 1:37 � 10�6

110 19.2 2.52 6:25 � 10�4

Poly 120 91.8 3.06 0:8 � 10�6

(ester–amide) 130 2,124 2.71 7:4 � 10�10 DSC [65]
135 3,180 2.20 1:31 � 10�8

29 18 3.1 8:9 � 10�5

Poly (butylene PBA 7.3 35 42 2.6 4:2 � 10�5

adipate) 40 180 3.0 1:2 � 10�7 DSC [66]
43 486 3.1 3:3 � 10�9

45 1,156 3.1 45 � 10�10

70.2 1272 2.9 6:9 � 10�10

Poly (butylene PBIP 13 80.2 630 2.9 5:3 � 10�9 DSC [66]
isophthalate) 90.2 498 2.8 1:9 � 10�8

100.2 456 3.0 7:3 � 10�9

109.7 672 3.0 2:3 � 10�9

118.7 1,068 3.1 2:8 � 10�10

123.7 1,590 2.9 3:6 � 10�10

( min�n )
180 408 2.4 7:1 � 10�3

Poly (ethylene PEN 190 270 2.9 8:6 � 10�3 (DSC) [67]
naphthalate) 200 174 2.7 3:8 � 10�2

210 186 3.2 2:0 � 10�2

220 204 3.1 1:6 � 10�2

230 384 2.3 9:2 � 10�3

240 1,507 2.39
Polyimide* 260 600 2.37 (DSC) [68]

280 444 2.3
300 600 2.32
320 1,197

( min�n )
147 192 2.9 1:88 � 10�2

Poly (vinylidene PVDF 170 151 720 2.9 3:12 � 10�4 (DSC) [69]
fluoride) 153 960 3.1 1:28 � 10�4

155 1,800 2.9 1:83 � 10�5

( min�n )
176 97.8 3.2 1:45 � 10�1

1, 2-Syndiotactic 1, 2-sPB 177 126 2.8 8:68 � 10�2 (DSC) [70]
Polybutadiene 178 169.2 3.0 3:09 � 10�2

179 223.8 2.8 1:74 � 10�2

180 358.2 2.9 3:9 � 10�3

*Polyimide synthesized from 3, 3’, 4, 4’-benzophenonetetracarboxylic dianhydride (BTDA) and 2, 2-dimethyl-1, 3-(4-amino-
phenoxy) propane (DMDA).
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(Å
)

b
0

(Å
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The interest in the phase behaviour of block copolymer

melts stems from microphase separation of polymers that

leads to nanoscale ordered morphologies. This subject has

been reviewed extensively [1–4]. The identification of the

structure of bicontinuous phases has only recently been

confirmed, and this together with major advances in the

theoretical understanding of block copolymers, means that

the most up-to-date reviews should be consulted [1,3]. The

dynamics of block copolymer melts, in particular rheo-

logical behaviour and studies of chain diffusion via light

scattering and NMR techniques have also been the focus of

several reviews [1,5,6].

The phase behaviour of block copolymer melts is, to a

first approximation, represented in a morphology diagram in

terms of wN and f [1]. Here f is the volume fraction of one

block and w is the Flory-Huggins interaction parameter,

which is inversely proportional to temperature, that reflects

the interaction energy between different segments. The

configurational entropy contribution to the Gibbs energy is

proportional to N, the degree of polymerization. Figure 40.1

presents a morphology diagram computed using self-con-

sistent field theory [7,8]. It has been shown to describe

qualitatively (at least in terms of the relative sequence of

phases and overall topology of the phase diagram) the be-

haviour of real systems [1,9], and so is used as a roadmap

here. When the product wN exceeds a critical value, (wN)ODT

(ODT: order–disorder transition) the block copolymer

microphase separates into a periodically ordered structure,

with a lengthscale �5–500 nm. The structure that is formed

depends on the copolymer architecture and composition [1].

For diblock copolymers, a lamellar (lam) phase is observed

for symmetric diblocks ( f ¼ 0.5), whereas more asymmetric

diblocks form hexagonal-packed cylinder (hex) or body

centred cubic (BCC) spherical structures. A complex bicon-

tinuous cubic gyroid (gyr) (spacegroup Ia �33d ) phase has also

been identified [10,11] for block copolymers between the

lam and hex phases near the ODT, and a hexagonal-perforated

layer (HPL) phase has been found to be metastable in this

region [12–14]. Table 40.1 provides a compilation of the

morphology of two component (A–B or A–B–A) block co-

polymers of various chemistries, and Table 40.2 lists studies

on A–B–C triblocks.

The main techniques for investigating block copolymer

microstructures are transmission electron microscopy

(TEM) and small-angle x-ray or neutron scattering. TEM

provides direct visual images of the structure, albeit over a

small area of the sample. Usually samples are stained using

the vapours from a solution of a heavy metal acid (OsO4 or

RuO4) to increase the contrast for electrons between domains

[15]. Small-angle scattering probes the structure over the

whole sample volume, giving a diffraction pattern. The posi-

tions of the reflections in the diffraction pattern can be

indexed to identify the symmetry of the phase [1,2].

The preparation method can have a dramatic influence

on the apparent morphology, for example whether solvent

casting or melt processing is performed. Numerous cases of

mistaken identification of ‘‘equilibrium phases’’ have

appeared in the literature, when the phase was simply an

artifact. For instance, Lipic et al. [16] obtained different

morphologies by varying the preparation conditions for

a polyolefin diblock examined by them. In other cases,

phases such as HPL have been observed [12] which although

reproducible, have turned out to be only long-lived metasta-

ble phases, ultimately transforming to the equilibrium gyroid

phase [13,14]. The ODT in block copolymers can be located

via a number of methods—from discontinuities in the dy-

namic shear modulus [17–19] or small-angle scattering peak

shape [20,21] or from calorimetry measurements [22].

To establish relationships between different block

copolymer phase diagrams and also to facilitate compari-

son with theory, it is necessary to specify parameters in

addition to wN and f. First, asymmetry of the conformation
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of the copolymer breaks the symmetry of the phase

diagram about f ¼ 0.5. For A–B diblocks, conformational

asymmetry is quantified using the ‘‘asymmetry parameter’’

« ¼ (b2
A=vA)=(b2

B=vB) [23,24], where bJ is the segment length

for block J and vJ is the segment volume. Composition

fluctuations also modify the phase diagram, and this has

been accounted for theoretically via the Ginzburg parameter
�NN ¼ Nb6r2, where r is the number density of chains [25,26].

The extent of segregation of block copolymers depends on

the magnitude of wN. For small wN, close to the order–

disorder transition (up to wN ¼ 12 for symmetric diblocks

for which wNODT ¼ 10:495), the composition profile (dens-

ity of either component) is approximately sinusoidal. This is

termed the weak segregation limit. At much larger values of

wN(wN >� 100), the components are strongly segregated

and each domain is almost pure, with a narrow interphase

between them. This is the strong segregation limit.

The first theories for block copolymers were introduced

for the strong segregation limit (SSL) and the essential

physical principles underlying phase behaviour in the SSL

were established in the early 1970s [1]. Most notably,

Helfand and coworkers [27–29] developed the self-consist-

ent field (SCF) theory, this permitting the calculation of free

energies, composition profiles and chain conformations. In

the SCF theory, the external mean fields acting on a polymer

chain are calculated self-consistently with the composition
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cubic
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FIGURE 40.1. Phase diagram for a conformationally symmetric diblock copolymer, calculated using self-consistent mean field
theory [7,8,199], along with illustrations of the equilibrium morphologies. In the phase diagram, regions of stability of disordered
(dis), lamellar (lam), gyroid (gyr), hexagonal (hex), body-centred cubic (BCC) and close-packed sphere (CPS) phases are
indicated.
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TABLE 40.1. Studies on the morphology of A–B and A–B–A block copolymers.

System Microstructure Architecture Comments References

PB–PDMS Cylinders A–B [47]
Spheres A–B [47]

PE–PEE Spheres A–B [48]
Lamellae A–B [48–51]
Cylinders A–B [48,49]
HML A–B [49,50]
HPL A–B [48–50]
Bicontinous Ia�33d (gyroid) A–B [48,49]

PE–PEP Lamellae A–B [50–52]
Cylinders A–B [49]
Spheres A–B [49]
HML A–B [50]
HPL A–B [50]

PE–PVCH Lamellae A–B [50,53]
PEE–PVCH Lamellae A–B [53]

HML A–B [50]
PEO–PtBMA Lamellae A–B [54]
PE–PtBMA Cylinders A–B [55]
PEP–PEE Lamellae A–B [12,17,41,42,49–51,56–58]

A–B–A [57]
Cylinders A–B [12,49,50,59–61]
Spheres A–B [49,60,62]
HML A–B [12,49,50]
HPL A–B [12,49,50]
Bicontinuous Ia�33d (gyroid) A–B [49]

PEP–PVCH Lamellae A–B [53]
PMTD–PxNB Lamellae A–B x contains Sn or Pb or Zn [63,64]

x contains Pd or Pt [65]
Cylinders A–B x contains Pd or Pt [65]
Spheres A–B x contains Pd or Pt [65]

x contains Zn [64]
PNB–PA Lamellae A–B [66]
PxNB–PA A–B x contains Sn [63,67]

Cylinders A–B [66]
A–B x contains Sn [67]

Spheres A–B x contains Sn [67]
PNORPHOS–PMTD Lamellae A–B Complexed with Ag or Au [68]

Cylinders A–B Complexed with Ag or Au [68]
Spheres A–B Complexed with Ag or Au [68]

PS–PB Lamellae A–B [69–73]
A–B–A [74–78]
(A---B---)n--- n $ 3 [74]

PL A–B [73]
Cylinders A–B [69,70,79]

A–B–A [74,77,78,80–83]
Spheres (A---B---)n--- n $ 3 [74]

A–B [84,85]
A–B–A [74]

PS–PnBMA Lamellae A–B [86]
Cylinders A–B [87,88]
Spheres A–B [87]

PS–PChEMA Cylinders A–B Tetragonal packing [88]
A–B–A Tetragonal packing [88]

PS–PDMS Lamellae A–B [89]
Cylinders A–B [89]
Spheres A–B [72]
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TABLE 40.1. Continued.

System Microstructure Architecture Comments References

PS–PEB Lamellae A–B [90]
Cylinders A–B [90]
Spheres A–B [72]

PS–PEP Lamellae A–B [91,92]
Cylinders A–B [91]
Spheres A–B [91,93]

PS–PI Lamellae A–B [10,11,49,69,70,94–114]
A–B–A [110,112,115]
(A---B---)n--- n $ 3 [116,117]
(A---B---)n--- n $ 2 [118,119]
Miktoarm star (A)nB n ¼ 2 [120]

PL A–B [11,49,94,114]
Bicontinuous Ia�33d (gyroid) A–B [10,11,49,94,111,114]

(A---B---)n--- n $ 3 [121]
A–B–A [122]

Bicontinuous Pn�33m (OBDD) A–B [73,98,102,103,111,123]
(A---B---)n--- n $ 3 [121,124–127]

Cylinders A–B [11,49,69,70,94,98,102,109–111,
113,123,128,129]

A–B–A [110,126,130,131]
(A---B---)n--- n $ 3 [117,125–127]
Miktoarm star A(B)n n ¼ 2 [132]
Miktoarm star (A)nB n ¼ 2 [120]

Spheres A–B [11,94,102,106,109–111,113,123,
128,129,133]

A–B–A [110,126,130,131]
(A---B---)n--- n $ 3 [116,117,126,127]
A–B/star [134]

PI–PS Cylinders Miktoarm star (A)nB n ¼ 2,3 [120]
Bicontinuous cubic Miktoarm star (A)nB n ¼ 2 [120]
Lamellae Miktoarm star (A)nB n ¼ 3,5 [120,135]

Miktoarm star (A)n(B)n n ¼ 8 [136]
PEO–PEE Lamellae A–B [114]

PL A–B [114]
Bicontinuous Ia�33d (gyroid) A–B [114]

PS–PMMA Lamellae A–B [137,138]
PS–P2VP Lamellae A–B [105,106,139–142]

Spheres A–B [106,143,144]
PS–P2VP Lamellae A–B [145]

Bicontinuous Ia�33d (gyroid) A–B [145]
Cylinders A–B [145]
Spheres A–B [145]

PS–P4VP Lamellae A–B [146,147]
Spheres A–B [146,147]

PEP–PDMS Lamellae A–B [14,114,148]
Spheres A–B [149]
Cylinders A–B [14]
Bicontinuous Ia�33d (gyroid) A–B [14,114,148]

PI–PDMS Lamellae A–B [148]
Bicontinuous Ia�33d (gyroid) A–B [148]

PEO–PI Spheres A–B [150]
PL A–B [150]

P2VP–PCMA Lamellae A–B [142]
PS–P2MP Lamellae Miktoarm star A(B)n n ¼ 3 [151]

Spheres A–B [151]
Miktoarm star A(B)n n ¼ 2 [151]
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TABLE 40.1. Continued.

System Microstructure Architecture Comments References

Cylinders A–B [151]
Miktoarm star A(B)2 [151]

Double gyroid Miktoarm star A(B)3 [151]
PIB–PPVL Lamellae A–B [152]

Spheres A–B [152]
PS–PnPMA Lamellae A–B [153]

Cylinders A–B [153]
Spheres A–B [153]

PI–PLA Lamellae A–B [154]
PEP–PLA Lamellae A–B [155]

Cylinders A–B [155]
Spheres A–B [155]
Bicontinuous Ia �33 d (gyroid) A–B [155]

TABLE. 40.2. Studies on the morphology of A–B–C block copolymers.

System Microstructure Architecture References

PI–PS–P2VP Lamellae A–B–C [156–159]
Cylinders A–B–C [156,158,159]
Spheres A–B–C [156,159]
Ordered tricontinuous double

diamond (OTDD)
Other A–B–C [156–158]

PS–PB–P4VP Lamellae A–B–C [160,161]
Other A–B–C [160]

PS–PEB–PMMA Lamellae A–B–C [162]
Cylinders A–B–C [162]
Other A–B–C [162]

PS–PI–P2VP Lamellae A–B–C [163]
Cylinders A–B–C [163]

miktoarm star A–B–C [164]
Others A–B–C [163]

PS–PEB–PMMA lc A–B–C [162,165,166]
hel A–B–C [165,167]
s(o)c A–B–C [165,167]
c(a)c A–B–C [165,167]
u-c(i)c A–B–C [165,167]
s(o)s A–B–C [168]
Knitting pattern A–B–C [169]

PS–PEB–PMMA(upon
hydrogenation of the
central PEB block)

Knitting pattern [166,170]

PS–PB–PMMA ll A–B–C [171,172]
hel A–B–C [167,171–173]
s(o)c A–B–C [167,171–173]
c(a)c A–B–C [167,171–173]
u-c(i)c A–B–C [167,171–173]
ml A–B–C [172]
c(i)c A–B–C [172]
s(o)s A–B–C [168,172]
lc A–B–C [165,172]
ls A–B–C [165,172,174,175]
dl A–B–C [172]
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profile. The theory of Leibler [30] describes block copoly-

mers in the weak segregation limit. It employs a Landau-

Ginzburg approach to analyse the free energy, which is

expanded with reference to the average composition profile.

The free energy coefficients are computed within the ran-

dom phase approximation. Weak segregation limit theory

can be extended to allow for thermal composition fluctu-

ations. This changes the mean field prediction of a second-

order phase transition for a symmetric diblock copolymer to

a first-order transition. Fredrickson and Helfand [25] studied

this effect for block copolymers and showed that compos-

ition fluctuations, incorporated via the renormalization

method of Brazovskii, lead to a ‘‘finite size effect’’, where

the phase diagram depends on the degree of polymerization,
�NN. A powerful new method to solve the self-consistent field

equations for block copolymers has been applied by Matsen

and coworkers to analyse the ordering of many types of

block copolymer in bulk and in thin films [7–9,31]. The

strong and weak segregation limits are spanned, as well as

the intermediate regime where the other methods do not

apply. This implementation of SCF theory predicts phase

diagrams, and other quantities such as domain spacings, in

good agreement with experiment and represents an impres-

sive state-of-the-art for modelling the ordering of soft ma-

terials. Accurate liquid state theories have also been used to

model block copolymer melts [32,33], although they are

hard to implement and consequently the method is often

regrettably overlooked [1]. Recently, a method has been

developed to directly simulate field theories for polymers

without introducing approximations such as mean field ap-

proaches, perturbation expansions, etc. [34]. This technique

holds much promise for examining the thermodynamics of

TABLE 40.2. Continued.

System Microstructure Architecture References

PS–PB–P2VP Lamellae A–B–C [176,177]
Cylinders A–B–C [176,177]
Bicontinuous double Gyroid A–B–C [177,178]

PB–PS–P2VP Lamellae A–B–C [177]
PS–PI–PMMA lc A–B–C [179]

ll A–B–C [180]
Cylinders A–B–C [181]

PS–PI–PMMA Cylinders miktoarm star A–B–C [182]
PS–PI–PB Cylinders miktoarm star A–B–C [132]
PS–PDMS–PtBMA Tricontinuous microdomain

structure
Star A–B–C [183]

PEP–PEB–PS Spheres A–B–C [184]
Cylinders A–B–C [184]
Continuous morphology A–B–C [184]

PI–PB–PS Spheres A–B–C [184,185]
Cylinders A–B–C [184,185]

PB–PS–PI Lamellae A–B–C [186]
Cylinders A–B–C [186]

PS–PB–PI Lamellae A–B–C [186]
PCE–PEE–PE Tricontinuous (10, 3)c network

(orthorhombic symmetry)
A–B–C [187]

PI–PS–PEO Tricontinuous (10, 3)c network
(orthorhombic symmetry)

A–B–C [188,189]

Lamellae A–B–C [188,190]
c(i)c A–B–C [190]
Pentacontinuous

Gyroid Ia�33d
A–B–C [190,191]

PS–PI–PDMS Cylinders miktoarm star A–B–C [192]
PS–zw–PI Lamellae A–B–C [193]
PPVL–PIB–PPVL Lamellae A–B–A [152]

Spheres A–B–A [152]
PI–PS–PI Spheres super-H star A3BA3 [194]

Cylinders super-H star A3BA3 [194]
PLA–PI–PLA Lamellae A–B–A [195]

Spheres A–B–A [195]
Cylinders A–B–A [195]

PI–PPMDSS–PI Tricontinuous Gyroid Ia�33d A–B–A [196]
PPMDSS–PI–PPMDSS Spheres A–B–A [196]
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block copolymers in the limit of low molecular weight

where approximate methods such as mean field theory or

renormalization techniques break down.

The phase behaviour of A–B–C triblocks is much richer

[3] than two-component diblocks or triblocks, as expected

because multiple interaction parameters (wAB, wAC and wBC)

result from the presence of a distinct third block. Summaries

of work on A–B–C triblock morphologies have appeared

[1,35] and Table 40.2 contains a listing of relevant studies.

Figure 40.2 illustrates representative morphologies that have

been observed. Because of the large number of possible

morphologies, theorists are presently working to predict the

phase behaviour of these copolymers using methods that do

not require a priori knowledge of the space group symmetries

of trial structures [36,37]. Some systems, such as the poly
(styrene–butadiene–methylmethacrylate) (PS–PB–PMMA)

triblock copolymers, exhibit a particularly rich complexity

in phase behaviour (Figure 40.3), forming multiple ordered

FIGURE 40.2. Schematic of several morphologies observed for ABC triblock copolymer melts [3].
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FIGURE 40.3. Morphology diagram for PS–PB–PMMA triblocks [197].
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phases as listed in Table 2. Other systems form several

network phases, as shown in Fig. 40.4 and listed in Table 2

for the poly(isoprene–styrene–ethylene oxide) (PI–PS–PEO)

triblock copolymer. However, the list of phases in Table 2 is

not exhaustive—many more are still to be discovered. Eluci-

dating which are in equilibrium will be a particular challenge

for these systems which often have high molecular weight and

contain strongly incompatible blocks.

During processing block copolymers are subjected to

flow. For example thermoplastic elastomers formed by

poly(styrene–butadiene–styrene) (PS–PB–PS) triblock co-

polymers, are moulded by extrusion. This leads to alignment

of microphase-separated structures. This was investigated in

the early 1970s by Keller and coworkers [2,38] who

obtained transmission electron micrographs from highly

oriented specimens of Kraton PS–PB–PS copolymers fol-

lowing extrusion.

Work on the effect of flow on block copolymer melts has

been reviewed [1,5,39,40]. Due to the convenience and well

defined nature of the shear geometry most model studies

have exploited this type of flow. The application of shear

leads to orientation of block copolymer microstructures at

sufficiently high shear rates and/or strain amplitudes (in the

case of oscillatory shear). Depending on shear conditions
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FIGURE 40.4. (a) Phase diagram for a PI–PS–PEO triblock showing regions of network phases, illustrated in part (b) (structures
are identified by space group number) [189,198].
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and temperature, different orientations of a morphology

with respect to the shear plane can be accessed. This has

been particularly well studied for the lamellar phase where

so-called ‘‘parallel’’ (lamellar normal along shear gradient

direction) and ‘‘perpendicular’’ (lamellar normal along the

neutral direction) orientations have been observed [41].

Distinct orientation states of hex and cubic phases have

also been investigated, details being provided elsewhere

[40]. The ability to generate distinct macroscopic orienta-

tion states of block copolymers by shear is important in

future applications of block copolymers where alignment

will be important (reinforced composites, optoelectronic

materials and separation media). Shear also influences

thermodynamics, since the order–disorder transition shifts

upwards on increasing shear rate because the ordered phase

is stabilized under shear [42,43].

The phase behaviour of rod–coil block copolymers is

already known to be much richer than that of coil–coil

block copolymers, because the rod block can orient into

liquid crystal structures [1]. The rod block may be analogous

to a biomacromolecule, for example poly(benzyl glutam-

ates) [44,45] and poly(peptides) [46] forming helical rod-

like blocks have been incorporated in block copolymers.

Possible applications of these materials arising from their

biocompatibility are evident.

GLOSSARY

Compound names abbreviations used in Table 40.1 and
Table 40.2

PLA : poly(lactide)

PA : poly(acetylene)

PB : poly(butadiene)

PnBMA : poly(n-butylmethacrylate)

PtBMA : poly(tert-butylmethacrylate)

PChEMA : poly(2-(3-cholesteryl-

oxycarbonyloxy)ethylmethacrylate)

PE : poly(ethylene)

PEB : poly(ethylenebutene)

PEE : poly(ethylethylene)

PEP : poly(ethylenepropylene)

PEO : poly(ethyleneoxide)

PI : poly(isoprene)

PIB : poly(isobutylene)

PMMA : poly(methylmethacrylate)

PCMA : poly(cyclohexylmethacrylate)

PCE : poly(cyclohexylethylene)

PMDT : poly(methyltetracyclododecene)

PNB : poly(norbornene)

PxNB : organometallic derivative of poly(norbor-

nene)

PNORPHOS : poly(2-exo-3-endo -bis(diphenylphospho-

phino)bicyclo[2,2,1] heptene)

PS : poly(styrene)

PVCH : poly(vinylcyclohexane)

P2VP : poly(2-vinylpyridine)

P4VP : poly(4-vinylpyridine)

PDMS : poly(dimethylsiloxane)

P2MP : poly(2-methyl-1,3-pentadiene)

zw : zwitterionic group

PPVL : poly(pivalolactone)

PnPMA : poly(n-pentyl methacrylate)

PPMDSS : Poly(pentamethyldisilylstyrene)

Phase morphology abbreviations used in Table 40.1 and
Table 40.2

HML : Hexagonal modulated layers

HPL : Hexagonal perforated layers

PL : Perforated layers

s(o)s : spheres on spheres, according to the no-

menclature shown in Fig. 40.3.

hel, c(a)c, uc(i)c, u-c(i)c, c(i)c and s(o)c are cylindrical

phases named according to the nomenclature shown in Fig.

40.3.

lc, ls, ll, dl and ml are lamellar phases named according to

the nomenclature shown in Fig. 40.3.
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41.1 INTRODUCTION

41.1.1 Liquid crystals, plastic crystals and condis

crystals

We already know much about flexible polymers, particu-

larly because massively produced engineering polymers

(EPs) are typically flexible. More complicated, and there-

fore more challenging, are systems involving polymer liquid

crystals (PLCs)—which are copolymers containing simul-

taneously relatively rigid and flexible sequences. PLCs have

much better properties than EPs, and also than fiber-

reinforced composites and other classes of polymer-based

materials; see Section 41.1.4. However, the use of these

other classes of polymers is by no means in jeopardy, and

will continue to grow, since PLCs are expensive. There is a

way out: blend PLCs with EPs in such proportions that the

good properties of PLCs ‘‘show up,’’ while at the same time

there is in each case enough of an EP to keep the costs at

bay. This can be done, but it is not exactly easy; so often

polymers—PLCs including—‘‘do not like each other’’; their

miscibility or at least compatibility is a problem. In this

chapter we shall define what PLCs are, what molecular

and phase structures they have, what properties do they

have, and what are current and potential applications. The

problem of blending is clearly related to extending the

application range.

To begin with, and contrary to a still widely held belief,

the words ‘‘liquid-crystalline’’ and ‘‘mesomorphic’’ are not
synonymous. The term mesomorphic phases was introduced

by Friedel in 1922 [1]; it is now often abbreviated to meso-
phases. He defined them as phases with microscopic struc-

tures between solids and ordinary isotropic liquids. Not

much happened in this area until 1955 when Kast [2] tried

to characterize such phases in terms of lateral, longitudinal,

and steric disorder. The next step occurred in 1984 when

Wunderlich and Grebowicz [3] defined condis crystals for

the first time. Following them [3,4] we now distinguish

three kinds of mesophases: liquid crystals, plastic crystals,

and condis crystals.

To see the distinctions between these three kinds of

phases, we need to define first positional, orientational,

and conformational ordering; this can be done easily using

an example. When methane melts, various relative positions

of its quasi-spherical molecules become possible—since

positional disordering occurs. When we move to the next

homolog in the n-alkane series, ethane, its melting is ac-

companied also by positional disordering; intermolecular

distances become less uniform. However, melting of ethane

involves at the same time orientational disordering since
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two molecules can now be perpendicular to each other, or

parallel as they largely were before, or anything in between.

A longer paraffin hydrocarbon molecule such as n-decane

also undergoes positional and orientational disordering, but

conformational disordering dominates here: the segments

acquire freedom to execute rotations about single bonds.

Wunderlich and Grebowicz [3] provide an instructive ex-

ample: the camphor molecule contains 10 carbon atoms, as

does n-decane. However, the former is nearly spherical and

rigid, hence there are no orientational or conformational

effects on melting. Therefore, the entropy of fusion of cam-

phor is much lower than that of n-decane.

With the information on the three types of disordering

processes, we can now define three kinds of mesophases:

. liquid crystals exhibit positional disordering;

. plastic crystals show orientational disordering; and

. condis crystals exhibit conformational disordering.

All three kinds of mesophases show some degree of long-

range order—similarly as ‘‘decent’’ crystals. Similarly to

isotropic liquids, however, these three kinds of phases exhibit

also some degree of mobility other than segment vibrations

known in ordinary crystals.

41.1.2 Monomer liquid crystals (MLCs) and polymer

liquid crystals (PLCs)

Before going any further, let us adopt the terminology

introduced by Samulski [5]. We have already used above the

abbreviation PLCs. Samulski contrasted PLCs to MLCs, and

defined the latter as low molecular mass LCs—irrespective

of the fact whether they can or cannot polymerize. His

terminology is unequivocal and succinct. People unfamiliar

with it use long and not necessarily well-defined terms,

such as ‘‘liquid-crystalline substances with low molecular

weights’’—when they presumably mean MLCs. Other

names such as liquid crystalline polymers (LCPs) for PLCs

or LMMLCs for MLCs are also in use. The abbreviation

SRPs for self-reinforcing polymers and the name in situ—

composites [6] are used as well. Moreover, PLCs are some-

times also called molecular composites.

PLC phases which appear in certain temperature intervals

are called thermotropic ; this chapter is devoted to them

almost exclusively. There are also materials called lyotropic
in which LC properties are induced by the presence of a

solvent. Basic properties of such PLCs have been reviewed

by Hall and Tiddy and by Northolt and Sikkema [7]. Hsiao,

Shaw, and Samulski [8] have shown that liquid crystallinity

can also be brought about by pressure elevation; by analogy,

such materials have been called barotropic [9].

It is important to note that both MLCs and PLCs can

adopt the same phase structures—such as nematic or smec-

tic B. The phase structures of LC systems will be discussed

in Section 41.3.1.

Let us also note that there exist oligomers intermediate

between MLCs and PLCs, as studied by Abe and coworkers

[10] as well as by Henderson and Imrie [11]. They are

trimers or tetramers from the point of view of liquid crys-

tallinity with flexible spacers in-between, and serve as

models for longitudinal PLCs (see Section 41.2.1),

41.1.3 A brief history of MLCs and PLCs

Contrary to another widely held opinion, LCs have not

been first synthesized by humans. Silkworms have been at it

for quite a while. Li and Yu [12] in 1989 have found that the

middle gland of silk fibroin is liquid crystalline—nematic to

be more accurate. More results on this subject were reported

for instance by Kerkam and coworkers [13].

The discovery of liquid crystals by humans is due to

the Austrian botanist Friedrich Reinitzer [14]; what he ob-

served in 1888 were cholesteric MLCs (see Section 41.3.1).

Some people did not believe Reinitzer that such strange

structures are possible. However, a German scientist

named Otto Lehmann asked Reinitzer for some samples,

conducted similar experiments, and reported virtually iden-

tical results a year later [15]. Given the popular disbelief,

Lehmann’s results were not exactly trivial. Lehmann also

coined the name ‘‘liquid crystals’’—over objections of

Reinitzer, who said the name is wrong and constitutes a

contradiction. As you can easily imagine, there were cen-

tennnial celebrations in Austria in 1988 and in Germany in

1989.

Some people believe that ‘‘serious’’ research on liquid

crystals started only fairly recently. In fact, there is one city

in the world where such work has been going on continu-

ously for more than a century: Halle on the Saale. In 1900 or

so Vorländer started at the University of Halle-Wittenberg a

research group working on LCs; already in 1908 he pub-

lished a book about them [16].

In 1923 Vorländer, having worked on MLCs for more

than 20 years, realized that PLCs must exist as well. He

asked [17]: ‘‘What happens to the molecules when one

makes them longer and longer? Will the liquid-crystalline

state disappear ? From my experience, there is no limit to

that state from chain elongation . . . ’’ (my translation—

W.B.). Even more importantly, Vorländer obtained from

Hermann Fischer some polymers prepared by Emil Fischer,

father of Hermann. It turned out that these polymers—syn-

thesized in the XIXth century—were liquid crystalline [17].

Thus, not only studies of MLCs but also studies of PLCs

started more than a century ago—although Emil Fischer did

not quite realize this at the time. The Vorländer school

founded so long ago is alive and well, continued later by

Horst Sackmann, Dietrich Demus, Frank Kuschel, today

also by Alfred Saupe, Gerhard Pelzl, Wolfgang Weissflog,

Jürgen Lindau, and others, now at the Martin Luther Uni-

versity of Halle-Wittenberg as well as at the Max Planck

Institute for Polymer Research in Halle.
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41.1.4 PLCs Among Other Classes of Polymeric

Materials

For many centuries the market place—and consequently

large parts of science and technology—were dominated by

proprietors of raw materials. However, in the last quarter of

the XXth century this situation has changed. As pointed out

in [18], a new generation of end-users says: ‘‘I need this and

this, I don’t care whether it has been invented yet.’’ There-

fore, instead of the traditional question: ‘‘What applications

can be found for the material I am now working with ?’’,

with an increasing frequency one asks: ‘‘What options do I

have? What kinds of materials are or might be available?’’.

Preparing for a meeting on polymeric materials back in

December 1990, I was surprised to find that nobody before

applied the last question to them. Therefore, I prepared an

answer. The answer has been modified by later develop-

ments and now we need to distinguish at least the following

classes of polymer-based materials:

Flexible polymers—polyethylene (PE) and other EPs (see

the first sentence of this Chapter) belong here, along with for

instance polysiloxanes, poly(vinyl ether) and polyphospha-

zenes. Their properties are typically well known, processing

conditions optimized, and many are available in large quan-

tities and at low cost per unit weight. Their mechanical

strength is for certain applications insufficient—which is

the reason why other classes of polymeric materials are of

interest.

Semiflexible polymers—including regular AB type co-

polymers in which A is rigid while B flexible. Cellulose

derivatives belong here, as well as poly(p-hydroxybenzoic

acid) (PHB), and for instance poly(p-phenylene terephtha-

lamide). They are of course stronger than flexible polymers,

but their processing is more difficult.

Rigid polymers—which include polyphenyl, a-helical

peptides, and poly(p-phenylenebenzobis thiazole) (PPT).

Problem with processing are here somewhat similar to

those with the preceding class, but more acute. These

materials typically require ‘‘exotic’’ and highly corrosive

solvents.

Heterogeneous composites (HCs)—we have coined this

name in 1988 [19] to distinguish them from molecular

composites (see the last item) and from PLCs and PLC

blends. HCs consist of a flexible matrix with a heteroge-

neous reinforcement such as glass fibers, carbon fibers, or

glass spheres. The reinforcement can be polymeric (polymer

fibers) or else ceramic or even metal. In the last two cases

we have hybrids that is materials which include inorganic as

well as organic constituents. We know from textbooks of

materials science and engineering (see for instance Chapter

10 in [18]) that the components in fiber composites perform

different functions: rigid fibers carry load while a matrix

distributes load. However, given the disparity in the nature

of fibers and the matrix, sufficient adhesion between these

two types of constituents is often a problem. Cases of fiber

pullout and delamination are well known. Problems of

creep, fracture initiation, and failure in fiber composites

have been discussed by Piggott [20] and by Jansson and

Sundström [21]. A thorough review of fiber-reinforced HCs

has been provided by Pisanova and Zhandarov [22].

Polymer based nanohybrids—as in HCs, the matrix is

polymeric. In contrast to HCs, however, the size of the

minority component units (often powders) is on the scale

of nanometers [23,24].

Molecular composites (MCs)—which are polymer liquid
crystals and PLC blends. As in HCs, there is a rigid

reinforcement. However, the reinforcement is at the molecu-

lar level—what applies to pure PLCs as well as to PLC-

containing blends. Now, against the background just

provided, and before going into details, let us compare

PLCs with the most widely used type of polymers, that is

EPs. Such comparisons have been made before [9,25,26,27];

one can summarize them by saying that PLCs

. show clear superiority over EPs with regard to chemical
stability;

. show on the average lower flammability than EPs;

. have better overall mechanical properties than other

classes listed above;

. have quite low thermal expansivity—sometimes even zero

or negative;

. can be used at higher temperatures than EPs;

. thermotropic PLCs are often easily processable with con-

ventional processing equipment for thermoplastics—this

in contrast to rigid polymers and HCs;

. have high stability under ultraviolet (uv) and visible light;

. are easily oriented in shearing, electric and magnetic

fields;

. exhibit high stability under vacuum.

41.2 MOLECULAR STRUCTURES

41.2.1 Classification of PLCs

The sequences in PLC chains which cause the LC

character can be of different shapes: elongated (represented

in the following by rectangles), approximately spherical

(which will be represented by discs), or stars. The LC

sequences can be placed in the main chain, or in side

chains, or in both. To survey existing and possible struc-

tures, a comprehensive classification of PLCs based on

their molecular structures was developed [25] and subse-

quently amplified [9,27]; a recent version is shown in

Table 41.1.

Before the classification in [25] was proposed, one talked

about main-chain and side-chain PLCs. It is clear from

looking at classes such as a, b, g, and z that the name

‘‘main-chain’’ is far from sufficient, since it includes
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classes with vastly different structures; the same is true

for ‘‘side-chain PLCs.’’ Incidentally, since the original

classification was published in Kunststoffe, German names

for the classes were coined at the same time as the English

ones, and both series of names are listed in the Table. A

couple of names (cross, network) were already in existence

earlier, but most names were created while building up the

classification. Examples of specific PLCs belonging to each

class are given in [9,25] and [27]; we do not have enough

space in this Chapter for examples.

41.2.2 Molecular Structure–Property Connection

As mentioned above, the initial objective of the classifica-

tion was just to survey the structures. However, already while

constructing the present Table 41.1, a much better reason was

found: properties of PLCs depend strongly on the molecular

structures of the chains. In other words, PLC materials such

that each material consists of chains from a different class

have different properties. Two years after the original classi-

fication [25], Ebert and coworkers [28] reached a similar

conclusion: ‘‘in most liquid-crystalline systems it is predom-

inantly the molecular shape which determines which kind of

liquid-crystalline phase is formed.’’ Needless to say, the

phase structure formed has important consequences for the

properties. Similarly, Gasparoux and his colleagues [29] say

that ‘‘ . . . the riches of chemistry of polymer liquid crystals

make possible, via molecular engineering, to impart struc-

tural and functional properties to a polymeric mesomorphic

material aimed at new applications’’ (my translation—

W.B.). Thus, for instance mesogenic groups can be intro-

duced at external surfaces of dendrimers [30] leading to PLC

formation. Hydrogen-bonded supramolecular complexes

also can lead to PLC materials [31].

The molecular structure—macroscopic property connec-

tion is a vast subject; we shall provide an example. Consider

simple or one-row combs, subclass eO. Transition from a

LC state such as nematic into isotropic liquid, accomplished

by a temperature increase, results in lowering the viscosity

[32]—as usual and as expected. However, for longitudinal

polymers, class a, similar isotropization results in a viscos-

ity increase: the rigid LC sequences were aligned in the LC

state, but in the isotropic state all directions are equiprob-

able, and the flow is more difficult.

Since molecular structures affect also packing of LC

chains in the solid phases, let us provide at least one ex-

ample of this. In the subclass zR we have single discs in the

main chain but with rigid spacers; see again Table 41.1.

Wendorff, Ringsdorf, and collaborators who have obtained

and studied such PLCs [33,34] have proposed a sanidic
(from the Greek for board-like) structure for their packing

which is shown in Fig. 41.1. Disks can form columnar

structures [27]. Self-assembly of disks into structures such

as columnar has been reported [35].

FIGURE 41.1. Sanidic packing of GR subclass PLCs; after
[33,34].

TABLE 41.1. Classification of PLCs on the basis of
molecular structures [9,25,27].

Name

Class Structure English German

a longitudinal longitudinal

b orthogonal orthogonal

g star (cross) Stern (Kreuz)

zS soft disc biegsamer
Diskus

zR rigid disc steifer Diskus

zM multiple disc Multidiskus

eO one-comb Einzelkamm

eP polisode-
comb

Palisadenkomm

eD double comb Doppelkamm

w disc comb Kammdiskus

k inverse
comb

invertierter
Kamm

u1 parallel parallel

u2 biparallel biparallel

l1 mixed gemischt

l2

l3

c1 double doppelt

c2

s network Netzwerk

v conic kegelförmig
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41.3 HIERARCHICAL STRUCTURES, LC PHASES

AND THERMOPHYSICAL PROPERTIES

41.3.1 Kinds of LC Phases

As noted before, MLCs and PLCs share essentially the

same kinds of phases; these are: nematic, cholesteric, and a

variety of smectic phases. These three names have been

proposed by Friedel [1] in 1922 who imagined that such

phases should exist—long before his concepts were con-

firmed by diffractometric experiments. In all these phases

the entire molecules (in MLCs) or the LC sequences in the

chains (in PLCs) are oriented approximately—but not

quite—perpendicularly to a preferred axis in space called

director. The degree of alignment is characterized by the

order parameter (also called the anisotropy factor) defined

in 1946 by Hermans [36] as

s ¼ (3hcos2 ui � 1)=2, (41:1)

where u is the angle between the molecular axis and the

director, and the braces hi denote an average for the material

(or a layer). We see from Eq. (41.1) that in a completely

isotropic system s ¼ 0 while a system perfectly aligned

along the director would have s ¼ 1.

The simplest among LC phases are nematic, in which the

orientation along the director is the only kind of long-range

order present; see Fig. 41.2(a).

A cholesteric phase is formed by a pile of nematic phases

with the director changing from one layer to another; see

Fig. 41.2(b).

Smectic phases have also layers, but each layer has at least

one more element of long-range order in addition to the

director. There are several such phases, distinguished by

capital Latin letters. Thus, in each smectic A phase the

centers of molecules (in MLCs) or of LC sequences (in

PLCs) lie on equidistant planes perpendicular to the director.

In smectic B phases there are also such planes, but there is

additionally a two-dimensional hexagonal lattice within

each plane. There is no hexagonal structure in smectic C

phases, while the director is tilted with respect to the plane

normal (otherwise we would have another smectic A phase);

an example is shown in Fig. 41.2(c). For a more detailed

discussion of LC phases see for instance Chapter 6 in [18].

Phase transitions in MLCs are listed in books by Demus,

Demus, and Zaschke [37,38]. Textures in LC phases which

are sometimes colorful or even spectacular in polarized light

are illustrated in a book by Demus and Richter [39].

41.3.2 Hierarchical Structures

It cannot be stressed enough that in PLCs the flexible and

the LC sequences form separate phases. Since these two

types of sequences are typically connected by primary

chemical bonds, then each predominantly flexible phase

contains a certain number of LC sequences; such a phase

is called a LC-poor phase or simply a flexible matrix. Each

predominantly liquid crystalline phase, called a LC-rich

phase or an island [19] contains necessarily a certain num-

ber of flexible sequences. Thus, even a pure PLC—not a

blend—typically contains at least two phases. This fact was

discussed already in 1980 by Menczel and Wunderlich [40]

who using differential scanning calorimetry (DSC) observed

two glass transition temperatures, one for the flexible and

one for the LC-rich phase; their subsequent more extensive

studies confirmed this conclusion [41].

PLCs form hierarchical structures, and a hierarchical model

of PLC morphology was proposed by Sawyer and Jaffe [42]

and further refined by Sawyer and her colleagues [43,44].

They point out the differences between synthetic materials

and biological systems, and conclude [45] that ‘‘ . . . an in-

creased understanding of biology will not increase our under-

standing of the origin of hierarchical morphologies. . . . ’’ They

refer to the fact that biological structures also are hierarchical.

Not only their argument makes sense, but I believe that the

inverse might work: since synthetic systems are simpler, an

increased understanding of hierarchies in synthetic materials

will help the biologists to deal with their systems.

Since the islands constitute the primary mechanical

reinforcement regions, we need to know more about them.

Using a combination of scanning electron microscopy (SEM)

and wide-angle x-ray diffractometry (WAXD) we have found

that the islands have a hierarchical structure [45]; see Fig. 41.3.

The islands in the scanning electron micrograph have the sizes

between 1.0 and 1:4mm. In turn, an individual crystallite has

the average linear dimension of 12 nm—that is two orders of

magnitude less—as found by WAXD.

As seen in Fig. 41.3, hierarchical arrangements occur

within individual molecules as well as in phases built by

the molecules. Using the concept of homeomorphism, we

have formulated five rules governing ascension and descen-

sion in the hierarchies as well as characterizing structures at

a given hierarchical level [45]. Two sets, X and Y, are

homeomorphic if f is a one-to-one mapping of X onto Y
(therefore: f c: Y � X) and both f and f c are continuous. Our

approach is based on the fact that each PLC molecule

contains at least two kinds of building blocks which are

not homeomorphic with respect to each other. Starting

from this observation, the following rules for hierarchical

structures have been formulated [45]:
FIGURE 41.2. An example of a nematic (a), cholesteric (b)
and smectic C (c) phase.
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Rule 1. The complexity of hierarchical structures goes sym-

biotically with the number of building block types which

are not homeomorphic with respect to one another.

Rule 2. Each level of hierarchy is defined by the constituting

(nonhomeomorphic) types of entities, and by relations

between the types. In materials the relations include (but

are not limited to) connectedness by primary chemical

bonds, hydrogen bridges, dispersion interactions, and

interactions between phases such as adhesion forces.

Rule 3. Ascension in the hierarchy consists in defining

relations such that the entities at the h level are divided

into subsets, an entity at the h þ 1 level corresponds to

each subset, while each subset can consist of elements of

one or more homeomorphic types. As a corollary, descent

involves a relation between each h level entity and a

subset of entities at the h � 1 level.

Rule 4. The structure of a smaller entity (such as the size and

shape of a single molecule) determines the size, shape and

structure of a larger entity (such as a LC phase). Since

macroscopic properties are determined through ascension
in the hierarchy, they are dependent on entities and their

interactions at lower levels.

Rule 5. Assembling entities in a specified way can achieve

properties which a system of unassembled entities does

not have.

Let us provide at least one example of application of these

rules. Sawyer and her colleagues [42–44] have defined the

hierarchical fibrical structure of LC materials after process-

ing. Macrofibrils, fibrils, and microfibrils they consider

constitute the key entities at three different levels—as

defined in Rule 3.

A comment on Rule 2 also seems needed, since even

some researchers working on LC materials believe that LC

phase formation requires structures involving primary

chemical bonds—while that Rule involves a more general

concept of relations. Kato and Fréchet [46] and also Bazuin

and her collaborators [47,48] have found that hydrogen

bonds or ionic interactions are sufficient for the formation

of LC phases. Somewhat similarly, Zhao and Lei [49] have

obtained ionomers which form simple one-row combs, that

is class eO PLCs. Recall also the already mentioned work by

Felekis and coworkers [31]. In other words, covalent bonds

do not constitute a necessary condition for the formation of

LC phases in polymers.

41.3.3 Phase Diagrams

The existence of a number of LC phases defined in

Section 41.3.1 and of hierarchical structures of LC materials

just discussed above has a number of consequences, includ-

ing the following: phase diagrams of LC-containing systems

are quite complicated.

Even if we do not have blends but only pure LC materials,

multiphasicity appears a rule rather than an exception. Thus,

the phase diagram of copolymers with the formula PET/

xPHB was determined [50]; PET is poly(ethylene tereph-

thalate), PHB is p-hydroxybenzoic acid; x is the mole frac-

tion of the LC component (here PHB) in the copolymers and

constitutes the horizontal variable. The diagram contains 12

phase regions. Long-living nonequilibrium phases—typical

in LC systems—are included, and thus each region contains

up to four phases, such as: PET crystals, PHB-rich islands,

isotropic PET-rich glass, and PHB-rich glass.

A new phase called quasiliquid (q1) was defined in the

course of work on phase diagrams [50,51]. It originates from

the amorphous state which existed below the glass transition

temperature Tg, but q1 appears between Tg and the melting

transition Tm. The q1 phase has the following characteristic

features:

q1 is uncrosslinked and yet it does not exhibit the ordinary

liquid mobility. The presence of another (liquid-

crystalline) component below its glass transition and/or

of crystallites prevents this phase from flowing like a

liquid does. The hindrance to the flow is caused by the

LC sequences, which in this respect act somewhat simi-

larly to the junctions in polymer networks. This situation

Scanning electron micrograph
of a PLC phase at equilibrium.
Note the nearly-spherical
islands of the LC-rich phase

Chains before reaching
thermodynamic equilibrium

Island
(not to scale) LC-crystallite

FIGURE 41.3. A hierarchical structure of LC-rich islands in a
LC-poor matrix; after [45].
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is in contrast to nonLC polymers between Tg and Tm, in

which the formerly amorphous phase flows around the

crystalline regions, and the liquid viscosity depends on

the temperature only. The viscosity of q1 depends also on

the concentration of LC sequences. Pertinent here are the

deuteron nuclear magnetic resonance (2H-NMR) results

of Zachmann and collaborators [52]: they have found in

PET/xPHB copolymers that the PHB sequences decrease

considerably the mobility of PET sequences.

A liquid upon heating can only undergo vaporization or, if it

is an isotropic polymer melt, no further phase transition at

all. By contrast, q1 has to undergo at least two more

transitions: melting and isotropization at the clearing
point. If more than one LC phase is formed, then there

will be even more transitions; for instance, PET/xPHB

forms a smectic E and a smectic B phase.

The cold crystallization occurs in the q1 phase.

q1 shows an analogy with the leathery state in the elasto-

mers. Both types of systems are immediately above their

glass transition regions, and both exhibit retarded
responses to application of external forces.

So far we have discussed pure PLCs, where the only

variable was the concentration of the LC sequences in the

copolymers. One can easily imagine that blends have even

more complicated phase diagrams, as found for blends of

PET/0.6PHB with EPs, for instance with polycarbonate

[51]. An important reason for the study of phase diagrams

is using them as a basis of processing optimization. In other

words, in contrast to the usual establishment of processing

parameters by trial and error, the knowledge of a phase

diagram makes possible intelligent processing.

41.3.4 Isobaric Thermal Expansivity

Let us first define the quantity we are going to discuss:

a ¼ V�1(@V=@T)P, (41:2)

which is called isobaric expansivity. The names ‘‘thermal

expansivity’’ and particularly often ‘‘coefficient of thermal

expansion’’ (abbreviated to CTE) are also in use. However,

over a century ago Lord Kelvin [53] said that the use of the

word ‘‘coefficient’’ when talking about viscosity, elasticity,

compressibility, conductivity, and the like is ‘‘illogical,’’

‘‘vicious,’’ and also ‘‘a mystery of circumlocution.’’ I

admit to having used the phrase ‘‘coefficient of thermal

expansion’’ myself, but after reading Lord Kelvin’s admon-

ition I am not going to do it again. Incidentally, members of

the Commission for Symbols, Units, and Nomenclature of

the International Union of Pure and Applied Physics

(IUPAC) have not read Lord Kelvin either, since they

recommend [54] the name ‘‘cubic expansion coefficient’’;

the fact that this is a quantity pertaining to constant pressure

is not included in their name either. However, there is

something rational in their name, because linear isobaric
expansivity exists also:

aL ¼ L�1(@L=@T)P, (41:3)

where L is the specimen length. If a material is isotropic,

then the two quantities in question can be related by simple

algebra [55]

a ¼ (1 þ aL)3 � 1: (41:4)

If a material is anisotropic, that is oriented during melt flow

as PLCs are, we have the linear expansivity parallel to the

flow aII and linear expansivity a? perpendicular to the flow.

The respective relation then is [56]

a ¼ (1 þ a11)(1 þ a?)2 � 1: (41:5)

Clearly Eq. (41.5) reduces to Eq. (41.4) for the isotropic

case as it should.

There is in this Handbook a whole Chapter 7 by Robert

Orwoll on equation-of-state P–V–T properties of polymers.

Briefly, confining our attention to what is pertinent for

PLCs, there are basically two experimental procedures for

a determination. One can measure aL in a thermomechani-

cal analysis (TMA) apparatus and then calculate a from

Eqs. (41.4) or (41.5) [57,58]. Or, one can use an apparatus

which produces full P–V–T data, that is specific volume v as

a function of temperature T, v(T), plus a(T) plus also iso-

thermal compressibility kT(T), where

kT ¼ V�1(@V=@P)T : (41:6)

Such an apparatus for polymer solids and melts called Gno-

mix has been developed decades ago [59] and it is being used

with good results for polymers [60,61] and not only [62].

Industry needs more and more materials with low isobaric

expansivity. PLC sequences are typically relatively rigid,

and it is well known that rigid constituents exhibit low

expansivity. A simple comparison of two numbers provides

a good picture of the situation. The expansivity of poly-

ethylene a(PE, 140 �C) ¼ 7:20 � 10�4K�1. At the same

temperature we have a(PET=0:6PHB, 140 �C) ¼ 1:97�
10�4K�1. Clearly, low isobaric expansivity constitutes an-

other reason why PLCs are going to be used more and more.

Finally, let us note that the specific volume is an import-

ant parameter characterizing the glass transition and can be

connected to other quantities pertaining to that transition. A

scaling relationship along these lines has been proposed by

Tölle [63] and developed further by Casalini and Roland

[64,65].

41.4 MECHANICAL PROPERTIES

41.4.1 Areas of Application of PLCs

As briefly noted in Section 41.1.4, PLCs provide mech-

anical strength without the problems of easy separation of

the reinforcement from the flexible matrix (fiber pullout)
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characteristic for HCs. Thermotropic PLCs do not exhibit

the difficulties in processing inherent to rigid polymers,

HCs, and MCs.

Given the advantages of PLCs listed at the end of the

Section 41.1.4, the number of applications of these materials

is already considerable, and will increase along with further

progress in synthesis, characterization, mechanical testing,

phase diagram determination, and intelligent processing.

Areas of application of PLCs have been reviewed by Jans-

son [66]. Following him, let us make a brief list of typical

applications:

. connectors, surface-mount components, relay bobbins,

capacitor housings, potentiometers, and switches in elec-

tronic and electrical industries;

. strength members, couplers, and connectors for fiber

optics;

. fuel system components and electrical systems for auto-

motive industry;

. motor components, lamp housings, conveyor belt com-

ponents, and gears for industrial plants;

. tower packings, pump housings, pump shafts, and valves

for chemical industry;

. compact disc components, microwav equipment, and

turntables for domestic use; and

. other applications including medical components, watch

components, safety equipment, chemical analysis equip-

ment, and leisure goods.

Jansson [66] discusses also PLC rods, oriented sheets,

films, and fibers. PLC fibers can be obtained by several

procedures including melt spinning and dry-jet wet spinning.

He also covers in some detail reasons for the applications of

PLC fibers in ballistic vests, protective gloves and clothing,

tarpaulins, conveyor belts, inflatable boats, sails, ropes,

cables (for oil rig mooring), filament-wound pressure vessels,

sails, sewing threads, radial tires, space and aircraft applica-

tions, boats, canoes and kayaks, military helmets, sporting

goods, as cement reinforcements, in building materials

and pipes, and in friction uses, and/or as asbestos replace-

ments in brake linings, clutch, facings, and gasket packing.

Even with the space limitations we have, we need to

mention also applications of PLCs in coatings, in particular

as binders for higher solid bake coatings. This subject was

also reviewed by Jansson [66].

41.4.1 Strengthening of PLC Materials

As we have seen in Section 41.3.1, LC sequences or

molecules are oriented approximately parallel to the dir-

ector. This is related to packing and caused by thermo-

dynamic reasons (the usual tendency to lower the Gibbs

function). Then we have a second stage of improved orien-

tation—caused by processing procedures such as extrusion

or injection molding. However, we can improve the orien-

tation still further by cold working operations. Given the

natural orientation from the start, the effects here are more

significant than in cold working of metals.

We shall provide an example of the effects of cold draw-

ing as reported in [19]: specimens of PET/0.3PHB (note a

relatively low concentration of the LC constituent) were

drawn at 25 8C up to the elongation of 300 % and then the

tensile properties determined (for a discussion of tensile

testing see Section 3 in Chapter 24). The elastic modulus

as a function of elongation is shown in Fig. 41.4. It is clear

that drawing has resulted in a fourfold increase of the modu-

lus. The tensile strength changes similarly; see Fig. 41.5.

Instead of cold working, we have also the option of

varying the concentration of LC sequences during synthesis.

In Fig. 41.6 we show the modulus as a function of x in PET/

xPHB copolymers [19] in the direction parallel to flow. First
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an increase in the concentration of the LC sequences x
enhances the modulus. However, after reaching a maximum

the modulus begins to decrease; we explain this by the fact

that an increase in x also increases the brittleness of the

material. The tensile strength behaves in a similar way; see

Fig. 41.7. However, the story is different in the directions

perpendicular (transverse) to the flow. Here increasing x
leads to decreases in both modulus and the tensile strength;

see, respectively, Figs. 41.8 and 41.9.

It should be kept in mind that the behavior just described

pertains to longitudinal polymers, class a. We have noted in

Section 41.2.2 connections between belonging of a PLC to a

specific class and the properties. To acquire a better picture,

consider now briefly networks, class s. Küpfer and Finkel-

mann [67] have developed a two-step procedure for creating

such networks, subsequently amplified by Küpfer, Nishi-

kawa, and Finkelmann [68]. They first align mechanically

a weakly crosslinked s PLC; then a second crosslinking

reaction of remaining free reactive groups freezes that align-

ment, creating materials which these authors call liquid

single crystal elastomers (LSCEs). This second stage can

be performed at different temperatures, resulting in different

degrees of the alignment. As expected, the alignment is

higher if the second stage is performed in a LC state, and

lower if it is performed above the isotropization (clearing)

temperature. On the other hand Ambrogi and her colleagues

[69] say that liquid crystal elastomers (LCEs) are lightly

crosslinked, apparently stopping at the first stage of the

procedure of Finkelmann and coworkers.

41.5 TRIBOLOGICAL PROPERTIES

41.5.1 Basic Concepts

Tribology is considered by some as a part of Mechanics,

and by others as a discipline within Materials Science and

Engineering (MSE) at the same level as Mechanics. Our

own work seems to support the latter point of view. Tribo-

logical characterization of materials deals with friction,
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wear, scratch resistance and design of interactive surfaces
in relative motion [70,71]. Tribology is very well developed

for metals [70] but it is quite difficult for polymers. For

metals external lubricants work nicely, lowering friction and

wear. Application of external lubricants to polymers in most

cases results in lubricant absorption and polymer swelling.

However, there is some recent progress in polymer tribology

and one review of this subject [71].

Before we talk about tribological properties of PLCs, let

us define some basic concepts [70, 71]. Friction can be

defined as the tangential force of resistance to a relative

motion of two contacting surfaces. In a stationary specimen

we have the static friction, namely the force required to

create motion divided by the force pressing mating surfaces

together. This quantity is often called the static coefficient

of friction. In Section 41.3.4 we have quoted Lord Kelvin

[53]; the word ‘‘coefficient’’ conveys no information. For a

specimen in motion we have the dynamic friction (also

called kinematic friction), that is the force required to

sustain motion at a specified surface velocity divided by

the force pressing mating surfaces together. Similarly here,

the term dynamic coefficient of friction is still used.

A scratch test method involves scratching the surface of

samples and measuring the depth of the groove while the

scratch is being made. This can be done under either a con-

stant load, or a progressively increasing load, or else under a

stepwise increasing load. The instantaneous depth values are

called the penetration depths and we represent them by the

symbol Rp [72]. Since polymers are viscoelastic materials,

they should recover or heal after the scratch, with the bottom

of the groove going up and settling at a final level called the

residual depth Rh. Multiple scratching along the same groove

is possible and serves to determine the sliding wear [73].

41.5.2 Friction and Scratch Resistance

In Section 41.7.2 we shall talk more about the fact

that different force fields can produce effects on the PLC

orientation. Already mentioned before PET/0.6PHB was

subjected to magnetic fields and its tribological properties

determined [74]. In Fig. 41.10 we display static and dynamic

friction for three types of samples: unoriented, oriented

along the field, and perpendicularly to the field. We know

from Fig. 41.3 that the LC-rich regions form islands in a LC-

poor matrix. Imposition of a magnetic field results in growth

of the islands [74]. Apparently the feathery or fibrous sur-

faces of the islands cause higher friction. The effect is larger

for the orientation along the field, smaller perpendicularly to

the field, but the island growth results in both cases in higher

friction than for unoriented samples. The island resistance to

movement also causes higher dynamic than static friction,

while for most polymer surfaces the reverse is true.

Since higher friction is desirable in rare cases only, one

can ask what is the advantage of imposing magnetic fields

on PLCs. An answer can be seen in Fig. 41.11: penetration

depth of different samples, here also unoriented one,

oriented along the magnetic field, and perpendicularly to

the field. We see that the field-imposed orientation and

island growth enhance the scratch resistance. The depth

values are lower for oriented samples. It is easy to under-

stand why the effect is larger along the orientation direction.

41.6 BLENDING AND RHEOLOGICAL

PROPERTIES

41.6.1 Rheology of Pure PLCs and of EP þ PLC Blends

We discuss blending and rheology ‘‘in one breath’’—that

is in one section—because PLCs are often used as rheology

modifiers for EPs.

To see what the presence of a PLC can do to the viscosity

of an EP, consider two examples. In Fig. 41.12 we show
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FIGURE 41.10. Static and dynamic friction at 25 8C of PET/
0.6PHB as a function of orientation imposed by a magnetic
field; after [74].
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FIGURE 41.11. Penetration depth in scratching at 25 8C
of PET/0.6PHB as a function of orientation imposed by a
magnetic field; after [74].
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logarithmic viscosity, log h, of bisphenol-A polycarbonate

(PCarb) to which up to 20 wt% of PET/0.6PHB is being

added [76]; curves for several shear rates are shown. We see

that the effects of addition of the PLC are smaller up to 10 or

15%, and then more pronounced at higher PLC concentra-

tions. However, this is not a general phenomenon. Analo-

gous curves where the same PLC is added to polypropylene

(PP) are different [76]; see Fig. 41.13. Already the addition

of only 5% of PET/0.6PHB to PP causes a pronounced log h

lowering, while further addition of the PLC has little effect.

The differences between these two kinds of behavior can be

explained in terms of miscibilities of the respective pairs:

PET/0.6PHB exhibits more affinity to PCarb than to PP [51].

The common feature of Figs. 41.12 and 41.13 is the fact

that the presence of LC sequences in a flexible matrix

lowers viscosity to a certain degree—much or little. How-

ever, even this assumption is not universally valid. Jackson

and Kuhfuss [77] determined viscosity of PET/xPHB co-

polymers as a function of x at 275 8C. They found that,

starting from pure PET (x ¼0), log h first increases, goes

through a maximum, falls, goes through a minimum, and

then for x > 0.7 increases rapidly. One has to agree with

Roetting and Hinrichsen [78] that PLC rheology ‘‘is a rather

complex subject.’’ The findings of Jackson and Kuhfuss

reflect a combination of effects of molecular structure (see

Section 41.2), hierarchical structures (Section 41.3.2) and

results of varying composition.

In spite of the complexity of the situation, there have been

attempts to create theories of rheological behavior of PLCs.

Wissbrun [79] represents a PLC material as a space-filling

system of domains. At rest, the minimum energy arrange-

ment is achieved when the directors in the planes of contact

are parallel. Under shear, the domains slide over each other.

The model predicts shear sensitiveness, a phenomenon ob-

served experimentally: the curves of viscosity as a function

of the shear rate are horizontal for low shear rates and then

go down. In fact, for instance the results for PCarb þ PET/

0.6PHB blends—if we employ such coordinates rather than

those in Fig. 41.12—exhibit shear sensitiveness [76].

It is instructive to compare rheological behavior of iso-

tropic molten polymer phases to the simplest LC phases,

that is nematic ones. In an isotropic phase molecular orien-

tations are completely random; the flow process can only

introduce some order. In a nematic PLC a certain degree of

order (as measured by the parameter s, see Section 41.3.1)

already exists. Therefore, a flow process can either enhance
or reduce the existing order. This problem has been ana-

lyzed by Marrucci and Maffettone [80]. If instead of the

order parameter we consider viscosity, then—as defined for

MLCs already in 1946 by Miesowicz [81]—one has to

distinguish three viscosities dependent on the direction:

parallel to the flow direction; parallel to the gradient of

viscosity; and perpendicular to both directions just named.

A very important feature of PLCs has been already

mentioned in Section 41.1.4: thermotropic PLCs are often

processable with conventional processing equipment for

thermoplastics—in fact, given the orientation of LC

sequences, more easily than thermoplastics. It is this ease of

orientation which is the reason for one more name for PLCs,

already mentioned above, namely self-reinforcing plastics.

Readers who want to know more about PLC rheology will

find extensive literature on it. Fortunately, there is a whole

book on this subject [82].

41.6.2 Properties of Blends

Here is another vast subject with which we can deal only

briefly, but reviews are available [27]. Instructive here is to

know a rule formulated already in 1960 by Arnold and

Sackmann [83,84] for MLC þ MLC pairs: complete misci-

bility always involves isomorphism. That is, if a nematic

phase is miscible with a second LC phase, that second phase

is also nematic. However, isomorphism is a necessary but

not a sufficient condition. Several decades after the original
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work, Sackmann [85] reviewed investigations pertaining to

this rule—which all confirmed it.

As for EP þ PLC blends, the main reason for using them

was defined in the beginning of this Chapter; sometimes

fillers (and/or other additives) are used as well. Needless to

say, blends are more complicated than pure PLCs. For in-

stance, cold crystallization of a constitutent depends on the

relative proportions and chemical nature of other constitu-

ents present [50,51]. Given the problems with polymer þ
polymer miscibility, the trial-and-error procedures (‘‘We

shall mix a PLC with an EP, and hopefully get good proper-

ties . . . ’’) are even less usable here than for EP þ EP blends.

While in a previous section we have shown elastic

modulus and tensile strength of copolymers, blends exhibit

typically similar behavior: an increase in the concentration

of the LC component enhances the mechanical properties

along the orientation direction first, but a further increase

worsens these properties because of higher brittleness. The

elongation at break depends strongly on the brittleness, and

decreases already at PLC concentrations of only a few

percent. For other mechanical properties, Figs. 41.7–41.10

qualitatively represent blends as well; there is little point in

providing numerical values for any specific blends. The

existence of the maxima is advantageous for keeping the

costs reasonable. The location of a maximum depends on

the particular EP þ PLC pair. At very low concentrations

such as 5% there is not enough of the LC component to form

the reinforcing islands (or fibrils if strongly elongated),

hence the reinforcing effect is absent. However, similarly

as in the viscosity curves shown in Figs. 41.12 and 41.13,

sometimes less than 20 wt% PLC might be sufficient for a

considerable improvement of mechanical properties [50].

There is thus a clear parallelism between rheological and

mechanical behavior.

One more similarity between pure PLC copolymers and

PLC-containing blends shows in results of cold working. In

Figs. 41.4 and 41.5 we have seen the effects of drawing on a

PLC. Similar effects are observed when subjecting to draw-

ing EP þ PLC blends.

Experimental results show that the reinforcement

depends primarily on the EP þ PLC miscibility, PLC con-

centration, and sizes and shapes of the islands. A method

of miscibility improvement was developed by Schleeh,

Kossmehl, and Hinrichsen [86–88] who synthesized

poly( p-phenylene terephthalates) with pentoxy groups as

flexible side chains. Needless to say, such side chains mix

well with EPs.

As for the islands, there is a problem of their optimization

for the best mechanical properties. Too many too small

islands do not do the job, because the lines of force appar-

ently go around the islands. For a given LC sequence con-

centration, too large islands leave between them too large

purely flexible unprotected regions. Since it is difficult to

create experimentally islands of arbitrary size and shape, the

problem of optimization can be solved best by computer

simulations; see Section 41.8.

41.7 ELECTRICAL AND MAGNETIC PROPERTIES

41.7.1 Effects of Electric Fields

Before focusing on PLCs, let us quote the basic defin-

itions [89]. The relative dielectric permittivity e is the ratio

of the capacities of a parallel plate condenser measured with

and without (in vacuum) the dielectric material placed

between the plates. If « is independent of the field strength,

it is called dielectric constant. Polymers are typically di-

electric, so that—in contrast to electric conductors—there is

a certain reversal of the relative positions of the electric

charges after the removal of the field. If no permanent

dipoles are present in the material, then the following

Maxwell relation is valid:

« ¼ n2, (41:7)

where n is the refractive index. Thus, there is a connection to

optical properties to be discussed in the next section. Clear

deviations from Eq. (41.7) might be caused by semicon-

ductor behavior, but more frequently by the presence of

permanent dipoles in the material.

Anisotropy of structure is reflected also in the dielectric

constant. Similarly as for isobaric expansivity discussed in

Section 41.3.4, one distinguishes here the parameter in the

along-the-flow (parallel to the director) direction «k from

the perpendicular quantity «?. The anisotropy of the dielec-

tric constant is usually expressed as

D« ¼ «k � «? (41:8)

and is typically larger in smectic than in nematic phases. For

MLCs both positive and negative values of D« are known

[90].

When an electric field is imposed upon a material, charged

particles move in various ways: Electrons move with respect

to the nuclei, creating induced dipole moments and elec-

tronic polarization; atoms and groups of atoms move simi-

larly, causing atomic polarization; free ions if present move

over long distances, usually to surfaces, what leads to inter-

facial polarization; permanent dipole moments align along

the field, thus increasing in LC materials the order parameter

s. In dielectric relaxation spectroscopy (DRS) sinusoidal

electric fields are imposed upon the sample. This resembles

sinusoidal mechanical fields discussed in Chapter 24.

Since various motions mentioned occur on various time

scales, it is worthwhile to cover a wide range of frequencies.

An important advantage of DRS over other spectroscopic

techniques is the capability to explore a range of timescales

from as slow as 104 s to as fast as 10�11 s. Therefore, this

single technique allows to study a broad spectrum of mo-

tions as a function of temperature, pressure, or composition.

Decomposition of DRS spectra into constituents corre-

sponding to various processes is needed. A procedure for

doing this which handles also the temperature dependencies

of relaxational processes has been devised by Schlosser and

his colleagues [91].
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DRS results for PLCs have been reviewed by Moscicki

[92]. We shall name here two findings. First, in simple one-

row combs (see again Table 41.1) there are different rates of

reorientation of different polar groups in side chains. This

phenomenon was observed even in MLCs [93], but is ap-

parently stronger in PLCs. Second, also in analogy to MLCs,

in PLCs we observe slow relaxational processes along the

director, and noticeably faster perpendicularly to it.

Table 41.1 shows us also a way to vary the numbers

of both permanent and induced dipoles. This gives us the

capability to manipulate dielectric properties of PLC mater-

ials over quite wide ranges.

41.7.2 Effects of Magnetic Fields and NMR

Spectroscopy

It cannot be stressed enough that electric, magnetic, and

mechanical (shear fields) produce in fact similar effects of
enhancing orientation, thus increasing the order parameter

s, and also affecting mechanical and other properties in

ways already discussed above. There exist even favorite

methods of achieving orientation for certain classes of ma-

terials. Thus, magnetic fields are typically used to orient

polyacrylates, while polysiloxanes are routinely oriented by

imposition of ac electric fields.

Since effects of magnetic field imposition are already

known to us, we shall now discuss a method of studying the

chain dynamics in PLCs at the molecular level involving such

fields: nuclear magnetic resonance (NMR) spectroscopy.

A good review of NMR spectroscopy of PLCs has

been written by Lauprêtre [94]. Therefore, in this Chapter

we shall describe only a specific aspect of the problem.

Because PLC chains typically contain both flexible and

LC sequences, orientational ordering of flexible sequences
between LC sequences is of interest. Similar behavior

appears in PLC þ EP blends, and also in solutions of

LCs in low-molecular-mass flexible molecules. Photinos,

Samulski, and Toriumi (PST) developed a theory of orienta-

tional ordering [95–97]. They regard flexible molecules

as sets of rigid submolecular segments that can take different

relative positions according to conformations, and formulate

the potential of mean torque of the entire molecules in a

modularly additive fashion. Samulski and his colleagues

considered various choices of submolecular units in neat

nematic LCs as well as in flexible alkane solute þ nematic

systems, and compared predictions of their theory with NMR

data. The results indicate that in carbonlike chains a rela-

tively simple choice of subunits (slightly biaxial atom-

blocks) and a segment-wise additive potential provide

an explicit and accurate representation of anisotropy of mo-

lecular shapes present simultaneously with molecular flexi-

bility. The main reason for the success of the PST approach is

fairly clear: the alignment of LC sequences is determined

by the cords (or blocks) and not by the bonds. This is why

previous treatments in terms of independent bonds did not

provide satisfactory results. Moreover, a chain of N þ 1

segments contains N bonds, N þ1 blocks and N þ 1 cords,

so the alternative representations are of the same complexity.

When switching from the bond to the chord representation,

the number of parameters in the interaction potential neces-

sary to obtain meaningful results does not increase either.

Terms beyond second neighbors are too small to be visible in

NMR spectra studied by PST.

While in this section we do not deal with thermophysical

properties, they are connected to those now under discussion

as well. Roth and Krücke [98] have shown that the glass

transition temperatures of comb PLCs can be evaluated

from the line shape of the wide line NMR signals.

41.8 OPTICAL PROPERTIES

41.8.1 Nonlinear Optical (NLO) Effects

We have already noted in Section 41.6.1 the connection

between electrical and optical properties. The effects of

light propagation through a material can be described in

terms of the polarization

P ¼ P0 þ w1 � E þ w2 � E � E þ w3 � E � E � E þ . . . , (41:9)

where P0 is the spontaneous polarization of the material,

E is the tensor of field strength of the electrical component

of the optical field, while each ci is the optical susceptibility

of the ith order of the material. In linear optical materials

the propagation of light is characterized by the independ-

ence of refraction on light intensity and also for instance on

the absence of any changes in frequency of the light.

The establishment of presence of nonlinear optical (NLO)

effects requires very strong optical fields, typically created

by laser pulses. We talk about second-order NLO materials

if the term with w2 in Eq. (41.9) dominates, third if the w3-

containing term is dominant, etc. The third-order optical

materials are also called Kerr media. Returning once again

to Table 41.1 with its variety of possible structures, we note

that the NLO character of certain—even numerous—consti-

tuting units of a PLC is not enough for the whole material to

exhibit NLO properties. If centers of symmetry are present,

the induced dipoles largely cancel out, and w2 properties of

the polymer are negligible.

One can base polymer design for NLO applications on the

expression for the dipole moment m in the effective electric

field F while E is now a perturbing (such as oscillating)

electric field:

m(F, E) ¼ m0(F) þ a0(F)E þ b0(F)E � E=2!
þ g0(F)E � E � E=3!þ . . . (41:10)

Here m0 is the intrinsic dipole moment, a0 is the linear

polarizability, b0 the hyperpolarizability, g0 the second

hyperpolarizability, etc. Equation (41.10) is a molecular

level analog of Eq. (41.9) for the macroscopic polarization.

Thus, we are for instance interested in the second harmonic
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generation (SHG), that is in doubling the frequency of the

incident laser light. Equation (41.10) tells us that we need

a second-order NLO material (¼ a w2 material) the dipole

moment of which has a substantial hyperpolarizability

contribution.

Marder and coworkers [99] have stressed the fact—

almost universally disregarded or not even noticed before—

that a0, b0,g0, etc. are derivatives with respect to F of their

next order polarization or polarizability; thus, b0 is the

derivative of a0, and so on. Before them, some groups were

for instance trying to optimize g0 in an NLO material by

optimizing b0—not knowing that the b0 optimization will

automatically result in g0 ¼ 0. The work of Marder and his

colleagues has useful consequences. Certain chemical

changes can affect the electron density similarly as applying

an electric field to the molecule. Such changes include putting

donor and acceptor groups on the polyene chain (alternating

singe and double carbon–carbon bonds), incorporating

groups that gain aromaticity on polarization, or placing the

molecule in a solvent that will stabilize charge separation.

41.8.2 PLCs for NLO Applications

Discussing optical applications of polymers, it is worth

noting first of all that research objectives here go in two

diametrically opposite directions. In some cases one wants

to minimize the interactions with the light. This is the case

with polymer optical fibers, and with all attempts to reduce

the noise for optical recording and information storage

on optical discs. In other cases the main objective is to

maximize the polymer þ light interactions, as in photonic

devices when one wants to augment the light-intensity

dependent change of the refractive index. Polymeric mater-

ials for optical applications have significant advantages in

comparison with inorganic materials: low weights of optical

components, good mechanical properties, and the ease of

manufacturing parts even with complex geometries.

We have already mentioned before SHG materials; doub-

ling of the light frequency enables a laser to encode four times

as much information on a compact disc. NLO effects have

significant technological implications for optical signal pro-

cessing, generation of variable-frequency laser light, tunable

filters, and optical data storage. The g0 parameter is import-

ant for functions such as optical switching: a light beam alters

the path of a second beam by changing the refractive index.

Optical data storage is an alternative to magnetic storage.

There are several variations here: ROMs or read-only mem-

ories, DRAWs (¼ direct read after write) for writing once but

reading many times, and erasable memories. The last tech-

nique can be realized by using comb PLCs. Such a PLC in its

LC state (say one of the smectic states) is frozen below its

glass transition temperature Tg, and then locally distorted by

the heat absorbed from a laser pulse. Such a distortion is

readable, since it scatters light. Aging of the material in the

glassy state (see the section on aging in Chapter 24 on

mechanical properties) can be assumed slow enough for the

time period during which the information is needed. That

information can be erased by simply heating the material

above Tg, but below its isotropization (clearing) temperature.

MLCs also have their place in optical applications,

mainly as so-called polymer-dispersed LCs (PDLCs). A

PDLC constitutes a microemulsion of an MLC in a film of

a conventional (nonPLC) polymer. In the ‘‘switched off’’

state the MLC and the polymer have different refractive

indices, dispersed MLC droplets (not unlike to the islands

in PLCs) scatter light quite effectively, and the film is

opaque. Then an external electric field is applied, for in-

stance across a capacitor-like metal coating on both sides of

the film. The director in all MLC droplets becomes the

same. One can choose the MLC þ polymer pair so that the

refractive index along the director is the same as that of the

host polymer. In that case the film in the electric field

becomes transparent. Switching the field off and on, one

has a light valve with a fairly large area.

Let us mention a few more capabilities created in this

growing field. Laser-induced reorientation of the optical

axis is possible in PLC combs; optically induced trans–cis
isomerization occurs. Erasable holograms can be created in

PLC materials—as discussed by Eich and Wendorff [100]

and pursued since by many. The rubbing of a polymer leads

to an anisotropic surface morphology, since the LC mol-

ecules become aligned [101]. Scanning force microscopy

can be used to create in a controlled way areas with a similar

anisotropy and with a desired refractive index patterns.

A combination of approaches serves well achieving

specific objectives. We have discussed above the fact that

hydrogen bonds can also serve to create liquid crystallinity.

Thus, cholesteric liquid crystal phases can be made by

hydrogen bonding [102a,b]. Among interesting properties

is the capability described by Shibaev e.a. [102b] of chan-

ging color of cholesteric PLC films by addition of certain

aminoacids. In self-organized helical structures light is

reflected when the wavelength matches the pitch (twice

the periodicity). Cholesteric LCs are not only colored filters,

but also reflectors and polarizers. Mitov and Dessaud [102c]

show how MLCs converted into PLCs by curing provide

reflectance exceeding 50 %.

Before going into the last section on theory and computer

simulations, let us stop and ponder what various properties

of PLCs briefly described above signify. It becomes clear

that PLCs have current and potential applications in elec-

trical, electronic, chemical, aircraft, aerospace, automobile,

petroleum as well as other industries.

41.9 THEORY AND COMPUTER SIMULATIONS

41.9.1 Theory

One can distinguish at least four major theories of LC

systems. Already in 1949 Onsager [103] formulated a dens-
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ity expansion of the Helmholtz function A of anisometric

particles—what made possible a prediction of the nematic-

to-isotropic (N–I) transition. Flory [104] developed in 1956 a

lattice model which after a period of inactivity led to signifi-

cant further developments characterized below. Between

1958 and 1960 Maier and Saupe [105–107] created a theory

in terms of a potential of mean torque experienced by LC or

solute molecules in nematic phases. Their work became a

‘‘standard’’ in the sense of asking the question: is any new

theory, first of all, able to reproduce the results of Maier and

Saupe? Finally, Landau developed a molecular field theory

[108] adapted by de Gennes [109] to LC systems, and is

based on expanding the Helmholtz function A (or the Gibbs

function G) as a power series of the order parameter s.

The framework of the Flory theory [104,105–117] can be

summarized as follows. A chain segment has the length

equal to its diameter, what makes possible placement at a

given lattice site of either a segment or a solvent molecule.

The objective is the formulation of the partition function Z.

One makes the standard approximation

Z ¼ ZcombZorient (4:11)

where Zcomb is the combinatorial (steric) contribution while

Zorient arises from the various orientations of the rigid se-

quences as well as the anisotropic interactions between their

segments. Evaluation of Zcomb requires taking into account

various possible orientations of LC sequences with respect

to the director. Flory developed an ingenious method of

representing such orientations on a lattice—shown in

Fig. 41.14. Without going into details (which are provided

for instance in [112]) let us note that for every sequence

(there are four of them in the Figure) there is a parameter y
which is equal to unity if that sequence is parallel to

the director, and increases along with the deviation of the

direction of the sequence from the LC director.

In earlier version of the theory, only fully rigid chains

were treated. However, Matheson and Flory [113] extended

the theory to the cases when u < 1, where u is the average

concentration of LC segments in PLC chains. A subsequent

amplification [115] of the Matheson–Flory model includes

the orientational distribution function of Flory and Ronca

[112]. The amplified theory predicts a drastic change in the

slope of s vs. h when going from u ¼ 0:1 to 0:2, indicating

a large increase in the chain alignment; here h is the average

length of rigid sequences. Moreover, the liquid-crystalline-

to-isotropic transition temperature TLC-i as a function of h

shows a minimum for all u values [115].

The quality of any theory can best be evaluated by com-

paring its predictions with the experiment. Ternary systems

of the type PLC þ flexible polymer þ solvent were treated

as well [116]. Ternary miscibility gaps were predicted; it

turned out that the tie lines usually are not parallel to the

PLC þ flexible polymer basis of the Gibbs triangle, and the

critical point is not at the top of the gap. Experimental data

for such a system exist, namely PET/0.27PHB þ poly(bis-

phenol-A-carbonate) þ CHCl3 [117]. As can be seen in

Fig. 41.15, the predicted miscibility gap is in good agree-

ment with the gap determined by extinction cloud point

measurements [116].

One more result obtained following the Flory approach

was that the concentration of hard rods q is much more

important for the LC phase formation than the system tem-

perature [115]. To pursue this issue further, the Maier–Saupe

theory of MLCs was extended to PLCs taking particularly

into account the system temperature [118–122]. This

approach makes possible inclusion of external deformations

via the system volume and also via the end-to-end distance

vectors of the chains. The affine deformation developed by

Flory [123] and well explained by Mark [124] was incorpor-

ated in to the model—applicable strictly to the longitudinal

PLCs. Among other things, it turns out that the behavior of

rigid (¼ LC) sequences is largely governed by orienting

interactions while for the flexible sequences short-range

interactions (dependent mainly on chemical structures) are

Director Axis

FIGURE 41.14. A four-sequence part of a chain (top) and
its lattice representation (bottom). The third sequence from
the left is flexible; the remaining ones are liquid-crystalline;
after [115].
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FIGURE 41.15. Comparison of experimental (circle points
from [117]) and predicted (continuous lines) phase diagram.
Lines calculated for the degrees of polymerization rPLC ¼ 600
and rEP ¼ 1,200 and for the temperature T ¼ 295 K; after
[116].
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the most important. The results include evaluation of orien-

tation vs. deformation and stress vs. strain relations [122].

41.9.2 Advantages of Computer Simulations

of Polymers

Getting answers from experiments is often difficult, time

consuming, and the results hardly unequivocal. So-called

hidden variables which exist in nature do not manifest

themselves in simulations. Moreover, changing only one

parameter at a time is easy in simulations, but not in real

materials. One example should suffice here: to lower the

density in an experiment one increases the temperature of

the material. However, then the energetics changes too,

heating has pumped more energy into the material. There

is hardly a procedure for the separation of the two effects.

Starting with a theory, one has an advantage, particularly

in multicomponent systems such as PLC þ EP þ solvent: it

is easy to define the concentration of a flexible polymer (EP)

and the average concentration q of LC sequences in PLC

chains. The average concentration of flexible sequences in

PLC molecules is of course 1 � u, and other model param-

eters such as in the Flory theory can be defined as well.

Somewhat similarly, it is easy in molecular dynamics (MD)

simulations to set up certain chains with u > 0 and other

chains with u ¼ 0.

41.9.3 Molecular Dynamics Simulations of PLCs

We shall briefly summarize MD simulations of systems

of PLC chains. First, the chains systems have to be con-

structed. There are various ways of generating them, and

the mechanical behavior is little if at all influenced by

the generation procedure. It is influenced, however, by the

vacancies, or the amount of free volume vf , as predicted by

the chain relaxation capability (CRC) theory [125]. The

problem is to create a realistic bulk polymer system. A

procedure originally developed by Mom [126] has been

modified to achieve a more realistic representation of poly-

meric chains [127–129].

The interaction potentials used take into account the

relative rigidity of the LC sequences, possibility of trans-

to-gauche conversions in flexible sequences (accomplished

by using a double-well potential), and make possible bond

scission (a Morse-like potential for large extensions). The

simulations are typically performed at a constant tempera-

ture, multiplying the particle velocities in every time step by

a factor related to the actual kinetic energy and to a refer-

ence energy [130]. The Newton differential equations of

motion are transformed into difference equations employing

a finite time step. The positions after a successive time step

are computed using a so-called leap-frog algorithm [130].

Since the forces acting on a given particle depend on its

neighbors, a list of nearest neighbors is renewed after every

time step.

Fully flexible chains are of course simulated for compari-

son, so as to see the effects of liquid crystallinity. In our

simulations we subject the materials to a tensile force (ap-

plied to top and bottom in two-dimensional specimens). As

expected, under application of that force, chain conform-

ation changes (from gauche to trans) are observed. Bond

scission followed by crack propagation are observed as well.

See Fig. 41.16, and note that the cracks do not propagate

straight along the lines of application of the force, since the

LC reinforcing units are ‘‘doing their job’’ [131]. In each

case (that is for a given u and LC sequence configuration) a

stress level is observed at which the fraction of broken bonds

increases dramatically—clearly when CRC was exceeded.

Thus, simulations provide a direct confirmation of the CRC

approach—discussed more in detail in this Handbook in

Chapter 24 on mechanical properties of polymers.

In tensile experiments one determined always the engin-

eering stress but determination of the true stress is much

more difficult. A simulation method has been developed

which allows calculation of the true stress based on cutting

the specimen into sections [129,132,133]. There are signifi-

cant differences between the two kinds of stresses; see

Fig. 41.17.

Other issues concerning PLCs are also such that simula-

tions provide answers to questions to which experiments

cannot. For instance, what is the skin-core effect on proper-

ties? In processing of real materials always a skin which is

stress = 0.00 stress = 0.30

stress = 0.10

stress = 0.20

stress = 0.40

stress = 0.55

FIGURE 41.16. MD simulations of a random PLC with
u ¼ 0:5 under tensile deformations applied vertically with vari-
ous stress levels (stress in reduced units); after [131].
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more oriented appears—but it is in simulations that we can

create materials with arbitrary thickness of the skin, thick-

ness of the core, and also create layers with intermediate

properties. Another question is the crack propagation in

PLCs. Do cracks propagate preferentially through the LC-

rich islands since the islands are rigid and thus brittle, or

rather through the LC-poor matrix since the matrix is mech-

anically weak? The answer is: cracks propagate near the

island surfaces on the matrix side [127].
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42.1 INTRODUCTION

The seminal ‘‘macromolecular hypothesis’’ proposed by

H. Staudinger nearly 85 years ago both inspired and initiated

one of the most significant technology revolutions experi-

enced during the 20th century, namely; the polymer(plas-
tics) revolution [1]. In an abstract way, Staudinger’s

concept, which involved chemically linking (n) multiples

of monomeric building blocks into a myriad of macromol-

ecular complexity [2], may be viewed as an elegant con-

tinuation of J. Dalton’s hypothesis (i.e., ‘‘New System of

Chemical Philosophy (1808)) for chemically connecting (n’)
multiples of atomic modules (Fig. 42.1).

This earlier concept produced the endless array of small

molecules that are now recognized as our 200 year old

‘‘traditional chemistry’’ science. Although the intrinsic fea-

tures of atoms or monomers as well as the rules for defining

the values of (n’) and (n) are most assuredly different, the

enormous role that each of these technologies has played,

both in the improvement of the ‘‘human condition’’ and

enhancement of the world economy, is indisputable. These

benefits were largely derived from unique and extraordinary

‘‘new properties’’ that emerged in each of these areas, as the

technologies advanced to higher levels of complexity.

A pervasive pattern that has become obvious in each of

these scientific fields is the significant role that ‘‘architec-
ture’’ plays in the determination of these new properties.

More specifically, the importance of new macromolecular

architectures has been amply recognized by a preponder-

ance of Nobel awards associated with the discovery of such

architectural features and their consequential unique prop-

erties (Fig. 42.2).

History has shown that each time a major new architec-

ture has been discovered it has been accompanied by the

emergence of a plethora of new properties, concepts, appli-

cations, products, and activities, all of which have led to

enhanced new commercial markets, quality of life, and

prosperity. Since the mid 1930s, four major macromolecular

architectures have evolved leading to well-known classes of

Periodic
elements

Small
molecules Macromolecules

Dalton’s
hypothesis Staudinger’s

hypothesis

Atoms (A) Monomers  (M) Polymers (P)

n A

and n� M Mn� ≡ P
An ≡ M

Traditional chemistry Polymer chemistry

FIGURE 42.1. Historical overview of major technology re-
volutions ‘‘traditional chemistry’’ and ‘‘polymer chemistry’’ and
associated pioneers.
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thermoplastic or thermoset polymers, beginning with:

(I) linear, (II) cross-linked, (III) branched and now

(IV) dendritic topologies, as illustrated in Fig. 42.3.

42.2 HISTORICAL

42.2.1 Overview

Over the past 85 years, Staudinger’s macromolecular

synthesis strategy has evolved based on the catenation of

reactive small molecular modules (monomers). Broadly

speaking, these catenations involve the use of reactive

(AB-type monomers) that may be engaged to produce

large molecules with polydispersed masses. Such multiple

bond formation may be driven by (a) chain growth, (b) ring
opening, (c) step-growth condensation or (d) enzyme
catalyzed processes. Staudinger first introduced this para-

digm in the 1920s [1,3–6] by demonstrating that reactive

monomers could be used to produce a statistical distribution

of one-dimensional (linear) molecules with very high

molecular weights (i.e., > 106 Da). As many as 10,000 or

more covalent bonds may be formed in a single chain

reaction of monomers. Although these macro/megamole-

cules may possess nanoscale dimensions, structure control

of critical macromolecular design parameters, such as size,
molecular shape, spatial positioning of atoms, or covalent
connectivity—other than those affording linear or cross-

linked topologies—is difficult. However, recently progress

has been made using ‘‘living polymerization‘‘ techniques

that afford better control over molecular weight and certain

structural elements as described by Matyjaszewski and

others [7,8].

n[AB](monomers) ! [AB]n

Traditional polymerizations usually involve AB-type mono-

mers based on substituted ethylenes or strained small ring

compounds using chain reactions that may be initiated

by free radical, anionic or cationic initiators [9]. Alterna-

tively, AB-type monomers may be used in polycondensation

reactions [9].

Multiple covalent bonds are formed to produce each

macromolecule, generally giving statistical, polydispersed

structures. In the case of controlled vinyl polymerizations,

the average length of the macromolecule is deter-

mined by monomer to initiator ratios. If one visualizes

these polymerizations as extraordinarily long sequences

of individual reaction steps, the average number of covalent

bonds formed/chain may be described as shown in

Scheme 42.1.

Staudinger

(Macromolecular
hypothesis)

(Linear-architecture)

Flory

(Gellation)
(Cross-linked
architecture)

Natta &
Ziegler

(Tacticity)

Merrifield

(Controlled sequencing)

Architectural
classes

(1953)

(1963)

(1984)
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I.
Linear

IV.
Dendritic

II.
Crosslinked

III.
Branched

Heeger,
MacDiarmid
& Shirakawa

(Conductive polymers)

Viscosity
 modifiers

• Artificial proteins

• MRI contrast agents

• Nanodrugs

• Nano containers
(Drug delivery,
quantum dots)

• Photon harvesting

Synthetic Control of
macromolecular

structure
Size, shape and
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applicationsNobel laureates
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and applications

Metallocene-
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• DSM
• Dupont

• Exxon mobil
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FIGURE 42.2. Nobel recognition, commercial applications/emerging properties for the four major macromolecular architectures.
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The first traditional polymerization strategies generally

produced linear architectures, however, it was soon found

that branched topologies may be formed either by chain-

transfer processes, or intentionally introduced by grafting

techniques. In any case, the linear and branched architec-

tural classes have traditionally defined the broad area of

thermoplastics. Of equal importance is the major architec-

tural class that is formed by the introduction of covalent

(bridging) bonds between linear or branched polymeric

topologies. These cross-linked (bridged) topologies were

studied by Flory in the early 1940s and constitute the second

major area of traditional polymer chemistry—namely,

thermosets. These two broad areas of polymer science—

thermoplastics and thermosets—account for billions of dol-

lars of commerce and constitute a vast array of familiar

macromolecular compositions and applications as shown

in Fig. 42.4.

Historically, even 50 years after Staudinger’s introduc-

tion of the ‘‘macromolecular hypothesis,’’ the entire field of

polymer science was viewed to consist of only the two major

architectural classes: (i) ‘‘linear topologies’’ as found in

thermoplastics and (ii) ‘‘cross-linked architectures’’ as

found in thermosets. The major focus of polymer science

during the time frame spanning the period of the 1920s to

the 1970s was on the unique architecturally driven proper-

ties manifested by either linear or cross-linked topologies.

Based on the new properties exhibited by these topologies,

many natural polymers critical to the World War II effort

were replaced with synthetic polymers for which the com-

bination of availability and properties were of utmost stra-

tegic importance [2]. During the 1960s and 1970s,

pioneering investigation into long chain branching (LCB)

involving polyolefins and other related branched systems

began to emerge [10,11]. More recently, intense commercial
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interest has been focused on new polyolefin architectures

based on ‘‘random long branched’’ and ‘‘dendritic topolo-

gies’’ [12,13]. These architectures are reportedly produced

by ‘‘metallocene’’ and ‘‘Brookhart-type’’ catalysts. By the

end of the 1970s, three major architectural polymer classes

and commercial commodities associated with these topolo-

gies were as described chronologically in Fig. 42.5.

42.2.2 A Comparison of Traditional Polymer Science

with Dendritic Macromolecular Science

Covalent synthesis in traditional polymer science has

evolved around the use of reactive modules (AB-type

monomer) or ABR-type branch reagents that may be engaged

in multiple covalent bond formation to produce large one-

dimensional molecules of various lengths. Such multiple

bond formation may be driven either by chain reactions,

ring opening reactions, or polycondensation schemes. These

propagation schemes and products are recognized as Class I:

Linear or Class III: Branched architectures. Alternatively,

using combinations and permutations of divalent A–B type

monomers and/or A---Bn, An---B polyvalent, branch cell-type

monomers produces Class II, Cross-linked (bridged) archi-

tectures.

A comparison of the covalent connectivity associated

with each of these architecture classes (Fig. 42.6)

reveals that the number of covalent bonds formed per

step for linear and branched topology is a multiple (n ¼
degree of polymerization) related to the monomer/initiator

ratios. In contrast, ideal dendritic (Class IV) propagation

involves the formation of an exponential number of covalent

bonds per reaction step (also termed G ¼ generation),

as well as amplification of both mass (i.e., number of branch

cells/G) and terminal groups, (Z) per generation (G).

Mathematically, the number of covalent bonds formed

per generation (reaction step) in an ideal dendron or den-

drimer synthesis varies according to a power function of the

reaction steps, as illustrated below (Scheme 42.2). It is clear

that covalent bond amplification occurs in all dendritic

synthesis strategies. In addition to new architectural conse-

quences, this feature clearly differentiates dendritic growth

processes from covalent bond synthesis found in traditional

polymer chemistry [14].

Class I

(linear)

.Polymer types Discovery Production Main applications

.Poly(methyl methacrylate) 1880 1928 Plastics (Plexiglass1)

Poly(vinyl acetate) 1912 1930 Adhesive, poly(vinyl alcohol)

Poly(styrene) 1839 1930 Thermoplastics, foams

Poly(vinyl chloride) 1838 1931 Thermoplastics (synthetic fiber)

Poly(ethylene oxide) — 1931 Thickeners, sizes

Poly(vinyl ethers) 1928 1936 Adhesives, plasticizers

Poly(hexamethylene adipamide) 1934 1938 Fibers, thermoplastics

Poly(vinylidene chloride) 1838 1939 Thermoplastics (packing films)

Poly(N-vinyl pyrrolidone) — 1939 Blood plasma expander, binders
.Poly(ethylene), low density 1933 1939 Thermoplastics

Poly(e-caprolactam) 1938 1939 Fibers, thermoplastics

Polyurethanes 1937 1940 Fibers, plastics, elastomers, foams
.Poly(acrylonitrile) 1940 1941 Fibers

Poly(tetrafluorethylene) 1939 1950 Plastics, fibers

Poly(ethylene terephthalate) 1941 1953 Fibers, bottles

Bisphenol A polycarbonate 1898 1953 Thermoplastics

Poly(ethylene), high density 1953 1955 Thermoplastics, foams

Poly(propylene), isotactic 1954 1957 Thermoplastics, fibers

Poly(formaldehyde) 1839 1959 Thermoplastics

Aromatic polyamides — 1961 High modulus fibers

Styrene–butadiene–styrene block

copolymers

1965 Thermoplastic elastomers

Class III

(branched)

Poly(olefins), long chain branching 1980s 1990s Elastomers, plastomers

Class II

(cross-Linked)

Polymer types Discovery Production Main applications

Phenolic resins 1907 1910 Thermosets (electrical insulators)

Methyl rubbers 1912 1915 Elastomers

Alkyl resins 1847 1926 Thermosets (coatings)

Amino resins 1915 1928 Thermosets

Poly(butadiene) 1911 1929 Elastomers (number Bunas)

Poly(chloroprene) 1925 1932 Elastomers

Unsaturated polyesters 1930 1936 Thermosets

Poly(isobutylene) — 1937 Elastomers

Styrene–butadiene

rubbers

1926 1937 Elastomers (letter Bunas)

Silicone 1901 1942 Fluids, resins, elastomers

Epoxy resins 1938 1946 Adhesives

Poly(butadiene), cis, 1,4 — 1956 Elastomers

FIGURE 42.4. Historical discovered and production dates of commercial thermoplastic and thermoset polymers organized
according to their architectural class.

I
Linear

II
Crosslinked

III
Branched

1930s 1940s 1960–70s
Plexiglass, Rubbers, Low density
nylon epoxies polyethylene

FIGURE 42.5. Traditional macromolecular architectures or-
ganized chronologically according to their commercial intro-
duction.

Thermoplastics Thermosets
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It should be quite apparent that, although all major

architectural polymer classes are derived from common or

related repeat units, the covalent connectivity is truly discrete

and different. Furthermore, mathematical analysis of the re-

spective propagation strategies clearly illustrates the dra-

matic differences in structure development as a function of

covalent bond formation. It should be noted that linear,

branched, and dendritic topologies differ substantially both

in their covalent connectivity, as well as their terminal group

to initiator site ratios. In spite of these differences, these

open, unlooped macromolecular assemblies clearly manifest

thermoplastic polymer type behavior in contrast to the

looped, bridged connectivity associated with cross-linked,

thermoset systems. In fact, it is now apparent that these three

‘‘open assembly-topologies’’ (i.e., (I) linear, (III) branched,

(IV) dendritic) represent a graduated continuum of architec-

tural intermediacy between thermoplastic and thermoset

behavior, as will be described later.

In summary, classical polymer science offers facile ac-

cess to a vast variety of polydispersed nanoscale structures,

with some control over topology, composition, flexibility, or

rigidity. In the case of living polymerization strategies ,

increasingly better but still imperfect control over product

size and mass distribution is becoming accessible. In con-

trast, dendritic macromolecular chemistry provides many of

the required features for unparalleled control over topology,

composition, size, mass, shape, and functional group place-

ment. These are properties that truly distinguish many

successful, nanostructures found in nature [15] and are of

keen interest to nanoscientists [15,16].

Polymer
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42.3 THE DENDRITIC STATE

42.3.1 Historical

The origins of the present three-dimensional, dendritic

branching concepts can be traced back to the initial intro-

duction of infinite network theory by Flory [17–20] and

Stockmayer [21–23]. In 1943, Flory introduced the term

network cell, which he defined as the most fundamental

unit in a molecular network structure [24]. To paraphrase

the original definition, it is the recurring branch juncture in
a network system as well as the excluded volume associated
with this branch juncture. Graessley [25,26] took the notion

one step further by describing ensembles of these network

cells as micronetworks. Extending the concept of Flory’s

statistical treatment of Gaussian-coil networks, analogous

species that are part of an open, branched/dendritic organ-

ization are known as branch cells and dendritic assemblies.

Statistical modeling by Gordon et al. [27,28], Dusek [29],

Burchard [30] and others reduced such branched species to

graph theory designed to mimic the morphological branch-

ing of trees. These dendritic models were combined with

‘‘cascade theory’’ [31,32] mathematics to give a reasonable

statistical treatment for network-forming events at that time.

The growth of branched and dendritic macromolecules in

the sol phase of a traditional cross-linking process may be

thought of as geometric aggregations of various branch cells

or dendritic/ network assemblies as described above. Begin-

ning as molecular species, they advance through the dimen-

sional complexity hierarchy to oligomeric, macromolecular,

megamolecular, and ultimately to infinite network macro-

scale systems. The intermediacy of dendritic architecture in

this continuum will be discussed later. Traditional network-

forming systems (e.g., epoxy resins, urethanes, polyesters)

progress through this growth process in a statistical, random

fashion. The resulting infinite networks may be visualized

as a collection of unequally segmented, Gaussian chains

between f-functional branch junctures, cross-links (loops),

and dangling terminal groups.

More recently, nontraditional polymerization strategies

have evolved to produce a fourth new major polymer archi-

tectural class, now referred to as dendritic polymers. This

new architectural polymer class consists of four major sub-

sets, namely: (a) random hyperbranched, (b) dendrigrafts,

(c) dendrons, and (d) dendrimers. Dendrimers, the most

extensively studied subset, were discovered by the Tomalia

group while at The Dow Chemical Company laboratories

(1979). They represent the first example of synthetic, macro-

molecular dendritic architecture [33,34]. First use of the term

‘‘dendrimer’’ appeared in preprints for the 1st SPSJ Inter-

national Polymer Conference held in Kyoto, Japan (1984).

The following year, a full article (Polymer Journal, Vol. 17,

No. 1, pp. 117–132 (1985)) (see article abstract, Fig. 42.7)

described the first preparation of a complete family of
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Tomalia-type poly(amidoamine) (PAMAM) dendrimers

and their use as precise, fundamental building blocks to

form poly(dendrimers) or so-called ‘‘starburst polymers.’’

These poly(dendrimers) are now referred to as megamers
[35,36] and are described in more detail later. Other pion-

eers in the ‘‘dendritic polymer’’ field include Vogtle, New-

kome, Frechet, and others. These historical contributions

have been reviewed recently [33].

This article will overview the ‘‘dendritic architectural

state,’’ its unique architecturally driven properties, its role

relative to traditional polymer science as well as describe

the many enabling features that dendrimers are expected to

offer to the emerging nanotechnology revolution.

42.3.2 A Fourth Major New Architectural

Polymer Class

Dendritic topology has now been recognized as a fourth

major class of macromolecular architecture [33,37–39]. The

signature for such a distinction is the unique repertoire

of new properties manifested by this class of polymers

[40–45]. Numerous synthetic strategies have been reported

for the preparation of these materials, and have led to a

broad range of dendritic structures. Presently, this architec-

tural class consists of four dendritic subclasses; namely,

(IVa) random hyperbranched polymers, (IVb) dendrigraft
polymers and (IVc) dendrons/dendrimers (Fig. 42.8).

The order of this subset, from a to c, reflects the relative

degree of structural control present in each of these dendritic

architectures.

All dendritic polymers are open covalent assemblies of

branch cells. They may be organized as very symmetrical,

monodispersed arrays, as is the case for dendrimers, or as

irregular polydispersed assemblies that typically define ran-

dom hyperbranched polymers. As such, the respective sub-

classes and the level of structure control are defined by the

propagation methodology used to produce these assemblies,

as well as by the branch-cell (BC) construction parameters.

The BC parameters are determined by the composition of

the BC monomers, as well as the nature of the ‘‘excluded

volume’’ defined by the BC. The excluded volume of the

BC is determined by the length of the arms, the symmetry,

rigidity/flexibility, as well as the branching and rotation

angles involved within each of the branch-cell domains.

As shown in Fig. 42.8 these dendritic arrays of branch

cells usually manifest covalent connectivity relative to

some molecular reference marker (I) or core. As such,

N

I

I

IV(a)
Statistical

IV(b)
Semicontrolled

IV(c)
Controlled

M W: 1–100 kDa
M w/M n = 2–10

M W: 1–104 kDa
M w/M n = 1.1−1.5

M W: 1–103 kDa
M w/M n = 1.0000–1.05

Random hyperbranched Dendrigrafts Dendrons/dendrimers

Terminal groups

Z

Z

a

a

(l) (l)

(l)

Z

Z
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Repeat unit length (l )
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I

Z
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I

FIGURE 42.8. Branch cell structural parameters (a) branching angles, (b) rotation angles, (l ) repeat unit lengths, (Z ) terminal
groups, and dendritic subclasses derived from branches (IVa) random hyperbranched, (IVb) dendrigrafts, and (IVc) dendrons/
dendrimers.
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these branch-cell arrays may be very nonideal and polydis-

persed (e.g., Mw=Mn ffi 2---10), as observed for random

hyperbranched polymers (IVa), or very ideally organized

into highly controlled core–shell type structures as noted

for dendrons/dendrimers (IVc): Mw=Mn ffi 1:01�1:0001 and

less. Dendrigraft (arborescent) polymers reside between

these two extremes of structure control, frequently manifest-

ing rather narrow polydispersities of Mw=Mn ffi 1:1�1:5,

depending on their mode of preparation.

42.3.3 Dendritic Polymer Subclasses

Random Hyperbranched Polymers

Flory first hypothesized dendritic polymer concepts

[18,20], which are now recognized to apply to statistical,

or random hyperbranched polymers. However, the first ex-

perimental confirmation of dendritic topologies did not pro-

duce random hyperbranched polymers but rather the more

precise, structure-controlled, dendrimer architecture

[33,34,46,47]. This work was initiated nearly a decade be-

fore the first examples of random hyperbranched polymers

were confirmed independently by Gunatillake et al. [48] and

by Kim and Webster [49,50] in 1988. At that time, Kim and

Webster coined the popular term ‘‘hyperbranched poly-

mers’’ that has been widely used to describe this subclass

of dendritic macromolecules. Hyperbranched polymers are

typically prepared by polymerization of ABx monomers.

When x is 2 or more, polymerization of such monomers

gives highly branched polymers (Figs. 42.3 and 42.8), as

long as A reacts only with B from another molecule. Reac-

tions between A and B from the same molecule result in

termination of polymerization by cyclization. This approach

produces hyperbranched polymers with a degree of poly-

merization n, possessing one unreacted A functional group

and [(x � 1)n þ 1] unreacted B terminal groups. In a similar

fashion, copolymerization of A2 and B3 or other such poly-

valent monomers can give hyperbranched polymers [51,52],

if the polymerization is maintained below the gel point by

manipulating monomer stoichiometry or limiting polymer

conversion. Random hyperbranched polymers are generally

produced by the one-pot polymerization of ABx-type mono-

mers or macromonomers involving polycondensation, ring

opening, or polyaddition reactions. Hence, the products

usually have broad, statistical molecular-weight distribu-

tions, much as is observed for traditional polymers. Over

the past decade, literally dozens of new AB2-type monomers

have been reported leading to an enormously diverse array

of hyperbranched structures. Some general types include

poly(phenylenes) obtained by the Suzuki coupling [49,50];

poly(phenylacetylenes) prepared by the Heck reaction [53];

polycarbosilanes, polycarbosiloxanes [54], and poly(silox-

ysilanes) by hydrosilylation [55]; poly(ether ketones) by

nucleophilic aromatic substitution [56]; and polyesters [57]

or polyethers [58] by polycondensations or by ring-opening

polymerization [59].

New advances beyond the traditional AB2 Flory-type,

branch-cell monomers have been reported by Fréchet and

coworkers [60,61]. They have introduced the concept of

latent AB2 monomers, referred to as self-condensing vinyl

polymerizations (SCVP). These monomers, which possess

both initiation and propagation properties, may follow two

modes of polymerization; namely, polymerization of the

double bond (i.e., chain growth) and condensation of the

initiating group with the double bond (i.e., step growth).

Recent progress involving the derivative process of self-

condensing, ring-opening polymerizations (SCROP) has

been reviewed by Sunder et al. [62] In addition, the use of

enhanced processing techniques, such as pseudochain

growth by slow monomer addition [63], allow somewhat

better control of hyperbranched structures [62].

Dendrigraft Polymers

Dendrigraft polymers are the most recently discovered

and currently the least understood subset of dendritic poly-

mers. The first examples were reported in 1991 independ-

ently by Tomalia et al. [64] and Gauthier and Möller [65].

Whereas, traditional monomers are generally employed in

constructing dendrimers, reactive oligomers or polymers are

used in protect–deprotect or activation schemes to produce

dendrigrafts. Consequently, dendrigraft polymers are gener-

ally larger structures than dendrimers, grow much faster,

and amplify surface groups more dramatically as a function

of generational development. Both hydrophilic (e.g., poly

(oxazolines) and poly(ethyleneimines)) and hydrophobic

dendrigrafts (e.g., polystyrenes) were reported in these

early works. These first methodologies involved the itera-

tive grafting of oligomeric reagents derived from living

polymerization processes in various iterative graft-on-graft
strategies. By analogy to dendrimers, each iterative grafting

step is referred to as a generation. An important feature

of this approach is that branch densities, as well as the size

of the grafted branches can be varied independently for each

generation. Furthermore, by initiating these iterative

grafting steps from a point-like core versus a linear core it

is possible to produce spheroidal and cylindrical dendri-

grafts, respectively. Depending on the graft densities and

molecular weights of the grafted branches, ultrahigh

molecular-weight dendrigrafts (e.g., Mw > 104 kDa) can

be obtained at very low generation levels (e.g., G ¼ 3).

Dramatic molecular-weight enhancements vis-à-vis other

dendrimer propagation methodologies are possible using

dendrigraft techniques [66]. Further elaboration of these

dendrigraft principles allowed the synthesis of a variety of

core–shell-type dendrigrafts, in which elemental compos-

ition as well as the hydrophobic or hydrophilic character of

the core were controlled independently [65].
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In general, the above methodologies have involved con-

vergent-type grafting principles, wherein preformed, react-

ive oligomers are grafted onto successive branched

precursors to produce semicontrolled structures. Compared

to dendrimers, dendrigraft structures are less controlled

since grafting may occur along the entire length of each

generational branch, and the exact branching densities are

somewhat arbitrary and difficult to control. More recently,

both Gnanou [67,68] and Hedrick [69,70] have developed

approaches to dendrigrafts that mimic dendrimer topologies

by confining the graft sites to the branch termini for each

generation. These methods involve so-called graft from

techniques, and allow better control of branching topologies

and densities as a function of generation. Topologies pro-

duced by these methods are reminiscent of the dendrimer

architecture. Since the branch-cell arms are derived from

oligomeric segments, they are referred to as polymeric den-

drimers [10,69,70]. These more flexible and extended struc-

tures exhibit unique and different properties as compared to

the more compact traditional dendrimers. Fréchet, Hawker,

and coworkers [71] have utilized the techniques of living

polymerization and a staged polymerization process—in

which latent polymerization sites are incorporated within

growing chains—to produce dendrigrafts of mixed compos-

ition and narrow polydispersity.

Another exciting development has been the emerging

role that dendritic architecture is playing in the pro-

duction of commodity polymers. A recent report by

Guan et al. [12] has shown that ethylene polymerizes to

dendrigraft-poly ethylene at low pressures in contrast

to high-pressure conditions, which produce only branched

topologies. This occurs when using late-transition metal or

Brookhart catalysts. Furthermore, these authors also state that

small amounts of dendrigraft-poly(ethylene) architecture

may be expected from analogous early-transition-metal

metallocene catalysts.

Dendrons and Dendrimers

Dendrons and dendrimers are the most intensely investi-

gated subset of dendritic polymers. In the past decade, over

6,000 literature references have appeared dealing with this

unique class of structure-controlled polymers. The word

dendrimer is derived from the Greek words dendri- (tree

branch-like) and meros (part of), and was coined by Tomalia

et al. about 20 years ago in the first full paper on poly

(amidoamine) (PAMAM) dendrimers [47,72]. Since this

early disclosure, over 100 dendrimer compositions (fam-

ilies) and 1,000 dendrimer surface modifications have

been reported. The two most widely studied dendrimer

families are the Fréchet-type polyether compositions and

the Tomalia-type PAMAM dendrimers. PAMAM dendri-

mers constitute the first dendrimer family to be commercial-

ized, and represent the most extensively characterized and

best-understood series at this time [46].

In view of the vast amount of literature in this field, the

remaining overview will focus on PAMAM dendrimers. Its

scope will be limited to a discussion of their critical prop-

erties and unique quantized nanomodule features that make

these materials very suitable for nanoscale synthesis and

manipulations.

Dendrimer Synthesis: Divergent and Convergent Methods

In contrast to traditional polymers, dendrimers are unique

core–shell structures possessing three basic architectural

components: a core (I), an interior of shells (generations)

consisting of repeating branch-cell units (II), and terminal

functional groups (the outer shell or periphery) (III).

In general, dendrimer synthesis involves divergent or con-

vergent hierarchical assembly strategies that require the

construction components shown in Scheme 42.3. Within

each of these major approaches there may be variations

in methodology for branch-cell construction or dendron

construction. Many of these issues, together with experi-

mental laboratory procedures, have been reviewed else-

where [73–75].

PAMAM dendrimers are synthesized by the divergent ap-

proach. This methodology involves in situ branch-cell con-

struction in stepwise, iterative stages around a desired core to

produce mathematically defined core–shell structures. Typ-

ically, ethylenediamine [core multiplicity (Nc) ¼ 4], ammo-

nia (Nc ¼ 3), or cystamine (Nc ¼ 4) may be used as cores and

allowed to undergo reiterative, two-step reaction sequences.

These sequences consist of: (a) an exhaustive alkylation of

primary amines (Michael addition) with methyl acrylate and

(b) amidation of amplified ester groups with a large excess of

ethylenediamine to produce primary amine terminal groups

(Scheme 42.4). This first reaction sequence on the exposed

core creates G ¼ 0 (i.e., the core branch cell), wherein the

number of arms (i.e., dendrons) anchored to the core

is determined by Nc. Iteration of the alkylation–amidation

sequence produces an amplification of terminal groups from

1 to 2 with the in situ creation of a branch cell at the anchoring

site of the dendron that constitutes G ¼ 1. Repeating these

iterative sequences (Scheme 42.4) produces additional shells

(generations) of branch cells that amplify mass and terminal

groups according to the mathematical expressions described

in the box (Fig. 42.9). It is apparent that both the core multi-

plicity (Nc) and branch-cell multiplicity (Nb) determine the

precise number of terminal groups (Z) and mass amplification

as a function of generation (G). One may view those gener-

ation sequences as quantized polymerization events. The

assembly of reactive monomers [34,76], branch cells

[42,46,77] or dendrons [46,78,79] around atomic or molecu-

lar cores, to produce dendrimers according to divergent or

convergent dendritic branching principles, has been

well demonstrated. Such systematic filling of molecular

space around cores with branch cells as a function

of generational growth stages (branch-cell shells)—to
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SCHEME 42.3. Hierarchical assemble scheme illustrating the options for constructing dendrimers by either divergent or conver-
gent synthetic strategies.

Core

H2N(CH2)2S2S(CH2)2NH2
N

N

N

N

N

N

N

N

N

N

N

N

N

H2N

H2N

H2N

H2N

H2N

H2N

H2N
H2N

H2N

H2N

H2N

H2N

H2N

H2NH
H2N

H2N

Gen 3 7

NH2

NH2
NH2

NH2

NH2
NH2

NH2

NH2

NH2

NH2

NH2

NH2

NH2

NH2

CO2Me(a)

(b)

Gen 0

(a) then (b)

Gen 1
Gen 2

(a) then (b)

N NN N

N

N

N

N

N

SCHEME 42.4. Divergent synthesis of [cystamine] dendri-PAMAM dendrimers utilizing the iterative sequence: (a) alkylation with
methyl acrylate, followed by (b) amidation with excess ethylenediamine to produce generations 3–7.

680 / CHAPTER 42



give discrete, quantized bundles of nanoscale mass—has been

shown to be mathematically predictable [14,80,81]. Predicted

molecular weights have been confirmed by mass spectrometry

[82–85] and other analytical methods [42,78,86,87]. Predicted

numbers of branch cells, terminal groups (Z), and molecular

weights as a function of generation for a cystamine-core

(Nc ¼ 4) PAMAM dendrimer are shown in Fig. 42.10.

It should be noted that the molecular weights approximately

double as one progresses from one generation to the next.

The surface groups (Z) and branch cells (BC) amplify

mathematically according to a power function, thus producing

discrete, monodispersed structures with precise molecular

weights and a nanoscale diameter enhancement as described

in Fig. 42.10. These predicted values are routinely verified by

mass spectrometry for the earlier generations (i.e., G ¼ 4---5);

however, with divergent dendrimers, minor mass defects are

often observed for higher generations as congestion-induced

de Gennes dense packing begins to take effect [42,88].

Dendrimer Features of Interest to Nanoscientists

Dendrimers may be thought of as unique nanoscale

devices [16,89]. Each architectural component manifests a

specific function while at the same time defining properties

for these nanostructures as they are grown generation by

generation. For example, the core may be thought of as the

molecular information center from which size, shape, dir-
ectionality, and multiplicity are expressed via the covalent

connectivity to the outer shells. Within the interior, one

finds the branch-cell amplification region, which defines

the type and amount of interior void space that may be

enclosed by the terminal groups as the dendrimer is grown.

Branch-cell multiplicity (Nb) determines the density and

degree of amplification as an exponential function of gen-

eration (G). The interior composition and amount of solvent

filled void space determines the extent and nature of guest–

host (endoreceptor) properties that are possible with a par-

ticular dendrimer family and generation. Finally, the surface

consists of reactive or passive terminal groups that may

perform several functions. With appropriate function, they

serve as a template polymerization region as each generation

is amplified and covalently attached to the precursor gener-

ation. Secondly, the surface groups may function as passive

or reactive gates controlling control entry or departure of

guest molecules from the dendrimer interior. These three

architectural components essentially determine the physico-

chemical properties, as well as the overall sizes, shapes, and

flexibility of dendrimers. It is important to note that dendri-

mer diameters increase linearly as a function of shells or

generations added; whereas, the terminal functional groups

increase exponentially as a function of generation. This

dilemma enhances ‘‘tethered congestion’’ of the anchored

dendrons, as a function of generation, due to the steric

crowding of the end groups. As a consequence, lower gen-

erations are generally open, floppy structures; whereas,

higher generations become robust, less deformable spher-

oids, ellipsoids or cylinders depending on the shape and

directionality of the core (Fig. 42.11).

Dendrimer Shape Changes

As illustrated in Fig. 42.12, dendrimers undergo ‘‘con-

gestion induced’’ molecular shape changes from flat, floppy

conformations to robust spheroids as first predicted by

Goddard et al. [76]. Shape change transitions were subse-

quently confirmed by extensive photophysical measure-

ments, pioneered by Turro et al. [90–93] and solvatochromic

measurements by Hawker, Wooley, and Fréchet [94]. De-

pending upon the accumulative core and branch-cell multi-

plicities of the dendrimer family under consideration, these

transitions were found to occur between G ¼ 3 and G ¼ 5.

Ammonia core, PAMAM dendrimers (Nc ¼ 3, Nb ¼ 2)

exhibited a molecular morphogenesis break at G ¼ 4:5;

whereas, the ethylenediamine (EDA) PAMAM dendrimer

family (Nc ¼ 4, Nb ¼ 2) manifested a shape change break

around G ¼ 3---4 [76] and the Fréchet-type convergent den-

drons (Nb ¼ 2) around G ¼ 4 [94]. It is readily apparent that

increasing the core multiplicity to Nc ¼ 4 accelerates conges-

tion and forces a shape change at least one generation earlier.

Beyond these generational transitions, one can visualize these

dendrimeric shapes as nearly spheroidal or slightly ellipsoidal

core–shell type architecture.

Surface group
amplification per 

generation
Z = N cN b

G

G

Number of
covalent bonds 
per generation 

Number of
surface
groups  

Number of 
branch
cells

Molecular
weights

BC  = Nc
N b

N b � 1

G�1

N b

N b � 1

G�1

=

M W  = M c + N c M RU + M tN  b

FIGURE 42.9. Mathematical expressions for calculating the theoretical number of surface groups (Z), branch cells (BC) and
molecular weights (MW) as a function of generation, Nc ¼ core multiplicities and Nb ¼ branch cell multiplicity.
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De Gennes Dense Packing

As a consequence of the excluded volume associated with

the core, interior, and surface branch cells, steric congestion

is expected to occur due to tethered connectivity to the core.

Furthermore, the number of dendrimer surface groups, Z,

amplifies with each subsequent generation (G). This occurs

according to geometric branching laws, which are related to

core multiplicity, (Nc) and branch-cell multiplicity (Nb).

These values are defined by the following equation:

Z ¼ NcNG
b :

Since the radii of the dendrimers increase in a linear manner

as a function of G, whereas, the surface cells amplify

according to NcNG
b , it is implicit from this equation that

generational reiteration of branch cells ultimately will lead

to a so-called ‘‘dense-packed state.’’

As early as 1983, de Gennes and Hervet [95] proposed

a simple equation derived from fundamental principles, to

predict the dense-packed generation, for Tomalia-type

PAMAM dendrimers. It was predicted that at this generation

ideal branching can no longer occur since available surface

space becomes too limited for the mathematically predicted

number of surface cells to occupy. This produces a

‘‘closed geometric structure.’’ The surface is ‘‘crowded’’

with exterior groups, which although potentially chemically

reactive, are sterically prohibited from participating in ideal

dendrimer growth.

This ‘‘critical packing state’’ does not preclude further

dendrimer growth beyond this point in the genealogical

history of the dendrimer preparation. On the contrary, al-

though continuation of dendrimer step-growth beyond the

dense-packed state cannot yield structurally ideal, next gen-

eration dendrimer, it can nevertheless occur, as indicated by

further increases in the molecular weight of the resulting

products. Predictions by de Gennes [95] suggested that the

Tomalia-type PAMAM dendrimer series should reach a crit-

ical packing state at generations 9–10. Experimentally, we

observed a moderate molecular weight deviation from pre-

dicted ideal values beginning at generation 4–7. This digres-

sion became very significant at generation 7–8 as dendrimer

growth was continued to generations 12 [96]. The products

thus obtained are of ‘‘imperfect’’ structure because of the

inability of all surface groups to undergo further reaction.

Presumably a fraction of these surface groups remain

trapped under the surface of the newly formed dendrimer

Gen Molecular formula MW

Hydrodynamic
diameter

(nm)

C24H52N10O4S2

C64H132N26O12S2

C144H292N58O28S2

C304H612N122O60S2
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C1264H2532N506O252S2

C2544H5092N1018O508S2

C5104H10212N2042O1020S2
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FIGURE 42.10. Approximate hydrodynamic diameters (Gen ¼ 0�7) based on gel electrophoretic comparison with the corre-
sponding [ethylenediamine core]-PAMAM dendrimers.
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FIGURE 42.11. Three-dimensional projection of dendrimer core-shell architecture for G ¼ 4:5 poly(amidoamine) (PAMAM)
dendrimer with principal architectural components (I) core, (II) interior and (III) surface.
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shell, yielding a unique architecture possessing two types of

terminal groups. This new surface group population

will consist of both those that are accessible to subsequent

reiteration reagents and those that will be sterically

screened. The total number of these groups will not, how-

ever, correspond to the predictions of the mathematical

branching law, but will fall between that value, which

was mathematically predicted for the next generations

(i.e., G þ 1), and that expected for the precursor generation

(G). Thus, a mass defective dendrimer ‘‘generation’’ is

formed.

Dendrimer surface congestion can be appraised math-

ematically as a function of generation, from the following

simple relationship:

Az ¼
AD

NZ
a

r2

NcNG
b

where Az is the surface area per terminal group Z, AD the

dendrimer surface area, and Nz the number of surface groups

Z per generation. This relationship predicts that at higher

generations G, the surface area per Z group becomes in-

creasingly smaller and experimentally approaches the cross-

sectional area or van der Waals dimension of the surface

groups Z. The generation G thus reached is referred to as the

‘‘de Gennes’’ dense-packed generation. Ideal dendritic

growth without branch defects is possible only for those

generations preceding this dense-packed state. This critical

dendrimer property gives rise to self-limiting dendrimer

dimensions, which are a function of the branch-cell segment

length (I), the core multiplicity Nc, the branch-cell juncture

multiplicity Nb, and the steric dimensions of the terminal

group Z. Whereas, the dendrimer radius r in the above

expression is dependent on the branch-cell segment lengths

l, large l values delay this congestion. On the other hand,

larger Nc, Nb values and larger Z dimensions dramatically

hasten it.

Additional physical evidence supporting the anticipated

development of congestion as a function of generation is

shown in the composite comparison in Fig. 42.13. Plots of

intrinsic viscosity [h], density z, surface area per Z group

(Az), and refractive index n as a function of generation

clearly show maxima or minima at generations ¼ 3–5,

paralleling computer-assisted molecular-simulation predic-

tions [76] as well as extensive photochemical probe experi-

ments reported by Turro et al. [90–93].

The intrinsic viscosities [h] is expected to increase in a

very classical fashion as a function of molar mass (gener-

ation) but should decline beyond a certain generation be-

cause of a change from an extended to a globular shape [42].

In effect, once this critical generation is reached, the den-

drimer begins to act more like an Einstein spheroid. The

intrinsic viscosity is a physical property that is expressed in

dL/g—the ratio of a volume to a mass. As the generation
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FIGURE 42.12. Periodic properties of PAMAM dendrimers as a function of generation. Various chemophysical dendrimer
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number increases and transition to a spherical shape takes

place, the volume of the spherical dendrimer roughly in-

creases in cubic fashion while its mass increases exponen-

tially, hence the value of [h] must decrease once a certain

generation is reached. This prediction has now been con-

firmed experimentally [97].

The dendrimer density z (atomic mass units per unit

volume) clearly minimizes between generations 4 and 5,

then begins to increase as a function of generation due to

the increasingly larger, exponential accumulation of surface

groups. Since refractive indices are directly related to dens-

ity parameters, their values minimize and parallel the above

density relationship.

Clearly, this de Gennes dense packed congestion would

be expected to contribute to (a) sterically inhibited reaction

rates and (b) sterically induced stoichiometry [42]. Each of

these effects was observed experimentally at higher gener-

ations. The latter would be expected to induce dendrimer

mass defects at higher generations which we have used as a

diagnostic signature for appraising the ‘‘de Gennes dense

packing’’ effect. These issues have been reviewed exten-

sively elsewhere [36,46].

42.3.4 New Properties Driven by the Dendritic State

Throughout much of the early growth and evolution of

polymer science, the quest for new properties was focused

primarily on the two traditional architectures that defined

thermoplastic (linear) and thermoset (cross-linked polymers).

Within each of these areas, there was intense activity to

evaluate and optimize certain critical parameters. These

parameters included various macromolecular chemical

compositions, copolymer compositions, molecular weight

effects, molecular weight distributions, and cross-link

densities, just to mention a few. Relatively little attention

was given to the influence of architecture until the 1970s and

1980s. During that time, the first stirring of interest began

concerning the influence of long chain branching on polymer

properties [10]. Significant activity ensued thereafter, as it

became apparent that single site metallocene/Brookhart

catalysts were producing unique poly(olefin) families with

completely new, commercially valuable properties [12,13].

It is now recognized that both branched and dendritic archi-

tecture, in addition to molecular weight control, are key

parameters influencing these new properties. These success-

ful commercial developments, together with the rapid evo-

lution of many new synthetic strategies to branched and

dendritic architectures, have intensified the interest that

macromolecular architecture may offer for the discovery of

new properties.

Comparison of Traditional Linear Polymer and Dendritic
Polymer Properties

The affect of architecture on small molecular properties

has been recognized since the historical Berzelius (1832)

discovery that defined the following premise: substances of
identical compositions but different architectures—‘‘skel-
etal isomers’’—will differ in one or more properties [98].

These effects are very apparent when comparing the fuel

combustion benefits of certain isomeric octanes or the dra-

matic property differences observed in the three architec-

tural isomers of carbon; namely: graphite, diamond, and

buckminsterfullerene (Fig. 42.3).

Similar patterns of property differentiation are clearly

recognized at the macromolecular level. For example, dra-

matic changes in physical and chemical properties are

observed by simply converting a linear topology of common

Surface area/head group (Z )

Intrinsic viscosity (h)

Density (d )

Refractive index

G    = 0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0

PAMAM dendrimer generation

FIGURE 42.13. Comparison of surface area/head group (Z ), refractive index, density (d ) and intrinsic viscosity (h) as a function
of generation: G ¼ 1�9. (Reproduced from [88] with permission of J. Wiley & Sons.)
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composition to a cross-linked architecture. In traditional

macromolecular science, these issues were considered ap-

parent and obvious. However, as novel architectures

emerged, new architecture–property relationships have not

been so clearly articulated and exploited. Prompted by the

synthetic accessibility of many new polymeric architectures

based on common compositional monomers (i.e., branch-

cell monomers), this perspective was more clearly defined

as early as 1994 in experiments by Fréchet and coworkers

aimed at determining the influence of shape on the reactivity

and physical properties of a series of comparable macromol-

ecules including a dendrimer, a random hyperbranched poly-

mer, and a linear aromatic polyesters all obtained from

analogous building blocks [99]. This work clearly demon-

strated the very significant shape-related changes in chem-

ical reactivity as well as solubility that exist for polymers

possessing the same average molecular weight and compos-

ition but differ only in their architecture and polydispersity.

Following this report Tomalia introduced in 1996 the

concept of ‘‘macromolecular (architectural) isomerism.’’

Simply stated—‘‘macromolecular substances derived in the

same proportions from the same monomer compositions, but

in different architectural (configurations) will be expected

to manifest different chemo/physical properties’’ [100,101].

This hypothesis proposed a unique strategy for obtaining new

polymeric properties by simply converting cost-effective

traditional monomers into new macromolecular topologies

(architectures). In 1997 Hawker et al. [102] provided the

ultimate validation of this concept by preparing exact, size

monodisperse, linear, and dendritic polyethers analogs with

the same composition. Their study revealed significant phys-

ical property differences between the two ‘‘architectural

isomers’’ confirming the earlier work of Fréchet and

coworkers [99]. Most notable were substantially smaller

hydrodynamic volumes (i.e., 40% smaller), as well as

amorphous character (i.e., significantly more solvent sol-

uble) for the dendritic isomers compared to the linear analog.

Parallel studies on Tomalia type PAMAM dendrimers,

the Fréchet type poly(ether)dendrons, and other dendrimer

families have generated an extensive list of unique proper-

ties driven by the ‘‘dendritic state.’’ Figure 42.14 compares

several significant physical property differences between

the linear and dendritic topologies related to conformations,

crystallinity, solubilities, intrinsic viscosities, entanglement,

diffusion/mobility, and electronic conductivity.

In contrast to linear polymers, that obey the Mark–-

Houwink–Sakurada equation, the intrinsic viscosities of

dendrimers do not increase continuously with molecular

weight, but reach a maximum at a certain dendrimer gener-

ation. These maxima were predicted by Tomalia et al. for

poly(amidoamine) dendrimers [42] and later measured for

poly(arylethers) [97], as well as for poly(propyleneimine)

dendrimers [103], thus indicating they were not composition

dependent. This property is presumably due to the fact that

the dendrimer structure becomes spherical at a specific

generation level due to tethered congestion , hence its vol-

ume grows by a first approximation as n3, whereas, mass

grows as 2n (where n ¼ generation number). Since the

intrinsic viscosity [h] is expressed in volume per mass, the

quotient of the foregoing volumes and mass functions is

indeed expected to display a maximum. A study of the

melt viscosity of convergently grown Fréchet-type poly-

ether dendrimers [61] also demonstrated this unique behav-

ior, quite unlike that of comparable linear polymers. It is

clear that the lack of entanglement of globular dendrimers—

another attribute of the dendritic state—is largely respon-

sible for the most unusual dendritic melt viscosity behavior

[61,104,105].
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FIGURE 42.14. Comparison of properties for (I) linear and (IV) dendritic architecture. (Reproduced from [88] with permission of
J. Wiley & Sons.)
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Fréchet [43,106] was the first to compare viscosity

parameters for (A) linear topologies, as well as (B) random

hyperbranched polymers and (C) dendrimers. More re-

cently, we reported such parameters for (D) dendrigraft

polymers [105] as shown in Fig. 42.15. It is clear that all

three dendritic topologies behave differently than the linear

architecture. There is, however, a continuum of behavior;

wherein, random hyperbranched polymers behave most

nearly like the linear systems. Dendrigrafts exhibit inter-

mediary behavior; whereas, dendrimers show a completely

different relationship as a function of molecular weight.

Important physical property subtleties were noted within

the dendrimer subset. For example, dendrimers possessing

asymmetrical branch cells (i.e., Denkewalter type) exhibit a

constant density versus generation relationship (Fig. 42.20).

This is in sharp contrast to symmetrical branch-cell dendri-

mers (Tomalia-type PAMAM) that exhibit a minimum in

density between G ¼ 4 and G ¼ 7 (NH3 core) [42,76]. This

is a transition pattern that is consistent with the observed

development of ‘‘container properties’’ described in Fig.

42.16.

Finally, other unique features offered by the ‘‘dendritic

state,’’ that appear to have no equivalency in the linear

topologies, and are found almost exclusively in the den-

dron/dendrimer subset include the following; (a) nearly
complete monodispersity, (b) the ability to control unimole-
cular nanoscale container/scaffolding properties, (c) expo-
nential amplification of terminal functional groups, and (d)
persistent nanoscale dimensions/shape as a function of mo-

lecular weight (generation). These features are captured to

some degree with dendrigraft polymers, but are either absent

or present to a minor extent in random hyperbranched poly-

mers.

Monodispersity

The monodispersed nature of dendrimers has been veri-

fied extensively by mass spectroscopy, size exclusion chro-

matography, gel electrophoresis, and electron microscopy

(TEM). As is always the case, the level of monodispersity is

determined by the skill of the synthetic chemist, as well as

the isolation/purification methods utilized.

In general, convergent methods produce the most nearly

isomolecular dendrimers. This is because the convergent

growth process allows purification at each step of the syn-

thesis and therefore no cumulative effects of failed coup-

lings are found. Appropriately purified convergent

dendrimers are probably the most precise synthetic macro-

molecules that exist today.

As discussed earlier, mass spectroscopy has shown that

PAMAM dendrimers produced by the ‘‘divergent method’’

are very monodisperse and have masses consistent with

predicted values for the earlier generations (i.e., G ¼ 0---5).

Even at higher generations, as one enters the de Gennes

dense packed region, the molecular weight distributions

remain very narrow (i.e., 1.05) and consistent in spite of

the fact that experimental masses deviate substantially form

predicted theoretical values. Presumably, de Gennes dense

packing produces a very regular and dependable effect that

is manifested in the narrow molecular weight distribution.

Unimolecular Nanoscale Container/ Scaffolding
Properties

Unimolecular container/scaffolding behavior appears to

be a periodic property that is specific to each dendrimer

family or series. These properties will be determined by the

size, shape, and multiplicity of the construction components

that are used for the core, interior, and surface of the

dendrimer. Higher multiplicity components and those that

contribute to ‘‘tethered congestion’’ will hasten the devel-

opment of ‘‘container properties’’ or rigid surface scaffold-

ing as a function of generation. Within the PAMAM

dendrimer family, these periodic properties are generally

manifested in three phases as shown in Fig. 42.12.

The earlier generations (i.e., G ¼ 0---3) exhibit no

well-defined interior characteristics; whereas, interior de-

velopment related to geometric closure is observed for the

intermediate generations (i.e., G ¼ 4---7). Accessibility and

departure form the interior is determined by the ‘‘size and

(A) Linear

(B) Hyperbranched

(C) Dendrimer

(D) Dendrigrafts

3.0 Log M

Log [h]

5.0

FIGURE 42.15. Comparison of intrinsic viscosities (log (h)) versus molecular weight (log M ) for (A) linear, (B) random hyper-
branched, (C) dendrimers, and (D) dendrigraft topologies. (Reproduced from [88] with permission of J. Wiley & Sons.)
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gating properties’’ of the surface groups. At higher gener-

ations (i.e., G ¼>7) where de Gennes dense packing is

severe, rigid scaffolding properties are observed, allowing

relatively little access to the interior except for very small

guest molecules. The site-isolation and encapsulation prop-

erties of dendrimers have been reviewed recently by Hecht

and Fréchet [41].

Amplification of Terminal Surface Groups

Dendrimers within a generational series can be expected

to present their terminal groups in at least three different

modes, namely: flexible, semiflexible, or rigid functiona-
lized scaffolding. Based on mathematically defined den-

dritic branching rules (i.e., Z ¼ NcNG
b ) the various surface

presentations are expected to become more congested and

rigid as a function of generation level. It is implicit that this

surface amplification can be designed to control gating

properties associated with unimolecular container develop-

ment. Furthermore, dendrimers may be viewed as versatile,

nanosized objects that can be surface functionalized with

a vast array of features (Fig. 42.17). The ability to control

and engineer these parameters provides an endless list of

possibilities for utilizing dendrimers as modules for the

design of nanodevices [81,107]. Recent publications have

begun to focus on this area [41,108–113].

Persistent Nanoscale Shapes and Dimensions

In view of the extraordinary structure control and nanos-

cale dimensions observed for dendrimers, it is not surprising

to find extensive interest in their use as globular protein

mimics. Based on their systematic, dimensional length scal-

ing properties (Fig. 20.18) and electrophoretic/hydro-

dynamic behavior [86], they are sometimes referred to as

artificial proteins. These fundamental properties have in

fact led to their commercial use as globular protein replace-

ments for gene therapy [114] and immunodiagnostics [115–

118]. Substantial effort has been focused recently on the use

of dendrimers for ‘‘site isolation’’ mimicry of proteins [41],

enzyme-like catalysis [119], as well as other biomimetic

applications [79,120].

42.4 DENDRITIC STRUCTURES AS

INTERMEDIARY ARCHITECTURES

BETWEEN THERMOPLASTICS AND

THERMOSETS

The first two major domains defined in polymer science

were associated with certain distinguishing properties and

architecture. One domain included linear, random coil

thermoplastic polymers such as poly(styrenes) or poly(acry-

lates). These architectures were characterized as one-dimen-

sional chains possessing two terminal groups per molecule,

specific molecular weight distributions, reasonable solvent

solubility, melt flow characteristics, chain entanglements

consisting of inter- and intramolecular knots and loops,

mobility via snakelike reptation, and they exhibited

expanded, large molecular volumes when immersed

in ‘‘good solvents.’’ The second domain of ‘‘thermoset

polymers’’ included cross-linked architectures such as vul-

canized rubber, epoxies, and melamine resins all of which

Denkewalter
(unsymmetrical) branch
cell dendrimers

Tomalia (PAMAM)
(symmetrical) branch
cell dendrimers 
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FIGURE 42.16. Comparison of densities as a function of generation for (A) assymetrical branch cell in Denkewalter-type
dendrimers, (B) symmetrical branch cell in Tomalia-type dendrimers ([densities calculated from experimental hydrodrynamic
diameters and theoretical, D.A. Tomalia, M. Hall, D.M. Hedstrand, J. Am. Chem. Soc., 109, 1601 (1987)]. (Reproduced from [88]
with permission of J. Wiley & Sons.)
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were recognized as insoluble macromolecules. They exhib-

ited rubber-like elasticity, and no melt flow features, yet

they were semipermeable and susceptible to diffusion and

pronounced swelling in certain solvents.

It is now recognized that a continuum of architecture and

properties, beginning with the classical branched polymers,

resides between these two classes. Typical branched struc-

tures such as starch or high pressures polyethylene are

characterized by more than two terminal groups per mol-

ecule, possessing substantially smaller hydrodynamic vol-

umes and different intrinsic viscosities compared to linear

polymers, yet they often exhibit unexpected segmental ex-

pansion near the ‘‘theta state.’’

Completing this continuum, we may now focus on the

intermediary role that (Class IV) dendritic polymers play

both in architecture and properties as penultimate thermo-

splastic precursors to (Class II), cross-linked thermoset

systems. Within the realm of traditional architectures,

branched (Class III) and random hyperbranched structures

Class (IVa) may be viewed as penultimate statistical

precursors residing between thermoplastic structures

and thermoset architectures as illustrated in Fig. 42.19

[121,122]. The dendritic state may be visualized as advance-

ment from a lower order (i.e., Class I–III) to a somewhat

higher level of structural complexity [123]. Recent devel-

opments now demonstrate that certain dendritic subsets

are manifestations of higher level structural control. In con-

trast to random hyperbranched polymers, the dendrimer

subset, and to a lesser extent, the dendrigraft subset, repre-

sent a unique combination of high complexity with extraor-

dinary structure control. As such, covalent bridging or

crosslinking of these preformed modules would be expected

to give rise to a completely new class (V) of more ordered

complexity. Examples of this new architecture have been

synthesized and these new topologies are referred to as

‘‘megamers.’’

42.4.1 Megamers—A New Class of Regio-Specifically

Cross-linked Dendrimers

In the first full paper published on dendritic polymers

[47], dendrimers were defined as ‘‘reactive, structure-

controlled macromolecular building blocks.’’ It was pro-

posed that they could be used as repeat units for the

construction of a new class of topological macromolecules

referred to as ‘‘starburst polymers.’’ Although there is in-

tense activity in the field of dendrimer science, there are

relatively few references focused on this specific concept

[34,80,81,96]. Meanwhile, the term ‘‘starburst’’ has been

claimed as a registered trademark of the Dow Chemical

Company and recently assigned to Dendritic NanoTechnol-

ogies, Inc. In view of these events, the generic term, ‘‘mega-

mer’’ has been proposed to describe those new architectures

that are derived from the combination of two or more den-

drimer molecules (see Figs. 42.19 and 42.20) [96,124].

Examples of both statistical, as well as structure-controlled

megamer assemblies have been reported and reviewed

recently [96,124]. Covalent oligomeric assemblies of

dendrimers (i.e., dimers, trimers, etc.) are well-documented

examples of low molecular-weight megamers. Statistical

megamer assemblies have been reported as both supr-
amacromolecular [109,110] and supermacromolecular
(covalent) topologies. Many reports on the supramac-

romolecular self-assembly of these structures leading to den-

drimeric clusters and monolayers are prime examples of
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supramacromolecular megamers. Simple, low DP covalent

dendrimeric oligomers such as ‘‘[dendrimer]n’’ where

n ¼ 2---10, and dendrimeric gels for which n > 10 represent

a continuum of statistical covalent megamers that are

possible.

Both randomly assembled megamers [124], as well as

structure-controlled megamers [124–126] have been dem-

onstrated. Recently, new mathematically defined megamers

(dendrimer clusters) or core–shell tecto(dendrimers) have

been reported [35,125–127]. The principles of these struc-

ture-controlled megamer syntheses mimic those used for the

core–shell construction of dendrimers. First, a megamer

core reagent (usually a spheroid) is selected. Next, a limited

amount of this reactive core reagent is combined with an

excess of a megamer shell reagent. The objective is to

completely saturate the target spheroid core surface with

covalently bonded spheroidal shell reagent. Since the diam-

eters of the megamer core and shell reagents are very well

defined, it is possible to predict mathematically the number

of megamer shell molecules required to saturate a targeted

core dendrimer [89,128,129].

It appears that structure-controlled complexity beyond
dendrimers is now possible. The demonstrated structure

control within the dendrimer modules, and now the ability

to mathematically predict and synthesize precise assemblies

of these modules, provide a broad concept for the systematic

construction of nanostructures with dimensions that could

span the entire nanoscale region (Fig. 42.20) [16,89].

42.5 CONCLUSIONS

Dendritic polymers are expected to play a key role as

enabling building blocks for nanotechnology during the

21st century, just as the first three traditional architectural

classes of synthetic polymers have so successfully fulfilled

critical material and functional needs in the plastics age

during the past half century. The controlled shape, size,
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and differentiated functionality of dendrimers; their ability

to provide both isotropic and anisotropic assemblies; their

compatibility with many other nanoscale building blocks

such as DNA, metal nanocrystals, and nanotubes; their

potential for ordered self-assembly; their ability to combine

both organic and inorganic components; and their propen-

sity to either encapsulate or be engineered into unimolecular

functional devices make dendrimers uniquely versatile

amongst existing nanoscale building blocks and materials.

Dendritic polymers, especially dendrons and dendrimers,

are expected to fulfill an important role as fundamental

modules for nanoscale synthesis. It is from this perspective

that it is appropriate to be optimistic about the future of this

new major polymer class, the dendritic state [16,130].
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ACRONYM, ALTERNATIVE NAME: Inclusion com-

plex, molecular necklace (MN), string of pearls, rotaxane-

type polymer, polymeric rotaxane.

CLASS: Mechanically-linked, threaded polymers.

STRUCTURES: Varied, see specific examples below.

MAJOR APPLICATIONS: Curing of polymers, viscos-

ity control, increase of crosslinking density, drug delivery,

metal complexation, biodegradable materials, nanoelectro-

nic devices.

PROPERTIES OF SPECIAL INTEREST: Stable

under ambient conditions; controlled variation of physical

properties compared with the reference polymer.

A variety of polyrotaxane structures can be envisioned, as

shown in Scheme 1 [1–3]. True rotaxanes polymers possess

bulky groups at the ends of the linear species or along the

backbone to prevent diffusive loss of the ring component.

However, it has been shown that main chain polypseudo-

rotaxanes dethread extremely slowly due to random coiling

of the backbones [4,5], so that the distinction between pseu-

dorotaxane and rotaxane polymers of the main chain type is

somewhat blurred for these systems. Main chain polyrotax-

anes are the most common type, although all of the other

types shown in Fig. 43.1 have been synthesized.

A main chain polyrotaxane, a mechanically interlocked

structure that can be considered as a string of pearls, in which

the strand is the polymer backbone and the pearls are the

cyclic species threaded onto the strand. The backbone poly-

mer can be a polyester, polyamide, poly(ethylene oxide), or

virtually any linear polymer. The cyclic species are typically

crown ethers, cyclodextrins (CDs), cucurbiturils, and calix-

arenes. Polyrotaxanes can be made by two different methods:

statistical threading or via the template approach (enthalpi-

cally driven). The statistical approach utilizes le Chatelier’s

principle with an excess macrocycle during the polymeriza-

tion. The template approach is driven by attractive inter-

actions of the macrocyclic species with either the monomer

or the polymer, depending on whether threading takes place

during polymerization or starting with a preformed polymer;

both approaches have been successfully applied.

Because of the formation of the mechanically interlocked

structure, polyrotaxanes have different physical properties,

such as solubility, thermostability, photoelectronic proper-

ties, viscosity, and phase behavior, compared with simple

reference (nonpolyrotaxanated) polymers.

Usually the solubilities of polyrotaxanes are very differ-

ent from their components. Because of the hydrophilic,

high polarity nature of the exterior of the CDs, many CD-

based polypseudorotaxanes and polyrotaxanes are soluble in

water and some polar solvents though their parent polymers

are hydrophobic or nonpolar [6–9]. The solubility of crown

ether-based polyrotaxanes in methanol and/or water was

improved because of the hydrogen bonding between the

crown ethers and solvents [5,10,11] or the hydrogen bond-

ing between the crown ethers and the polymer backbone [4].

Even if there are strong attractive forces between their

components, dethreading still can happen in some polypseu-

dorotaxanes when a salt or competitive solvent is added or

the temperature increases [1–3].

Yui’s group found the thermal stability of their bio-

degradable polyrotaxane was better than that of the separate

components, poly(e-lysine) and a-cyclodextrin [12,13]. In

some crown ether based systems, as shown below, thermal

stability decreases because of the lability of the cyclic

components.

A series of polyrotaxanes as light-harvesting antennae

models was constructed by Ueno and coworkers [14].

These polyrotaxanes consist of various ratios of a-CD and

naphthalene-appended a-CD threaded by a PEG chain bear-

ing anthracene moieties at each end. Here naphthalene and

anthracene moieties act as energy donor and energy ac-

ceptor, respectively. It was found that the antenna effect

becomes more marked with increasing number of naphtha-
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lene-appended a-CD units in the polyrotaxanes, but energy

transfer efficiency decreased.

The threading of cyclic components onto the polymer

backbone has an important influence on the solution viscos-

ity and melt viscosity. Up to now it has been found that this

influence depends on the nature of the cyclic components

and the polymer backbone, the value of mole ratio of cyclic

species per repeat unit (m/n), and the types of solvents

[5,15–19].

A glass transition temperature (Tg) is the temperature at

which a polymer undergoes a conversion from a glassy

amorphous state to a rubbery state. A melting point (Tm) is

the temperature at which the physical state of a crystalline

solid changes to the liquid state. Both Tg and Tm changes

result from the threading of cyclic species onto the polymer

backbone; the extent and direction of change depends on the

properties of the cyclic species and the polymer backbone

and their miscibility [1–3,5,11,16,19,21–29]. For example,

Yamamoto’s group found that polyurea-based polyrotax-

anes have higher Tg than the corresponding CD-free poly-

mers [20]. This increase is a result of the decrease of

flexibility of the polymer chain because of the inclusion

of rigid a-CDs onto the polyalkylene part of the backbone.

In contrast, Shen et al. reported decreases in Tg of polyur-

ethane rotaxanes with increased crown ether content due to

the flexible nature of the cyclic components (see Table 43.1)

[4]; moreover, the Fox equation was obeyed [30] (see

below) because of the miscibility of the components through

hydrogen bonding [31].

Presently, there are over 500 literature citations on poly-

rotaxanes, each with its own polymer and cyclic species. It

is impossible to summarize the whole field here due to space

limitations; therefore, as examples of the types of property

changes that can be brought about and controlled by rotax-

ane formation, two polyrotaxane systems from our labs

are presented here: polyurethane-based polyrotaxanes

[4,30–33] (1) (Table 43.1) and polyester-based polyro-

taxanes [5,34,35] (2) (Table 43.2). Polyurethane-based

polyrotaxanes were investigated because polyurethanes are

SCHEME 43.1. Cartoon representations of main chain (top)
and side chain (bottom) polypseudorotaxanes (left) and poly-
rotaxanes (right).
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FIGURE 43.1. Fox plot: inverse glass transition temperature vs. weight fraction crown ether in polyurethane rotaxanes (data from
Table 43.1) [32,33].
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glassy polymers and incorporation of crystalline crown

ethers allows for crystalline domains to form from the

crown ethers upon annealing [32], similar to the block

copolymers derived from glassy and crystalline compon-

ents. Polyesters are highly crystalline and typically do

not exhibit glass transitions; however, polyester-based

polyrotaxanes show Tg’s, dual melting transitions due to

two crystalline phases, the polyester and the crown ether,

and reduced melt viscosities when compared to control

polyesters of similar molecular weights [5,34,35].

b.  = "36C12"

(CH2)8 (CH2)10

O

O

d.  = "48C16" e .  = "60C20"

c .  = "42C14"=  30C10a .  

2
m n

O

O

A noteworthy feature of the polyurethanes of Table 43.1

is that the model polymer, the first entry, is insoluble

in water, dichloromethane and acetone, whereas both

the polyrotaxanes derived from ‘‘36-crown-12’’ and

‘‘60-crown-20’’, 1a and 1d, respectively, are soluble

in these three solvents [32]. The glass transition tem-

peratures of the polyurethane rotaxanes of Table 43.1

obey the Fox equation (see Fig. 43.1); this is due to

the miscibility of the components through hydrogen

bonding [31].

The last four entries of Table 43.1 represent a preformed

polyurethane and polyrotaxanes derived by threading crown

ethers onto it in the melt. Since the backbone molecular

weight is constant, this series allows us to discern the effect

of ‘‘rotaxanation’’ on the intrinsic viscosity. As can be seen

in Fig. 43.2, in fact, the intrinsic viscosity increases linearly

0.0
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FIGURE 43.2. Plot of intrinsic viscosity vs. weight fraction of crown ether for polyurethane rotaxanes made by threading of a
polymer (Mn 16.6 kDa and Mw 58.7 kDa by universal calibration and viscosity detector in NMP at 60 8C) with ‘‘42-crown-14’’ in the
melt at 80 8C (last four entries of Table 43.1) [33].
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with the crown ether content. This is expected, since the

incorporation of the cyclic species increases the hydro-

dynamic volume of the resultant polyrotaxane relative to

the parent polymer.
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44.1 OVERVIEW

Taking inspiration from biopolymers such as proteins and

RNA, foldamer chemists craft such pale imitations as they

can, yet these are very complex molecules by our current

laboratory standards. What inspires us to imitate certain

aspects of biopolymers is that they have behaviors derived

from a simple set of organizing principles: sequence derived

properties, folding that depends on specific interactions with

solvent, the cooperativity in folding that comes from long-

chain molecules and the ability to make large structures from

intermediate domains that are often of one structural type.

To this end, recent attention has focused on creating new

molecular backbones, called foldamers, that also fold into

well-defined structures like helices and sheets [1–13]. The

ability to mimic those aspects of natural systems while using

a fundamentally different backbone continues to provide a

wonderful challenge.

It is well known that nature folds macromolecules like

proteins, RNA, and DNA into defined structures with spe-

cific shape and that these shapes are intimately related to

their function [14–18]. Tremendous research effort has pro-

vided some understanding of how this folding occurs in

proteins. In fact, it is now possible to design, from scratch,

with great success an unnatural protein sequence which will

fold into the predicted secondary structure [19]. However,

many of the fundamental questions of biopolymer folding

are not yet solved. Careful study of foldamers, which can be

designed with more variation than natural biopolymers, can

provide an important perspective on this vital problem.

The more complicated design of tertiary and quaternary

structure in proteins has been attained in some cases. How-

ever, the ability to form hierarchically ordered structures,

or self-assemble folded structural units into well-defined

higher order assemblies, from any non-natural backbone

remains an important unsolved problem. A few preliminary

reports, including work on b-peptides and peptoids, with

structure beyond the helix were reported recently [20–22].

These two backbones represent the more well studied se-

quences of foldamers and so initial reports toward structures

beyond secondary elements can be expected. However,

given more than a decade of foldamer research, little work

toward these higher order structures has been reported.

One of the long-standing goals of foldamer research has

been to mimic the function of biopolymers. While the focus

has been on establishing the principles of folding, there have

been some successes in designing shape-dependent func-

tion. For example, it was recently shown that b-peptides,

peptoids, and simple polymers could capture the antimicro-

bial activity and selectivity of the natural host defense

peptides [23–27]. As foldamer researchers develop more

sophisticated structures, we expect many more examples.

Much of the foundation for foldamer research has been

generated by the physical organic community and has

focused on discrete oligomers. However, progress in fields

like protein structure, enzymology, organic chemistry,
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biophysics, and polymer science all requires a common

knowledge of the structure and function of complex macro-

molecules. As a result, there is much synergy to be gained

through interactions with these various disciplines in which

traditional analytical tools from different fields are applied to

nontraditional problems. In fact, the application of ‘‘folda-

mer principles’’ to synthetic high polymers is beginning

to occur as discussed in the section below entitled ‘‘From

Oligomers to High Polymers’’. Therefore, one of the goals of

this chapter is to introduce foldamers to a wider audience. In

addition, an attempt will be made to illustrate the current

state of the art with specific focus on the chemical backbone,

the use of high polymers, and the dynamics encountered in

the folding process.

Since a comprehensive review [28] was completed in

2001, every effort will be made not to duplicate this tome.

Additionally, b-peptides have been the subject of several

reviews and will be mentioned more briefly than they war-

rant. Other recent reviews have covered oligoarylamides

[29], a brief review of foldamers in general [30], and an

article [31] focusing on the secondary structure aspect of

foldamers. We will not include polymers like polyphenyl

acetylene derivatives, polyisocyanides, and poly(trityl

methacrylates) in which the conformations are dominated

by nearest neighbor steric interactions, although these

macromolecules represent very interesting systems that

seem to adopt a limited number of the available conforma-

tions in solution [32–35].

44.1.1 Definition

In principle, a foldamer can be any oligomer or polymer

which can reproducibly adopt a specific conformation in

solution, leading to a single overall 3D shape. Currently

there are certain restrictions that have been applied to the

concept so that the synthesis and analysis of foldamers is

tractable. Effectively, this means that foldamers are mono-

disperse oligomers of modest length (4–24 monomer units,

more or less), with a single backbone chemistry and limited

sequence variation making them quite distinct from poly-

mers [36]. Foldamers are also traditionally designed to have

some form of secondary structure such as a helix or

extended, strand-like conformation.

To describe larger molecules in which a collection of

secondary structural units pack into a larger definite struc-

ture, Moore suggested that the term ‘‘tyligomer’’ be used in

place of foldamer. By analogy to protein structure, a tyligo-

mer would contain tertiary (or possibly quaternary) con-

formations, while the word foldamer would be used for

secondary structure components. According to this defin-

ition, tyligomers could describe either the assembly of sec-

ondary units within a single, larger MW molecule or the

assembly of multiple chains into nonbonded complexes,

giving rise to quaternary structure. This leads to a point of

potential confusion. When used to describe proteins, the

term tertiary refers to the association of secondary structural

elements within the same molecular backbone while quater-

nary is used to describe the association of more than one

molecular backbone. Most proteins are large molecular

weight species and typically fold with both secondary and

tertiary structure. In fact, it is rare to find natural proteins

with only secondary elements that assemble into quaternary

structure (although myosin is one example). In contrast,

many foldamers and even de novo peptide designs are

created from relatively small molecular weight molecules

which only contain secondary structure and, as a result, the

issue of how to describe accurately their self-assembly into

higher order structures, for example helical bundles, should

be addressed. It appears that this has been described as

tertiary structure in the literature [22]. Although this intui-

tively makes sense because it is the next level of order, that

is to say that secondary structural elements like helices have

associated to make helical bundles, this will be confusing to

other researchers coming from the traditional study of bio-

macromolecular structure.

For the current chapter, we will attempt to avoid the use

of these terms but it would be worthwhile for the field as a

whole to adopt a consistent nomenclature since the pursuit

of higher ordered assemblies is a major on-going effort. One

possibility is to use the term tertiary-like structure when

describing the associate of secondary elements. Alterna-

tively, if tyligomer is confined to the collection of folded

elements within a single larger MW molecule then it could

be a very useful term for this next level of order. Then two or

more tyligomers could assemble into nonbonded com-

plexes, resulting in what is traditionally quaternary struc-

ture.

44.1.2 Goals of Foldamer Research

The table below illustrates a small sample of the potential

outcomes from the study of foldamers. This list is meant

only to be representative and not inclusive or limiting.

Specifically, the table attempts to integrate two classical

areas, which are medicinal and materials chemistry. At the

same time, much of the study is motivated by fundamental

interest in learning how molecules fold and the discovery of

geometrically defined shapes.

Foldamer
Characteristic Medicine Materials

Molecular folding
Properties

Sequence-
dependent
properties

Antibiotics Information
storage

Insight into the
nature of protein
folding

Designed
3D shape

Gene
therapy

Molecular
recognition

New elements of
secondary structure

Abiotic linker
chemistry

Protease
resistance

Catalysis Alternative
conformational
profiles
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44.1.3 Classification

Several helpful attempts to classify this diverse collection

of molecules have been made. Moore [28] divides foldamers

into classes based primarily on whether they are single

stranded or multistranded. These categories were further

divided into biotic (or closely related) and abiotic. Such

classifications land b-peptides and oligoureas in single-

stranded peptidomimetics, while aromatic amides and phe-

nylene ethynylenes are classified as single stranded and

abiotic. Nowick’s b-strands, Gong’s hydrogen bond

donor–acceptors, and oligopyridine–metal ion complexes

are all multistranded. The b-strands are an excellent ex-

ample of the difficulty of classification since they are partly

biotic and partly abiotic. Both the review of b-peptides by

Cheng, Gellman, and DeGrado [13] and the review of fol-

damers by Cubberley and Iverson [5] categorized the b-

peptides according to secondary structure formed. This is

helpful if the secondary structure is known rigorously, but

not applicable to foldamers in the process of design. In a

review of oligoaramides [29], the categories focused more

on backbone design than on classification. Although we do

not wish to create yet another classification of foldamers due

to the likelihood for confusion, we do think it is valuable to

consider them from another perspective.

We suggest that a fundamental division be made based on

the degree of backbone flexibility. By assigning a degree of

freedom score and a linkage type to the foldamer repeat unit,

we can focus the primary distinctions on ‘‘backbone space’’

as mentioned by Cheng, Gellman, and DeGrado [13]. We

have arbitrarily divided foldamers into ‘‘semi-flexible’’ fol-

damers, which includes those that contain two or fewer

degrees of conformational freedom per monomer unit and

‘‘flexible’’ foldamers with more than two degrees of con-

formational freedom. Within the torsional freedom assign-

ment, the types of interactions which are primarily

responsible for maintaining the folded state were consid-

ered. This type of organization is important if true molecular

understanding involved in folding is going to emerge.

When determining the degree of freedom score some

assumptions, or guidelines, were followed. The ring pucker

in oligopyrrolinone backbone units, due to limited flexibil-

ity, was not considered here to be a degree of freedom.

Although a-aminoxy acids and azatides apparently possess

more than two degrees of freedom, they are considered to

only have two degrees of freedom per monomer unit due to

rotational barriers around the N–O and N–N bonds. The

other foldamers in Table 44.1 were relatively straightfor-

ward to assign. Although the usual categorizations of folda-

mers [5, 13, 28, 29] rarely place them together, this type of

assignment places a-peptides and aromatic oligopyridines

and phenylene ethynylenes (PEs) into the same category.

b-peptides were placed into Table 44.2, although the

flexibility of these monomers is often reduced by steric

effects associated with the side chain groups and may in

practice not always be much more flexible than a-peptides.

Due to alkylation of the peptoid amide nitrogen, cis con-

formations are accessible and add a degree of freedom to

these monomers. Through this type of classification Table

44.2 finds b-peptides, peptoids, PNAs, and aedamers to-

gether. As a whole, it is interesting to note the mixture of

biomimetic and nonbiomimetic foldamers found in each

category.

44.2 DESIGN

44.2.1 General Issues

Linker Chemistry

Productive foldamer research requires foldamers with

certain backbone characteristics. The backbone must be

stable, easily synthesized and have some degree of flexibil-

ity. It is also helpful to have a well-characterized conforma-

tional profile, known intermolecular interactions (such as

H-bonding), and good handling characteristics, such as solu-

bility. As shown in Tables 44.1 and 44.2, a wide variety of

bond forming reactions have been used to build foldamers.

The most popular, by far, is the amide bond; however, other

chemistry highlights include ureas, phosphate esters, ethers,

aryl ethynylenes, biphenyls, and pyridines.

Body

One could describe the structure connecting one linker

functional group to the next as the body of the monomer.

The body helps define the flexibility of the monomer unit,

the angle between linkers, as well as the number and rela-

tionship of the side chains. The chemical nature of the body,

in contrast to the sidechains, will often determine the behav-

ior in solvent (see below). A very large group of foldamers

has been made with aromatic bodies (both hydrocarbon and

heterocyclic), due to well-developed synthesis, rigidity, and

chemical resistance. An equally diverse group has been

made from aliphatic bodies, such as those in the b-, d-, and

g-peptides. More rare are bodies based on sugar or phospho-

diester groups. Simple geometry determines the angle(s)

of attachment, although this can be tuned somewhat by

intramonomer hydrogen bonding, for example.

Side Chain

In principle, the chemistry in sidechains can be used to

make oligomers more generally soluble, to add solubility

contrast (see the solvent section below), to add the ability to

pack structures together, to add the ability to bind ions, to

name but a few capabilities. Chiral sidechains can add a

chiral bias to a system, inducing an enantiomeric excess in

an overall chiral shape. The side chain can significantly

influence the overall conformational space as observed in

b-peptides.
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Beyond these general principles, the design of functional

sidechains is relatively poorly understood, largely due to

their flexibility. While flexibility is probably required for

function, it hampers analysis by spectroscopy or crystallog-

raphy, and makes theoretical analysis more difficult. As

more subunit-to-subunit interactions are designed, this will

become a vital problem to solve at a more fundamental

level.

From Oligomers to High Polymers

As mentioned previously, reports on oligomeric foldamers

dominate the current literature (including many excellent

reviews). The study of foldamers has captured the attention

of macromolecular scientist for more than a decade;

however, very little work on truly polymeric samples has

been reported, due in large part to the complexity caused

TABLE 44.1. Semi-flexible monomer units.

 
 

α-peptides α-aminoxy acids azatides 

oligoanthranilamides
(also may incorporate
pyridinedicarboxamide

units)

 

 
oligopyridines pyridine−bypyridines pyridine−pyrimazines

 
 

oligothiophenes lexitropsins oligopyrrolinones, 2'-5' and 3'-5' linked
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by high polymer dispersity (molecular weight, sequence,

stereochemistry, etc.). Over the last several years, this situ-

ation has begun to change with the number of ‘‘foldamer’’

investigations on polydisperse systems increasing.

One of the earliest reports was the study of cationic poly

(meta-PE) which exhibited UV and emission profiles similar

to Moore’s discrete foldamers. The polydisperse samples did

not demonstrate cooperative folding transitions apparently

due to their relatively small MW and broad MWD [38]. Hecht

and coworkers reported Tg functionalized poly(meta-PEs)

which appeared to fold cooperatively [39]. In their case, the

system appeared so stable that the molecules did not com-

pletely unfold (the UV and emission curves did not flatten out

at high chloroform concentration) preventing a determination

of the free energy of folding. Cleverly, a reactive double bond

was included within the molecular design so that the folded

structure could be covalently captured to eliminate the fold-

ing dynamics. TEM images of these captured molecules

remain to be reported but should allow individual molecules

to be studied. In addition, the self-organization of these

molecular objects should be quite unique.

In mid-2004, Schanze reported anionic poly(meta-PEs)

that show solution photophysical properties in MeOH–water

mixtures that are consistent with folding [40]. Principal

component analysis allowed the spectra to be deconvoluted

into two pure component spectra, which were interpreted

as the folded and unfolded states. Calculating the compo-

nents of free energy gave DH ¼ �10:8 kcal mol�1 and

DS ¼ �31:5 cal mol�1K�1 for a DGrt ¼ �1:4 kcal mol�1.

The negative entropy of folding was attributed to loss of

conformational freedom of the backbone.

Chiral polymeric helices based on ureidophthalimide

monomers were reported by Meijer and coworkers [41].

Figure 44.1 shows the chemical structure of the repeating

monomer for this system as well as two other recently

reported polymeric foldamers. Inouye and coworkers

reported a series of oligomers and one polydisperse sample

based on pyridine containing poly(meta-PEs) that folded in

the presence of hydrogen bond donating saccharides [42].

Because the paper reported defined-length oligomers as

well as high polymers, it represents an excellent bridge

between these two categories. More recently, Ghosh and

TABLE 44.2. Flexible monomer units.

N,N -linked oligoureas β-peptides peptoids γ-peptides

alkene-derived δ-
peptides

peptide nucleic acids bicyclo(3.2.1)-DNA homo-DNA

triazene-based oligomers carbopeptoids, furanose, and
pyranose-derived
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Ramakrishnan reported donor–acceptor polymers that

contain three folding elements: alternating aromatic donors

and acceptors, linked by oligo(oxyethylene) groups [43].

Folding was driven by the solvophobic effect, or by alkali–

metal ion complexation, and characterized by the upfield

shift of the NMR signals of aromatic protons shifts or by

substantial changes in the UV-Vis spectra.

These early explorations into polymeric foldamers high-

light some of the difficulties that will be encountered during

this work but also clearly illustrate the promising future of

these investigations. It is already quite clear, at this early

stage, that the transfer of knowledge from discrete oligo-

mers to high polymers will yield success as well as interest-

ing and unexpectedly novel materials.

Solvent Interactions

Changing solvent conditions can have a tremendous

impact on the folding reaction. The well-known denaturing

effect of some solvents on proteins was extended to folda-

mers by Moore, who showed that chloroform leads to a

random coil conformation in mPE oligomers while acetoni-

trile promotes a compact, folded, helical state.

In general, there are two levels at which to address the

solvent issue. From a practical and general viewpoint, the

observations associated with solvent effects can be under-

stood. A simple principle of solubility contrast between the

backbone, which is buried on folding, and the sidechains,

which are exposed in both the folded and unfolded states,

can explain the general behavior of foldamers quite well.

This idea was highlighted by Moore when describing his

oligo(mPE)s containing polar Tg units which contrast with

the nonpolar aromatic backbone. This architecture was sug-

gested to allow helix formation as the solvent was changed.

The concept has similarity to native protein structures which

typically have hydrophobic interiors and hydrophilic exter-

iors. Further, this principle of ‘‘solubility contrast’’ between

backbone and side chains can, in principle, be any contrast-

ing pairs. What has proved most frequently employed is a

polar side chain set with a water-insoluble (nonpolar) back-

bone. It is also possible to contrast aliphatic sidechains with

aromatic backbones, ionic sidechains with nonpolar back-

bones, or fluorinated sidechains and nonfluorinated

backbones. Of course, in all of these systems the sidechain,

backbone, and solvent could be inverted. An interesting

inversion was also produced by using a basic backbone

and sequentially protonating it, causing a reversible unfold-

ing of oligoaramides [44]. Hence, in general, the folding

reaction of a system with sufficient contrast between the

backbone and the sidechains should be controlled by ma-

nipulation of the solvent.

The driving force for this control was termed ‘‘the solvo-

phobic effect.’’ This specifically refers to Flory type inter-

actions [45,46]. In general, solvent–polymer interactions are

often dominated by enthalpic contributions related to con-

tacts between solvent–solvent, solvent–monomer, and

monomer–monomer. However, entropic contributions can

also be important. Flory described the problem in great

detail establishing the Flory-Huggins polymer–solvent

interaction parameter, w, which is inversely proportional to

temperature and thus solely enthalpic [46]. Experiments

showing that w always has an entropic component led to

empirical modifications to the theory to correct for entropy.

Favorable entropic contributions usually stem from the solv-

ent, as in the hydrophobic effect [47]. The traditional term

‘‘hydrophobic effect’’ relates to the special properties of

water in which a large entropic penalty is encountered

when nonpolar solutes are placed into water. This leads to

the hydrophobic interaction in which hydrocarbon elements

interact more favorably in water when compared to free

space. As a result of these issues, and especially considering

the similarity between ‘‘solvophobic’’ and ‘‘hydrophobic,’’
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FIGURE 44.1. The chemical structure of three polymeric foldamers. These structures along with PE analogs have been studied
as high polymers.
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the term ‘‘solvophobic’’ (Flory type of enthalpic interaction

of good, theta, and poor solvent) deserves more discussion

[48].

The influence of solvent on the folding equilibrium

has been explored only in a few cases of foldamers. In

b-peptides, several solvents have been studied including

TFE, MeOH, and water [13]. Similarly, a study of solvent

was performed on oligo(mPE)s which concluded that chlor-

ohydrocarbon solvents like CHCl3, CH2Cl2, and 1,2 dichlor-

oethane promoted complete denaturation of the helix but

both non-polar solvents like CCl4 and 1,1,1 trichloroethane

(TCE) and very polar solvents like CH3CN lead to moderate

or high degrees of the folded conformation [49]. For this

system, the largest contrast between solvents was found

between chloroform and acetonitrile, which have been

used very productively to study the equilibrium in subse-

quent work on variously substituted oligo(mPE)s.

Iverson performed a detailed study on a series of aedemer

compounds [8] and found a relationship between folding

ability and polarity. He concluded that in polar solvents

the energies are dominated by hydrophobic interactions

(particularly for the protic solvents, which behaved differ-

ently from the aprotic ones); however, the geometry and

electrostatic complementarity of the aromatic units were

able to modulate the magnitude of these interactions as

well as the geometry of the association.

Examining the details involved in solvent interactions

reveals a story which is particularly complicated by the

interplay between enthalpic and entropic components. This

is apparent even in Flory’s treatment of traditional poly-

mers, where the solutions often apply generally, but not

specifically. While Moores’ study of solvents showed a

general trend toward better folding of his hydrophobic

mPE foldamers in more polar solvents [49]; treatment of

the data required rejection of chlorinated solvents, and did

not include aromatics, apart from the anecdotal evidence

that they did not unfold the aromatic backbone. This is a

strongly interacting system which will require much more

work to understand at a fundamental level.

The difficulties in grappling with the effect solvent has on

folding may be more thoroughly understood by examining

the set of equilibria in Fig. 44.2. The effect of solvent on the

folding equilibrium can be conceptualized by considering the

solvation equilibria of the unfolded vs. the folded forms

(equilibria 3 and 4). Each requires the formation of a ‘‘hole’’

in the solvent (generally larger in the case of the unfolded than

the folded form), and provides different opportunities for

specific solvent–solute interactions. Thus, the loss of entropy

on formation of the solvent void may be balanced against

the favorable enthalpic interactions between the solvent and

solute in ways that are particular to each solvent class.

Clarification of the relationships will require consider-

ation of three important factors. First, the role of system

entropy should not be underestimated. For the oligo(mPE)

series, it was proposed that the chlorohydrocarbon solvents

formed favorable dipole CH–p interactions with the aro-

matic backbone, stabilizing the unfolded form enthalpically.

In this case specific interactions with the unfolded form

apparently overcome the entropic penalties associated with

solvent ordering. However, other solvents capable of strong

interactions with the unfolded forms (such as alcohols cap-

able of OH–p interactions) cause folding. Whether this is

due to favorable solvent–solvent enthalpic interactions lost

in the unfolded form or the loss of solvent entropy in making

the larger void for the unfolded form is unknown at this

point. Further complicating this problem is the expectation

that the structure and stability of the folded form probably

changes on solvation. Likewise, the ensemble of unfolded

forms may be strongly affected by solvent, leading to both

entropic and enthalpic effects.

Secondly, the topology of the folded and unfolded forms

may have an impact on the interaction with solvent. Struc-

tures with substantial central cavities (like mPE) will likely

behave differently from those without the central cavity

(such as oPE), as included solvent may have both different

composition and different lifetimes compared to bulk. This

can complicate comparisons between different structural

series.

Thirdly, the repeating nature of foldamers means that

polar or hydrophobic substituents on the backbone are

brought into close contact in the folded form, while they

are usually relatively distant in the unfolded form. The role

of solvent in stabilizing or destabilizing this interaction is

unknown, and may be significant. The issues of a defined

topology and close, specific interactions between sidechain

linkers illustrate two very significant differences that result

from foldamer architectures when compared with traditional

polymers.

∆Gsolvation
u

∆Gfolding
s

∆Gfolding
v

3 4
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Vacuum

Solvent 

∆Gsolvation
f

FIGURE 44.2. The equilibria for conceptualizing folding in
solvent (1) include the folding reaction in vacuum (2) and
the energy involved in solvating each of the separate species
(3: unfolded and 4: folded, assuming a two-state model).
The effect of solvation is generally different on the folded
and unfolded forms, due to the different surface area and
types of functionality exposed. Both entropic and enthalpic
factors play an important role in understanding solvation.
The solvent effect can be defined as:
DGf

solvation � DGu
solvation ¼ DGs

folding � DGv
folding

NANOSCALE SHAPE CONTROL AT THE INTERFACE BETWEEN SMALL MOLECULES AND HIGH POLYMERS / 705



Such notions allow new insight into the design elements

for creating foldamer systems while at the same time illus-

trate the delicate balance between solvent and backbone

which should be considered. It is likely that solvent effects

will continue to be determined empirically in new backbones

for the near future. Nonetheless, the ability to craft structures

with a variety of shapes and substituents provides a powerful

tool for exploring the solvent effect on folding, an issue of

vital importance for understanding and predicting protein

folding. It also appears that the chemical diversity and rather

simple structures of foldamers make them ideal candidates

for addressing these important fundamental questions.

Molecular Modeling

Computational methods have evolved rapidly over the

last decade into a powerful tool to guide synthetic and

design efforts of complex systems [50–53]. In fact, these

tools are now used routinely in the pharmaceutical industry

for lead optimization of small molecules and by scientists

for protein structures but little effort has focused on their

use in abiotic oligomers and their self-organization [23].

Molecular modeling can be useful in choosing reasonable

synthetic targets, analyzing kinetic and thermodynamic

data, and predicting such aspects of function as small-

molecule binding. From the synthetic scientists’ viewpoint,

extensive amounts of time are spent designing molecules

from the essentially unlimited number of combinations and,

often, even more effort is involved in synthesizing them. As

a result, predictive guidance for backbone and side chain

selection would be particularly powerful.

Due to the size of the molecules studied, most work has

used molecular mechanics algorithms to carry out the cal-

culations. Modern molecular mechanics is sophisticated

enough to answer most questions about predicted molecular

structure. For example, a thorough theoretical study of mo-

lecular folding in meta-phenylene ethynylenes [54] was

carried out and validated against both kinetic and thermo-

dynamic measurements in those systems. A theoretical

study of ortho- and meta-phenylene ethynylenes [55]

shows that molecular mechanics compares well with both

experiment and ab initio calculations [62,62b,62c] for

predicting folding energies. This study also pointed out the

importance of dipole interactions for foldamer stabilization,

which, while they have been examined in protein structure

[56–61], have not in the case of non-natural foldamers [3].

Beyond using computation to guide the choice of folda-

mer backbone and sequence, a few studies have recently

investigated the dynamics of the folded conformation.

Pande and coworkers examined the folding reaction in an

all-atom simulation of an oligo(mPE) dodecamer [54]. They

found that the backbone folds via on-pathway intermediate

states that can get trapped in misfolded states, much like

what one finds in simple models for proteins. This adds

dimension to the admittedly simplistic two-state picture of

the helix–coil transition. Quantitative characterization of the

folding simulations found a marked deviation from expo-

nential kinetics which agreed with experimental findings.

Saven and coworkers [62] studied the dynamics of the

folded structure of an oligo(mPE) octadecamer and found

that the turns of the helix remained in close contact through-

out the simulation although the structure exhibited large

fluctuations in both the radius of the interior cavity and the

effective dihedral angle between monomers. The simulation

also showed clearly the presence of water molecules within

the hydrophobic cavity. At the same time, the folded helical

state was found to be quite flexible which is interesting to

consider since the backbone represents a large six-ring aro-

matic surface.

In principle, information about the unfolded state should

be available from molecular modeling. In practice, it is very

difficult to obtain, due to the larger ensemble of unfolded

molecules, and the difficulty in providing an experimental

system for verification. An interesting study by Glattli and

van Gurnsturn [63] compared molecular mechanics in the

presence of explicit solvent to in vacuo calculations for b-

peptide NMR structure calculations leaving the strong con-

clusion that explicit solvent calculations are superior. While

they believed the ensemble of structures to be well-repre-

sented, the authors left a cautionary note that 2D-NMR data

may often be consistent with more than one solution.

As work continues to represent the backbone correctly,

less focus has been placed on the side chains connected to

the backbone. This is predominantly related to the difficulty

in precisely determining their conformation, although gen-

eral solutions are relatively easy to predict. However, these

interactions can be quite important in the overall energy

landscape. Investigations on b-peptides showed that substi-

tutions at positions 2 and 3 favor gauche conformations of

the monomer, ultimately leading to helix formation [13].

Addition of alkali metal ions to Ramakrishnan’s polymeric

foldamers helped reduce the entropy of these flexible linkers

and promoted folding [43]. No theoretical tools for packing

have been developed for nonpeptide foldamers, as they have

been for peptides. On the other hand, with improvements in

the capabilities of molecular dynamics, one can approach

the problem with a general solution. Continued advances in

computational methods will surely provide much needed

insight into the dynamics of side chains.

44.2.2 Helices

Nomenclature

Difficult nomenclature rapidly increases the barrier for

outsiders to become familiar with the field. Table 44.3

shows several of the popular nomenclature styles associated

only with b-peptide helices. In accordance with the philoso-

phy adopted by Cheng, Gellman, and DeGrado, we prefer to

use the helical nomenclature which provides information on
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the number of residues contained in one turn (Roman num-

ber) and the number of atoms comprising the hydrogen-

bonded ring formed between donor and acceptor atoms

(subscript). This nomenclature is transferable to other hel-

ical structures if the rule for hydrogen bonding is relaxed to

include other interactions like p---p stacking. For example,

the oligo(mPE) helix is a 630, assuming a 6 ring repeat and

30 atoms along the interior of the backbone to complete a

full turn (Fig. 44.3). Correspondingly, oPE gives a 312 helix,

orthophenylene is 36, and the aromatic delta peptides are

2:516. Figure 44.4 shows the x-ray structure for an ortho-
phenylene oligomer.

Curved Backbone Leads to a Helix

Design for ‘‘low flexibility’’ foldamers is simplified by

the ready access to modeling and the predictability of heli-

ces or flat forms that can be made. To design a helix, one

contemplates a flexible structure with a curved backbone

that requires a long sequence to eventually overlap if planar.

Classical geometry will predict how many subunits can be

added before they begin to overlap. This straight forward

principle has been expanded in a recent review [64].

In practice, the larger the size, the more small variations

in bond angle will affect the final structure, so these should

be considered starting geometries. MD simulations showed

the mPE helix to be quite flexible [62]. Gong installed

hydrogen bonds around the perimeter of the mPE backbone

and showed a helical structure in CHCl3 suggesting a con-

formationally more confined structure [65]. A comparative

MD study of this system would prove insightful.

In addition to the stiffness of the helical structure, the

topology of abiotic systems can be quite different. The

phenylene ethynylenes provide good examples of the con-

cept of aspect ratio. The helical structure of a meta 18-mer,

one of the longest sequence prepared, more closely resem-

bles a puck as opposed to a tall cylinder due to the large

helical repeat of the meta series. The aspect ratio of a meta
12-mer is 0.25 vs. 1.33 for the ortho as shown in Fig. 44.5.

The meta systems include an interior cavity that can be used

to bind molecules but, at the same time, creates additional

surface area and potentially free volume. In fact, when these

helical structures were first studied in the solid state, they

TABLE 44.3. Nomenclatures for b-peptide helices [13].

Applequista Subiranab Gellmanc Seebachd Helix nomenclaturee

Rþ2 2R 14 (P) 31 314

Lþ2 2L 14 (M) 31 314

L�3 12 (M) 2:51 2:512

a The nomenclature describing the helix handedness and hydrogen-bonding patterns between hydrogen-bond donor and
acceptor atoms; R�n denotes a right-handed helix in which NHi is hydrogen bonded to COi�n, and L�n denotes a left-handed
helix with the same hydrogen-bonding pattern.
b The nomenclature describing the hydrogen-bonding patterns; R and L designate right- and left-handed helical topologies,
respectively.
c A nomenclature describing the number of atoms comprising the hydrogen-bonded ring formed between donor and acceptor
atoms.
d Seebach’s nomenclature describes the helical symmetry; P and M refer to right- and left-handed helical topologies, respect-
ively.
e The nomenclature provides the number of residues contained in one helical turn; the subscript denotes the number of atoms
comprising the hydrogen-bonded ring formed between donor and acceptor atoms.
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FIGURE 44.3. Repeat of the 630 helix formed by mPE
foldamers.

FIGURE 44.4. Crystal structure of orthophenylene oligomer.
The seven atoms (six plus the first atom of the next repeat)
involved in the helical repeat are shown as spheres.
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unfolded into extended chain molecules to avoid pore

formation. Filling this cavity with methyl groups produced

stable helical structures in the solid state [45,66,67].

Manipulation of aspect ratio allows helices to be tuned for

purpose: helical bundles require tall cylinder-like objects,

while channels may require a low aspect ratio or at least

considerable width. High aspect cylinders will also minim-

ize end-to-end contacts, and maximize lateral contacts be-

tween helices. Varying the aspect ratio and diameter allows

creation of capsules [68].

44.2.3 Sheets

The design of sheets follows fundamentally different

principles from the design of helices. Just as it is difficult

to produce extended, isolated single sheet structures in pep-

tides, the production of foldamer sheets poses special prob-

lems. Nonetheless, it is vital to understand the structures

conducive to sheet formation so that complex structures can

be designed. This importance is emphasized by the consist-

ency with which progress in the understanding of artificial

sheet structures has been reviewed. Nowick’s review [69] of

models for b-sheets predates the widespread use of the term

foldamer. Most progress in models for b-sheets describes

work with either a- or b-amino acids teamed up with a b-

sheet directing adjunct [5].

General Structural Issues

As illustrated in Fig. 44.6 the traditional sheet structures

are relatively linear segments attached by a flexible loop,

and held together by some intermolecular forces. In peptide

sheets, these forces are complementary hydrogen bonds. For

strands with directionality, such as that provided by the

peptide bond, ester linkages, or asymetric monomer struc-

tures, the strands can be assembled in a parallel, antiparallel,

or mixed fashion. Strands containing symmetrical structures

such as ureas, guanadines, or alkynes will be called nondir-

ectional.

Within this general description is a much broader allow-

ance for structural variation than has been probed at this

point. Since traditional sheets have been assembled with the

strongest noncovalent interactions, most models have used

the same strong forces to assemble the models. Sheets using

synthetic adjunct groups and a-amino acids or b-amino

acids dominate the recent work.

For example, Nowick’s classic work involved the produc-

tion of an aminobenzoic acid hydrazide as a b-sheet initiator

[70], and coupled the system to a triurea template to make a

three-stranded sheet (see Fig. 44.7) [71]. Bartlett’s group

proposes the @-group, as shown in Fig. 44.8, as a b-strand

promoter and has produced a two-stranded structure by mix-

ing a-amino acids with one @-group [72]. These two ex-

amples use various monomers, in which the conformation is

controlled by specifically designed interstrand interactions.

An interesting example of a conformational switch from

helical to sheet structure is given by Zimmerman’s work

shown in Fig. 44.9 [74]. He synthesized heterocyclic aro-

matic ureas which were able to hydrogen bond intramole-

cularly to form a helix, or intermolecularly to form sheet

structures. He reported two-strand structures with as many

4 Å

16 Å
9 Å

12 Å

FIGURE 44.5. 12 aromatic ring helix of (left) meta and (right)
ortho PE oligomers (without side chains). Meta is wide and
short (puck-like) while ortho is tall (rod-like). This illustrates
that o-PE derivatives will give taller helices than meta for the
same number of rings.

Parallel sheet Antiparallel sheet

FIGURE 44.6. Schematic representation of sheet structures
illustrating the effect of directionality (parallel vs. antiparallel),
dashed lines highlight the interstrand interactions, and the
potential interactions with adjunct sheet-stabilizing group.
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est lines at bottom. The structure shown aligns peptides from
the edge to favor a sheet structure. The other is shown in the
thinner bold lines on the left. This polyurea structure tends to
orient strands from the ends.
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as six intermolecular hydrogen bonds, and a correspond-

ingly strong association constant. It is interesting to note

that all of these sheet structures are assembled with quite

inflexible unnatural monomers.

Traditionally, the aspect ratio of sheet structures is im-

agined as substantially larger than 1 as illustrated in Fig.

44.10. There are two exceptions to this rule which should be

considered for their potential to mimic sheet structures. The

first is Iverson’s pleated aromatic structures, which are held

together by p-stacking. Made from subunits that are overall

quite flexible, they have been extended to many more

‘‘strands’’ than hydrogen-bonded sheets. These structures

have a different aspect ratio (Fig. 44.10) than the peptide-

inspired sheets. As such, they appear to solve one of the

problems with isolated sheets by burying more of their

surface area in the folded form, thus controlling the problem

of nonspecific aggregation and allowing them to be suscep-

tible to solvent control.

While not a completed model of a single-strand sheet,

Tew’s extended sheet-like structures [75,76] lack only con-

nections between individual strands to fit the definition. In

this case, structures were assembled at an air–water inter-

face, and controlled by amphiphilic patterning as well as

p-stacking. X-ray studies confirmed an organized sheet-like

structure in aqueous solution indicating that the patterning of

polar and non-polar functionality is a path to sheet formation

[76b]. These strand-like structures were shown to have bio-

logical activity similar to many sheet folded peptides [26].

44.2.4 Higher Order Structures

Two independent efforts toward the assembly of helicalb-

peptides have recently been reported. DeGrado used large

hydrophobic groups to fill voids created between two associ-

ating helices, which resulted in the stabilization of this fold

[36]. Gellman patterned b-peptides with one cationic polar

(P) and two nonpolar (NP) side chains and investigated their

self-association in aqueous solution by ultracentrifugation,

CD, and NMR [37]. They observed sedimentation equilib-

rium consistent with a monomer–hexamer mixture in which

30–40% of the peptide is hexameric at 1.7 mM. A combina-

torial approach to screen amphiphilic structures for assembly

in peptoids was also reported [35]. However, given more than

a decade of foldamer research, little work toward these higher

order, or tertiary-like structures (i.e., beyond secondary elem-

ents) has been reported. This next step in complexity is the

center of activity for many research groups.

44.2.5 Chimeras

To illustrate the incredible diversity that chimeras (mixed

sequences involving different monomer chemistry) can bring

to the field, one can examine the work of Li, who designed a

molecule mixing the p-stacking ability (and not coinciden-

tally, the UV and fluorescent environmental reporting qual-

ities) of perylene with the hydrogen bonding properties of

DNA [77]. This made a rosette with DNA hairpins extending

from a perylene core. This rosette could be unfolded by

adding single-stranded DNA complementary to the sequence

used in the foldamer. To add further intrigue, they found that

the structure was actually more strongly folded at higher

temperature, due to an endothermic folding (interestingly,

this requires that the entropy also be positive). An organic

soluble version lacked the DNA sections, and showed more

normal temperature behavior with both a negative DS and a

negative DH.

44.3 SYNTHESIS

44.3.1 Oligomer Synthesis

As classical polymer synthesis techniques do not provide

sequence specificity, foldamers are commonly synthesized
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FIGURE 44.8. Bartlett’s ‘‘@’’ structure, an extended vinylo-
gous amide which retains planarity, hence stabilizing the
sheet form. This ‘‘amino acid’’ can be added by normal peptide
coupling methods on solid phase [73].
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FIGURE 44.9. Zimmerman’s hydrogen-bonding system
showing the type of hydrogen bonding available to the sheet
form on the left with four interstrand H-bonds and the type of
intramolecular hydrogen-bonding that leads to the helical
structure on the right. This image is meant to represent the
possibilities for H-bonding, and was not observed by the
authors.
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FIGURE 44.10. A sheet structure, propagated in the z direc-
tionbyextending the foldamerchain,will haveanaspect ratioof
x/y. Traditionally, this is imagined as substantially larger than 1.
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by linking individual monomers, or small sets of monomers,

either by classical organic chemistry or by solid phase

synthesis. Many foldamers are linked together by backbone

amide bonds, and therefore standard solid-phase peptide

synthesis techniques such as Fmoc or Boc chemistry are

often used for the synthesis of such foldamers as b-peptides,

amide-linked aedamers [10], and peptide nucleic acids [78].

Oligoureas have been synthesized on standard Rink amide

resin using Fmoc-protected b-amino acid O-succinimidyl

carbamate monomers [79]. Peptoids appear particularly

suitable for solid phase methods. Novel solid-phase tech-

niques have been developed by various workers for the

purpose of foldamer synthesis as well. Moore and coworkers

developed a solid phase protocol [80] to synthesize oligo

mPE using a resin-linked triazene and coupling of aromatic

meta trimethylsilylacetylene iodides by Sonogashira reac-

tion, followed by removal of the TMS group with fluoride.

The product is released from the resin by treatment with

iodomethane. Spivey et al. have designed a germanium-

based linker and resin system allowing for solid phase

synthesis of oligothiophenes [81]. The initial a-TBDMS-

protected thiophene monomers are coupled to the resin as a-

organolithium reagents, and the TBDMS group is removed

by reaction with fluoride. Subsequent monomers are

coupled as a-TBDMS-blocked boronic esters using Suzuki

conditions, deprotected with fluoride, and a-iodinated with

diiodoethane. The product is released from the resin by

treatment with TFA.

Solid phase reaction allows rapid synthesis of long oligo-

mers. Purification of resin-bound intermediates can be

accomplished simply by washing the resin. Reaction condi-

tions may be automated for greater productivity. However,

there are also drawbacks to solid phase foldamer synthesis.

Substantial excesses of monomer are generally required at

each step of solid phase synthesis to ensure nearly complete

reaction, and recovery of unreacted monomer may be diffi-

cult or impossible. Unlike the amino acid derivatives used

for solid phase peptide synthesis, foldamer monomers often

are not commercially available and therefore are not neces-

sarily available in large quantities and may well be too

valuable to waste. Purification at the final stage is always

another issue that must be considered with solid phase

approaches.

As foldamers are constructed from discrete monomer

units, combinatorial methods are applicable to their synthe-

sis. Much research has involved combinatorial construction

of libraries of biomimetic foldamers [82]. Combinatorial

methods have been used to study nonbiotic foldamers as

well. For example, libraries of thiophenes have been studied

[83], as have equilibrium mixtures of imine-linked pheny-

lene ethynylenes [84].

Convergent synthesis strategies allow production of

longer oligomers than are practically obtainable with step-

wise synthesis. These strategies may be employed in con-

junction with either solid-phase or solution synthesis.

Phenylene ethynylene foldamers have been synthesized by

convergent addition of oligomer units to form longer com-

pounds [85,86]. Similar convergent procedures have been

used for synthesis of other foldamers, such as oligo PE

thiopheneethynylenes [87] and oligopyridines [88]. One

potential complication present with PE oligomers, PE thio-

pheneethynylenes, and other foldamers formed by Sonoga-

shira reactions is dimerization of free acetylene groups,

which can complicate purification where oligomers of

equal length are coupled, due to similarities in molecular

weight between the product and by product. Many of the

same techniques used for the purification and characteriza-

tion of biological oligomers are applicable to foldamers

including methods such as FPLC, HPLC, and gel filtration.

Following isolation and purification, traditional techniques

like NMR, mass spectrometry, UV, and elemental analysis

are used to ensure the appropriate foldamer sequence has

been generated.

44.4 MEASUREMENT OF FOLDING

44.4.1 General Issues

Because foldamers are designed to have a dynamic struc-

ture, testing this feature poses challenges beyond structural

characterization. By analogy to peptides, the characteriza-

tion described in the previous section would produce the

primary structure, or sequence. Measurements described

here help describe the secondary structure, folding process,

and, in a few cases, the higher order assembly. In addition,

care must be taken to rule out other processes that could

mimic aspects of a folded structure. Systems with random

aggregation, or specific dimerization, create the proximity

of subunits often observed in folded forms and can be

caused by similar changes in solvent or temperature.

The importance of solving this problem, and the difficulty

of doing it correctly, is largely responsible for the current

use of specific oligomers instead of polymers in these stud-

ies. Moderate-length oligomers still yield to high resolution

NMR description, and have characteristic responses to

changes in environment. In fact, the possession of a series

of oligomers of increasing length is vital to solving behavior

questions in new or poorly understood systems. Once sys-

tems are more thoroughly understood, we may be able to

transfer that understanding to an intentional use of larger

polymeric systems that may have some synthetic advan-

tages.

As foldamers grow more capable, we will see more stud-

ies adding to the few measuring a functional role for the

foldamer, such as a small-molecule receptor, ion channel,

water channel, and antibacterial activity.

44.4.2 Measuring the Folding Reaction

Considerable success has been achieved with the simpli-

fying assumption that experimental data can be modeled by
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the ‘‘two-state’’ system [66]. While the unfolded form is a

stochastic mixture of conformations, it can be treated as

a single entity in most cases. Thus the experimental problem

is reduced to the not insignificant task of finding a differ-

ence between folded and unfolded forms to mark the relative

concentrations of the two. Ideally, this difference should be

visible at low concentrations to avoid intermolecular asso-

ciation. These differences are often associated with either a

chain-length dependence, or a solvent or temperature de-

pendence, or some combination of the three.

Chain Length Dependence

For the formation of helices which represent the majority

of available foldamer studies, the folding reaction should

express a clear chain-length dependence. With lengths

below the degree of polymerization needed for helix for-

mation (4 monomer units in a 312 helix like the oPE series

or 9 monomers in a 630 helix like the mPE series) there

should obviously be no signal of helix formation. As

lengths grow beyond that threshold, the helix form should

be increasingly favored under similar conditions, due to the

cooperativity of folding and the diminution of the negative

entropic effect of organizing the first few monomer units

[28].

Solvent vs. Temperature

Given that the entropy of folding to a single conformation

must be negative [3], the most obvious way to control

folding is with temperature. In the several cases in which

temperature has been used to control folding, the expected

melting with an increase in temperature is seen [45,89]. This

melting should be relatively sharp as a result of the coop-

erativity of the folding reaction [66].

Because solvent affects the equilibrium between the

folded and unfolded forms, the equilibrium constant can

also be obtained through a solvent titration at a fixed tem-

perature [90,91]. The use of this method for systems in

which temperatures of unfolding are inconvenient or de-

structive has gained widespread use since Moore and co-

workers pioneered its use in the study of folding in meta PE

[45]. When the mPE oligomers are dissolved in CHCl3, a

good solvent for both the hydrocarbon backbone and ethyl-

ene glycol segments, a random conformation is observed.

However, when the solvent quality for the backbone is

reduced by addition of very polar solvent, like acetonitrile,

the backbone collapses to exclude backbone–solvent inter-

actions, leading to helix formation. Using the assumption

that the DG depends linearly on the solvent content, one can

extract DG values from the solvent dependence [66].

Whether the temperature or solvent titration method is

used, the formation of helices should be accompanied with a

chain–length dependent cooperativity, a hallmark of helix

formation from a random conformation.

UV and Fluorescence

For monomers with inherent absorption and emission

properties, UV-Vis [92–97] and fluorescence spectroscopy

[93,96,98–101] make a well-suited pair of techniques, due

in part to the low concentrations typically used, which helps

avoid aggregation. If the spectra can be rigorously related to

folding, these techniques are arguably the most efficient for

measuring folding reaction.

UV spectra show a variety of changes on folding, induced

by interactions between aromatic chromophores brought

into proximity by folding. Shape changes, often an increase

in absorbance in the long-wavelength side of the main

absorbance band, can be seen. In addition, aromatic chro-

mophores in particular can show hypochromicity (decrease

in extinction coefficient per subunit) due to p-stacking, or

shape changes in the emission spectra [102].

Two features seen in most aromatic helix forming folda-

mers are the quenching of fluorescence on folding, and the

emergence of a new emission at longer wavelength, which,

despite a number of descriptions, is not well-understood. It

most likely signals some association between the aromatic

units, as it is correlated with folding. To date, fluorescence

work has been restricted almost exclusively to steady-state

spectra.

Kohmoto’s recent article [103] describes both solution

and solid-state fluorescence spectra of rigid naphthylimide

foldamers. While their molecules were apparently too stable

in the folded form to allow measurement of the equilibrium,

they did demonstrate quite clearly the red-shift in absorb-

ance and emission.

NMR

The use of NMR is so ubiquitous in foldamer chemistry

that we will limit ourselves to those studies directly related

to the folding reaction. In addition to establishing structural

identity, NMR can be used to measure the rate and equilib-

rium of the folding reaction, to establish limits for the

proximity of specific portions of the foldamer, and to dem-

onstrate the presence of chiral structures.

Chemical shift changes commonly arise from a change in

hydrogen bonding, or a change in long-range effects such as

the presence or absence of an anisotropic group (aromatic

ring, carbonyl, etc.) [65,71,74,103]. These changes should

correlate with the oligomer length and solvent effects de-

scribed above. The use of nuclear Overhauser effect experi-

ments is common for establishing the proximity of folded

portions of the molecule across the foldamer spectrum

[44,65]. It is common to include a dilution experiment to

establish the absence of aggregation. In at least one case,

the dilution experiment was used to measure dimerization

equilibria [74].

Dynamic NMR can be used to quantify the rates of helix

inversion or dimerization if the process occurs at a rate
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within the NMR timescale [104,105]. The use of proton

lifetimes is illustrated by the recent work of Gong [106].

In an interesting twist, the use of chiral shift reagents can

establish the presence of chiral structures (such as helices) in

the absence of enantiomeric excess [104,107].

Infrared

The use of infrared to probe the details of interactions

(especially in hydrogen-bonded systems) was demonstrated

nicely by Keiderling’s group [108]. Coupling the use of

specific isotopic labeling with the aid of ab initio calcula-

tions for the analysis, they were able to establish the pattern

of cross-strand coupling in a b-hairpin peptide.

44.4.3 Chirality

While helices are inherently chiral, they form a racemic

mixture unless a chiral bias is provided. In such cases where

a bias is present, circular dichroism (CD) provides detailed

information for proving the presence, but rarely the magni-

tude, of an enantiomeric excess [109]. While it should also

be possible to determine the absolute configuration of the

enantiomer in excess, this is considerably more difficult,

and has not yet been reported. X-ray crystallographic analy-

sis (next section) can also address the chirality of a helix, but

does not directly address the species in solution. The use of

fluorescence CD should prove useful for emissive chiral

foldamers. One should be careful not to discount the contri-

bution from unfolded forms, a problem which can afflict any

system [110].

One factor in favor of the induction of observable chiral-

ity is the effect of chiral amplification [111,112]. This is also

known as the ‘‘sergeants and soldiers’’ effect [111]. These

effects can be either intramolecular or intermolecular [113],

and is often the result of complex equilibria [114]. The

article by Masu et al. reflects the problem of chiral induc-

tion. They found that the S-phenylethyl group was not

sufficient to induce a measurable population difference be-

tween the two helix forms, while the S-napthylethyl group

was [103]. Many experiments have been reported including

the addition of chiral side chains which allows CD spectros-

copy to be used, seclusion of chiral hosts into the cavity

created by helix formation, chiral salts around the helix,

EPR, and solid state x-ray studies [3,67,115,116]. A direct

comparison between intermolecular and intramolecular

chiral induction was possible in the case of a pyridinecar-

boxamide system where the intramolecular induction was

considerably more effective [113].

44.4.4 X-Ray

Because of the ability to locate atoms precisely, single-

crystal x-ray structure determination is a vital tool for folda-

mer scientists. However, whether it is used to measure folded

forms [104,107,117] or unfolded ones [118], the additional

step of proving a relationship between the solution structure

and the crystal structure [93,107] must be taken.

44.4.5 Binding of Foldamers to Small Molecules

While the study of small-molecule binding has not been

unimportant, there have been few reports aside from

Moore’s rod-like substrate [119], and related articles [94]

which focus on that function. Exceptions include the oligo-

pyridine ethynylenes [42] and the work of Li on the associ-

ation of oligohydrazide foldamers with saccharides [98].

These oligomers made helices with large (ca. 10 Å) cavities

that, with hydrogen bonding groups inside the cavity, created

a system that bound saccharides. This was studied by in-

duced CD (presumably the saccharide binds preferentially

to one handedness of the helix, perturbing the equilbrium),

change in the inherent fluorescence of the oligomer on

binding, and by NMR chemical shift changes. No crystal

structure of the complex has been achieved, but a combin-

ation of NMR NOESY experiments and molecular model-

ing provides a very plausible structure for the complex.

44.4.6 Other Techniques

A long list of other techniques has been employed for

selected studies and includes EPR, ultracentrifugation, EM,

VPO, and calorimetry. A nitroxide spin-label was used to

establish helix repeat patterns in mPE oligomers [120].

44.5 FUTURE

As we look out into the 21st century, foldamers have a

rich and promising future. As many arms of science push

interdisciplinary science, foldamers provide an immense

landscape to develop a common language, employ a host

of diverse tools, and expand our knowledge of fundamental

principles that apply broadly across disciplines. Advances in

macromolecular chemistry and analytical tools will con-

tinue to spur more elaborate primary structures and their

resulting complex folded conformations. Beyond structure,

endowing foldamers with biological and material functions

remain a formidable challenge but critically important re-

search goal. The successes in these areas are just emerging.

A look back at the short, but relatively prolific, history of

foldamers demonstrates their value and convinces one that

the future will be at least equally enjoyable.
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Typically polymers are defined as a long string of ‘‘mers’’

arranged linearly or in a variety of branched configurations

and connected by strong covalent bonds. These materials are

produced by the ton and account for billions of dollars

annually. Clearly these materials have extremely important

properties and price/performance ratio. Despite their amaz-

ing success there are some properties which are difficult or

impossible to obtain from traditional polymers. These in-

clude the ability to form and disassemble under specific

environmental conditions, the ability to accurately control

molecular and nanostructure at multiple level of size hier-

archy and generally to be ‘‘smart’’, responsive materials.

One approach to achieve there desirable properties is to

make polymer whose mers are held together by multiple

weak noncovalent bonds that can be formed and broken in

a predictable, controllable and reversible fashion.

These supramolecular polymers are stabilized by nonco-

valent forces like hydrogen bonding, pi–pi interactions,

metal complexation, and the hydrophobic effect. They

have unique properties of reversibility and stabilization by

additive directional forces, which although not so strong on

their own, give rise to stable systems by summation of

all the forces. Natural systems like the DNA double helix

and protein folding are a result of the ‘‘bottom-up’’ self-

assembly of small biomolecules like DNA bases, amino

acids in a specific fashion and orientation. Protein structure

is maintained by interplay of supramolecular interactions

like hydrogen bonding and hydrophobic effect. Fibrillin,

main component of microfibrils, is stretchy because of the

presence of folded beta-sheet domains, which fold in re-

laxed state and unfold when they are stretched [1]. These

natural systems, with their complex architecture and diverse

functions, have always fascinated and inspired people to

prepare materials with novel properties. Design of structures

trying to mimic self-assembly of protein units in TMV is one

such example. Supramolecular forces play an important role

in defining the properties of covalent systems too. For

example, the presence of hydrogen bonding in covalent

polymers like nylons greatly improves their material prop-

erties.

Unlike conventional polymers in which the ‘‘mers’’ are

bound together by string covalent bonds, the supramolecular

polymers are assembled together by the process of self-

assembly, thereby leading to the formation of a multicom-

ponent aggregate spontaneously and in accordance with the

thermodynamic requirements. A homoaggregate, compris-

ing of monomers of same kind or a heteroaggregate, com-

prising of monomers of different kinds can be formed. As

the self-assembly is taking place by co-operative inter-

actions of many weak supramolecular forces, the aggregate

formed has the property of reversibility, thereby making the

aggregate self-correcting so that it reaches the most stable

thermodynamic state and also responsive to external stimuli

like pH change, temperature change, stress, and so on.

Monomer components associate with each other specific-

ally, followed by hierarchical organization of the associated

monomers in complex architectures with an appropriate

termination to give rise to systems with the desired proper-

ties and applications. Each step from monomer association,

hierarchical organization to guided termination is crucial for

the generation of materials with unique and novel proper-

ties.

Recently several good review on this subject have

appeared [2–5] and therefore we limit the scope of this

review to only those advances published from 2002 to the

present.

Zubarev and coworkers have prepared a branched amphi-

phile system based on polybutadiene (PB) and poly (ethyl-

ene oxide) (PEO) which can assemble into cylindrical or

spherical micelles depending on the geometry of the mer,

solvent composition and the temperature [6].

The monomer studied is a 12 arm star-shaped molecule

with alternate PB and PEO chains connected to a rigid

aromatic core, made up of aryl esters. The monomer has a

rigid biphenyl chain which connects the aromatic core to PB

or PEO chain. It is synthesized from a V-shaped molecule,
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six of which get connected by ester bond to the hydroxyl

groups on the aromatic core. In aqueous medium at room

temperature, V-shaped amphiphiles form spherical micelles

of approximately 18 nm diameter, whereas star-shaped

amphiphiles form one dimensional cylindrical structure of

about 20 nm diameter and up to 300 nm length (Fig. 45.1).

Theoretically, both V- and star-shaped molecules should

form spherical micelles, as PEO (which is hydrophilic) has

same volume fraction in both. But the presence of rigid

aromatic core in the case of star-shaped amphiphiles hinders

the close association of PEO and PB chains, making PB

arms interact unfavorably with water and thereby forcing

the amphiphiles to aggregate with each other and form a

cylinder. Also, the presence of biphenyl groups plays a role

in preventing the close association of the arms, thereby

furthering the formation of cylindrical but not a spherical

structure. PB forms the core and PEO forms the corona in

the aqueous solution.

In hexane, the assembly is reversed and PEO forms the

core and PB the corona. TEM studies reveal the formation of

discrete structures of diameter of around 2mm, which do not

form any further assembly. On increasing the magnification,

it can se seen that these spherical structures are composed of

threads with a diameter of about 20 nm, which is the cylin-

drical assembly of the amphiphiles. This is a named ‘‘cotton

ball’’ structure, owing to the similarities with a cotton ball.

Two hierarchical levels of self-organization have been ob-

served: the formation of the cylinders and the subsequent

formation of spherical structures.

The formation of these microscale spherical structures is

observed to be thermo-reversible. These structures are

formed by heating the solution of star-shaped amphiphiles

in hexane to about 608C and then cooling it to room tem-

perature followed by aging for several hours. No structure is

observed in the hot solution in hexane. Decreasing solubility

of PB at room temperature or a partial crystallization of PEO

is responsible for the formation of the spheres.

Thus, the transition from a V-shaped to star-shaped

amphiphiles greatly affects the type of self-assembled struc-

tures that are formed. As the arms are not able to associate

water
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FIGURE 45.1. Illustration of self-assembly of star-shaped amphiphile (formed from 1 and 2) into a cylindrical micelle of around
20 nm diameter, 300 nm length and the assembly of V-shaped into spherical micelles of 18 nm diameter. Reprinted by permission
from Angewandte Chemie International Edition (Xu et al. 2004). Copyright 2004 John Wiley & Sons, Inc.
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closely, it affects the crystallization process and thus leads

to the formation of noncrystalline PEO core in hexane,

verified by the observation of winding cylindrical structures

in high-resolution TEM. Interestingly, both regular (in

water) and reverse (in hexane) structures are observed in

case of branched amphiphiles, whereas only regular struc-

tures have been reported in case of linear amphiphiles,

which is suggestive of the ability of branched amphiphiles

to form complex and new morphologies.

Recently, Stupp and coworkers designed self-assembling

peptide-amphiphile molecules, which form one-dimen-

sional cylinders in aqueous solution having diameter of

approximately 7 nm and micron scale lengths [7].

The monomeric unit of peptide-amphiphile (PA) is

shown in Fig. 45.2. These PA have a long hydrophobic

alkyl chain and a hydrophilic head group made of a se-

quence of various amino acids. Hydrophilic group is a bit

bulkier than the hydrophobic group, thereby leading to the

formation of cylindrical micelles. The four consecutive

cysteine residues take part in the covalent capture of the

self-assemble structure. Three glycine residues provide

the head group flexibility, followed by the presence of a

phosphorylated serine residue which binds with metal ions

and further helps in the assembly. At the C-terminal

end, there is a sequence which is known to help in cell

adhesion [8].

These monomeric units self assemble under the appropri-

ate conditions (length of the hydrophobic tail, pH of the

solution, cross-linking region) to give rise to cylindrical

micelles. The self-assembly is mainly because of the hydro-

phobic effect, but is complimented by the formation of a

b-sheet like hydrogen bonding network oriented down the

length of the self-assembled fiber. A self-supporting gel is

formed on lowering the pH or adding divalent cations. This

makes the molecule neutral so that it can undergo self-

assembly. At neutral pH, the negative charges on the PA

prevent it from self-assembling thereby hindering the for-

mation of supramolecular structures. Formation of the di-

sulfide bonds after the self-assembly help in the covalent

capture of the formed fiber.

The strategy of using a relatively small, derivatized pep-

tide to form a fiber and display a particular chemical func-

tionality has the advantage that multiple chemical

functionality can be mixed together to possible synergistic

effects simply by mixed two different solutions of peptide

amphiphile [9,10]. The system is also flexible enough to

allow branched peptide systems and incorporation of a var-

iety of unnatural amino acids [11].
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FIGURE 45.2. Illustration of self-assembly of PA’s on the basis of oxidation state and pH. Self-assembly is observed at acidic pH,
which is reversible at basic pH in the reduced form and irreversible in oxidized form. TEM shows the fibers formed from the PA
molecule. Reprinted by permission from Proceedings of the National Academy of Sciences (Hartgerink et al. 2002). Copyright
2002 National Academy of Sciences, U.S.A.
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The self-assembled structure formed by this method has

very interesting properties. The versatility of the C-terminal

of the peptide makes it a good scaffolding material for the

formation of crystals or the adhesion to particular cells. This

portion of the peptide can be further modified to incorporate

properties like catalysis and bioactivity.

Using ‘‘Orthogonal’’ supramolecular interactions is a

novel way of tuning self-organizing polymers by various

external stimuli. Schubert and coworkers used this property

of metal co-ordination and hydrogen-bonding to synthesize

a novel polymer precursor which has a metal co-ordination

site on one end and a hydrogen-bonding site on the other

[12].

The monomeric unit used in the studies in shown in Fig.

45.3. It is based on poly(e-caprolactone) with a terpyridine

ligand (for metal complexation) at one end and an ureido-

pyrimidone group (for hydrogen bonding) on the other end.

The polymeric spacer is used to control the solubility in

various solvents, in such a way that both hydrogen-bonding

and metal-complexation can take place simultaneously. This

unit shows a good solubility in chloroform.

The ureidopyrimidone motif is hydrogen bonded in

chloroform. On addition of FeCl2 and (CH3COO)2Zn, iro-

n(II) complexes, and zinc(II) complexes are obtained, re-

spectively, with both of them soluble in chloroform. On

addition of ammonium hexafluorophosphate (counterion

exchange), the polymer is precipitated. The polymer is

film-forming and is transparent at lower film thickness.

Capillary viscosimetry experiments on iron and zinc com-

plexes showed a very high relative viscosity as compared to

the starting precursor, supporting the formation of high

molecular weight polymers. Viscosity is also temperature

dependent, with a sudden viscosity decrease observed

around 60–668C and also around 90–1208C. The first

range is because of the melting of the poly(e-caprolactone)

backbone, and the second steep fall can be attributed to the

weakening of the co-ordinate bonds in the metal complex.

The complex formation is highly reversible, as verified by

the experimental results. HEEDTA (hydroxyethyl ethylene-

diaminetriacetic acid) acts as a very strong chelating agent

for transition-metal ions. Addition of HEEDTA with CHCl3=
MeOH decolorized the purple colored solution of iron com-

plex, caused by the uncomplexation of the terpyridine motifs.

Addition of FeCl2 resulted in immediate recoloring to purple

color, indicating the reformation of metal-complex.

These polymers show interesting photophysical and elec-

trochemical properties, thereby making them of potential

interest for use in devices with solar cells and light emitting

diodes. With the variation of the length and type of poly-

meric spacers, these properties can be modified to have

tailored properties.

Percec and coworkers have described the self-assembly

of the fluorinated tapered dendrons, which can then lead to

the formation of the supramolecular liquid crystals with

interesting electronic and optoelectronic properties [13].

Semifluorinated tapered dendron, which are functiona-

lized with electron donor (like D1) and electron acceptor

(like A1) groups, self-assemble to give rise to columns 2 nm

in diameter, with a core made of electron donor–acceptor

(EDA) complexes (Fig. 45.4). Both donor and acceptor can

be attached to the apex of the dendrons or one of them can

be attached to the dendron and the other one to a polymer

chain (like AP1 and DP1), which leads to the insertion of the

polymer chain in the core. Carbazole derivative is used as a

donor and 4,5,7-trinitrofluorenone-2-carboxylic acid (TNF)

is used as an acceptor. Diethylene glycol or tetraethylene

glycol spacers are used between the D and A groups and the

dendrons. The column is stabilized by the pi–pi stacking of

the phenyl group in fluorenones and dendrons.

The columns formed further self-organize into homeotro-

pic liquid crystal domains, having various morphologies

ranging from hexagonal columnar to centered and simple

rectangular columnar. Self-assembly is driven by the fact

that there is an increase in contact surface area upon co-

operative packing, thereby leading to an added stabilization.

Three types of organizations are observed: self-assembly,

co-assembly, and assembly with the polymer chain. Dendrons

of the same type (D or A) can come together to form
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FIGURE 45.3. Illustration of the supramolecular polymer with orthogonal hydrogen bonding and metal complexation interactions.
The metal complex formation is highly reversible, with the presence of HEEDTA breaking the complexes and addition of ferrous
chloride reforming them. Reprinted with permission from Journal of American Chemical Society (Hofmeier et al. 2005). Copyright
2005 American Chemical Society.
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columns which give rise to centered–rectangular columnar

(for A) or hexagonal columnar (for D). This is self-assembly.

Dendron type D can co-assemble with dendron type A to form

an EDA complex in the centre of the column. Also, disordered

polymers having A and D side groups can form EDA

complexes when type A polymer is mixed with type D

dendron and vice versa.

From XRD and NMR data, it is proposed that the column

adopts a supramolecular structure where the fluorenone

sandwiches are stacked in the center of the column, and

surrounded by dendrons with phenyl groups arranged in a

helical fashion.

Liquid crystals incorporate the advantages of organic

single crystals in having excellent mobilities, but they are

generally hard to process. Percec and coworkers have de-

vised a simple way to form supramolecular liquid crystals,

with or without the incorporation of amorphous polymer

chain in the core of the columns. The electron and hole

mobilities of liquid crystals of D type dendrons, A type

dendrons, and EDA polymer complexes (10–4 to 10–

3 cm2V-1s-1) are 2–5 orders of magnitude higher than the

corresponding values in the amorphous state (10–8 to 10–5

cm2V-1s-1). The mobility values of D type dendrons are

similar to complex discotic liquid crystals. These properties

make these materials highly suitable for applications in the

field of electronics and optoelectronics.

Block co-polymer which use reversible supramolecular

interactions like hydrogen bonding can form materials with

interesting properties. As the interactions are reversible,

more control can be exercised and the properties can be

minutely controlled. Meijer and coworkers have designed

an ureidotriazine (UTr) based systems, which on combin-

ation with poly (ethylene/butylenes) give rise to rod-coil

systems [14].

The monomers used in this study are shown in Fig. 45.5. 1

has two hydrogen bonding motifs with trialkoxyphenyl sub-

stituents which are linked by a small six carbon linker. It

forms the rigid-rod-like portion of the supramolecular poly-

mer. 2 and 3 have poly (ethylene/butylenes) chains which are

connected to one or two UTr units, respectively. These form

the random coil portion of the supramolecular polymers.

In alkane solvents, formation of helical columns for 1 is

observed, owing to solvophobic effect and hydrogen bond-

ing interactions. 2 form copolymers with 1, as it evident

from the decrease in viscosity of the solution of 1 in alkane

solvent (dodecane) and also by the CD studies on achiral 1

and chiral 2. 2 works as chain-stopper by substituting 1 and

thus stops the further growth of the column. Instead, 3 forms

copolymers which can continue growing on both the sides,

as it contains hydrogen bonding motifs on both the ends.

Atomic force microscopy (AFM) studies indicate the

formation of supramolecular copolymers of 1 with 2 and 3

even in bulk. Aggregates resembling fibers, with a thickness

of around 42 nm (in case of 1 and 3 blend), were observed in

1:1 (weight percent) blend of 1 with 2 and 3, as shown in the

Fig. 45.5. A phase separation is observed in bulk when

the sample is annealed at 608C for 1 hour, resulting in the

separation between domains of 1 and 3, thereby leading to

the formation of clusters of around 90 nm in thickness.

The interesting thing about systems where there are self-

complementary monomers is that there is no limit on the

size of the block to be formed and its length can be con-

trolled by varying the conditions according to the specific

requirements, thereby making the system more tunable.

Also, the ability to phase separate along with the reversibil-

ity of hydrogen bonding interactions makes these copolymer

a very good model on basis of which new materials with

better properties can be designed.

There have been a lot of efforts to mimic the naturally

occurring assemblies. Lehn and coworkers have designed a

synthetic helical subunit which winds around a cationic

strand in the same way as protein subunits in tobacco mosaic
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groups (A1, AP1). Supramolecular columns with fluorenone stacks sandwiched in center are depicted. Reprinted by permission
from Nature (Percec et al. 2002) Copyright 2002 Macmillan Publishers Ltd.
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virus (TMV) self-assemble around viral RNA [15]. The

length of the supramolecular tower is controlled by the

length of the cationic strand, similar to the control exercised

by the viral RNA.

A naphthalene based oligomer, (Fig. 45.6) is the precursor

for the formation of such a supramolecular tower. Ortho-

linked azaheterocycles, in their transoid conformation, pre-

organize the oligomer into a helix. The inside of this helix is

suited for complexation with cationic guests, which interact

via van der Waal interactions and ion–dipole interactions,

leading to the formation of polymolecular assemblies of the

oligomer. These assemblies compare well with the pH-based

and salt-induced assemblies of TMV in aqueous solutions.

The cationic strand used has several secondary amine

groups separated by methylene groups with naphthyl groups

on both the sides. On mixing the oligomer with these cationic

strands, an assembly is observed which is confirmed by the

presence of the corresponding peaks in ESMS spectrum. The

efficiency of stacking depends greatly on the length of the

methylene spacer between two amine groups. For molecule 1

(Fig. 45.6), the unsaturated complex is observed as a major

product and the saturated complex is present as minor prod-

uct. This selection is reversed when the cationic strand is

molecule 2. Thus, increasing the length of the spacer by one

C greatly affects the binding of the oligomer to the strand.

This can be explained by considering the space requirement

of the stacking of the oligomers. The helical units need to

have a spacing of more than 3.5 Å between them to take care

of the van der Waal steric interactions, which is possible only

in case of molecule 2 (with separation of two amine sites

by 5 Å) and not in case of molecule 1 (with separation of

only about 3.8 Å, in anti conformation). It is also observed

that the fully saturated complex for 2 is formed specifically

when the oligomer is mixed with different types of strands, in

spite of the fact that this assembly has a very high entropic

cost.
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Also, on increasing the number of amine groups, it be-

comes possible to associate a unit of oligomer on even an

uncharged nitrogen site, showing that the van der Waal and

ion–dipole forces between the oligomers units stacked on

one another are enough to keep the oligomer in place. Use of

chiral cationic strands (molecule 3, Fig. 45.6) lead to the

induction of chirality in the self-assembly, which was con-

firmed by CD studies.

Mimicking natural systems like proteins, peptides and

DNA to form supramolecular materials, although difficult

is a well paying approach. Woolfson and coworkers have

designed assemblies based on peptides; especially one’s

based on alpha-helical coiled coil systems. Polar, linear,

microscale fibers of approximately 45 nm thickness are

observed [16].

They used two complementary peptides in the study,

which on self-assembly form sticky ends. Each peptide

consists of N-terminal half (positively charged, basic), C-

terminal half (negatively charged, acidic), and an aspara-

gines residue, as depicted in Fig. 45.7.

The dimers assemble by the interaction of the asparagines

residues and by specific coiled–coil interactions, leading to

the formation of a longitudinally growing double-stranded

coiled coil. After a certain length is reached, these formed

fibrils can assemble laterally to give rise to fiber bundles

stabilized by electrostatic interaction between adjacent posi-

tive and negative ends. It acts as polar substituents for the

further addition of any one type of peptide. CD spectroscopy,

X-ray fiber diffraction, and FTIR spectroscopy confirmed

the formation of linear, microscale fibers of thickness of 45

nm, 20 times the expected thickness of a coiled coil.

Fiber bundle formation can be observed by using fluor-

escein and rhodamine labeled peptides and analyzing by

confocal fluorescence microscopy. It was also confirmed

that the bundles assemble in a polar way, by adding fluor-

escein and rhodamine labeled peptides one after another and

observing the correct order of the colored (red followed by

green) fibers.

The polarity of the assembly can be attributed to the fact

that the starting peptide itself is polar, with a marked separ-

ation of charges between the N-terminal (positively

charged) and C-terminal (negatively charged). Thus, the

heterodimer and the subsequent assembly will be polar

too, thereby leading to the addition of the peptide only

from one direction.

Microtubules, actin filiments, and intermediate filaments

also show such a polar assembly in natural systems. A

simple system like this, designed from complementary pep-

tides, can give a lot of information about self-assembly

process occurring in natural systems. Also, the ability of

the fiber to grow specifically in one direction can be con-

trolled to give rise to fibers of microscale dimensions, pav-

ing a way for the generation of biomaterials useful in the

field of nanobiotechnology.

The supramolecular polymers offer many advantages

compared to conventional polymers. The foremost of them

is the property of reversibility, which is altogether missing in

the conventional polymers. Because of the presence of mul-

tiple co-operative forces in the supramolecular polymers,

novel and unique properties are observed in the materials.

Self-correcting behavior, ability to form complex architec-

tures with relative ease as compared to the conventional

polymers are some of those properties. The synthesis of

supramolecular polymers which have the attractive proper-

ties of traditional polymers, along with the unique properties

of supramolecular systems can go a long way in the gener-

ation of complex materials with a whole new range of prop-

erties, with applications as of yet unforeseen. Although

supramolecular polymers are better than traditional polymers

in some of the aspects, they lack in some too. As supramole-

cular polymers are based on the weak interactions as com-

pared to the covalent bonds in traditional polymers, they are

useful only under the conditions which allow the interplay of

these different kinds of interactions. Extreme temperature

and stress conditions typically destabilize the supramolecu-

lar interactions thereby rendering them ineffective.

Collectively these examples give a general overview of

Supramolecular Polymers, ranging from those stabilized by

only one type of supramolecular interaction to those which

require more than one kind of interactions to give stabilized

systems. Some of the systems are quite complex, but they

are yet to reach the level of complexity in their biological

counterparts. One of the greatest problems lies in the syn-

thesis of the building blocks. The long-term goal should be

to design systems which are synthetically more viable, and

are technologically pertinent.

FIGURE 45.7. Illustration of a peptide with basic N-terminal half (solid lines), acidic C-terminal half (broken lines) and a single
asparagines residue (starred), leading to assembly of a sticky-ended heterodimer (step 1). The heterodimer first assembles
longitudinally (step 2) followed by lateral assembly (step 3). Reprinted by permission from Angewandte Chemie International
Edition (Smith et al. 2005). Copyright 2005 John Wiley & Sons, Inc.
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