
CHAPTER 1

Concept of Structure–Property
Relationships in Molecular
Solids and Polymers

1.1 Introduction

Low molar mass organic molecules and polymeric materials are often found as

solids and their physical properties are a consequence of the way in which the

molecules are organized: their morphology. The morphology is a result of

specific molecular interactions which control the processes involved in the

individual molecules packing together to form a solid phase. Depending on the

extent of the molecular organization, a crystalline solid, liquid crystals or

amorphous solid may be formed. As we shall see later, the organization that is

created at a molecular level sometimes also tells us about the macroscopic form

of the material, but in other cases it does not, hence the subtitle of the book:

‘from nano to macro organization’.

Synthetic polymers, often referred to as plastics, are familiar in the home as

furniture, the frames for double glazed windows, shopping bags, furnishings

(carpets, curtains and covering for chairs), cabinets for televisions and paper

and paint on the walls. Outside the house plastics are used for rainwater pipes,

septic, water and fuel storage tanks, garden furniture, water hoses, traffic cones

and sundry other items which we see around us. Removal of all articles

containing polymers from a room would leave it bare. Synthetic plastics form

the basis for many forms of food packaging, containers for cosmetics, soft

drink containers and the trays used in microwave cooking of food. Natural

polymers such as wood, cotton and wool all exhibit a high degree of order and

many biopolymers play a critical role in the human body.

Whilst a focus of this monograph is structure in polymeric materials, many

of the factors that control the organization of these big molecules are best

studied with lower molecular weight analogues. It is therefore appropriate to

spend some time understanding small molecular systems before the consider-

ation of the complexity of polymers is undertaken.
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The physical properties of a material are dictated by its ability to self-

assemble into a crystalline form. Polymer chemists have for many years sought

to establish structure–property relationships that predict various physical prop-

erties from of knowledge the chemical structure of the polymer. Staudinger1,2

recognized that polymers or macromolecules are constructed by the covalent

linking of simple molecular repeat units. This structure is implied in the phrase

poly meaning many and mer designating the nature of the repeat unit.3,4 Thus

poly(ethylene) is the linkage of many ethylene units:

H2C¼C2H ! �ðCH2�CH2Þn�

Recognition of the nature of this process of polymerization made it possible to

produce materials with interesting and useful properties, and brought about the

discipline of polymer science. The value of ‘n’ indicates the number of mono-

mers in the polymer chain.

In the last forty years, a very significant effort has been directed towards

understanding the relation between the chemical structure of the polymer

repeat unit and its physical properties.5,6 In the ideal situation, knowing the

nature of the repeat unit it should be possible to be able to determine all the

physical properties of the bulk solid. Whilst such correlations exist, they also

require an understanding of the way in which the chemical structure will

influence the chain–chain packing in forming the solid. Similar correlations can

be created for the understanding of other forms of order in lower molecular

weight materials.

1.2 Construction of a Physical Basis for

Structure–Property Relationships

Why do structure–property relations apparently work?

1.2.1 Ionic Solids

In order to understand the basis for structure–property correlations, it is

appropriate to consider the structure of simple ionic solids. A solid sodium

chloride single crystal (Figure 1.1) can be constructed starting from the atomic

species of sodium [Na1] and chlorine [Cl�].7 Since each ion carries a single

charge, pairing the ions to form an NaCl pair would create a lower energy state.

This pair will have a minimum separation and would be charge neutral. The line

formed between the two atoms can be considered to lie on the x-axis. If another

pair of atoms is brought close to the first pair, then once more a minimum

energy situation would be created if the two pairs of atoms are aligned but their

orientations are in the opposite sense. This arrangement will have a lower

energy than the isolated pair and the distance between the atoms will be slightly

reduced compared with the isolated pair. A further reduction in energy will

accompany bringing to the cluster a further pair of atoms. This latter pair will
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align in an opposite sense to the pair to which it attaches itself. Once more there

will be a small change of separations to reflect the formation of a lower energy

state. It is relatively easy to see that this process can be repeated and a sheet of

atoms would be formed. As we will see later this same principle is used in

considering attachment and growth of molecular and polymeric crystals.

The sheet of atoms formed by the process described above is not the lowest

energy structure that can be formed. If this original sheet is sandwiched

between similar states such that each of the Na and Cl atoms becomes

surrounded by atoms of the opposite sign then a true minimum will be

observed. If this order structure cannot be formed, because the entropy

(disorder) is high, then the ensemble of atoms will be in the melt or gaseous

state.

In the case of the NaCl crystal, this lowest energy structure is a cubic close-

packed structure and results from each atom having six neighbouring atoms of

opposite sign. Changes in the size of the ions and their charges lead to different

types of packing being favoured. However, it is relatively easy to see that an

average energy can be ascribed to a basic unit of the structure and this will

reflect the physical properties of the bulk. Whilst the energy of the first pair can

be calculated explicitly, adding additional elements means that the force field

has to be averaged and will give rise to the problem of how one calculates the

interaction of many bodies all interacting. The energy is the result of electro-

static (Coulombic) interactions between unit charges and in principle can be

calculated by averaging all the interactions that will act on an atom chosen as

the reference. The above example illustrates not only the lowering of the energy

by surrounding an atom by other atoms but it illustrates that atoms in the

surface will have a higher energy and we will meet this concept again when we

consider polymers organizing at interfaces.

The total number and relative magnitudes of the Coulombic interactions and

whether they are attractive or repulsive are taken into account by using a factor

Trimer structure 

A NaCl ‘pair’ Dimer structure 

Sheet structure 

Figure 1.1 NaCl-type of crystal structure.
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known as the Madelung constant, A. The lowest energy for the lattice DU(0K)

(Coulombic) can for an ionic lattice be expressed by

DUð0KÞ ðCoulombicÞ ¼ LA zþj j z�j je2
4pe0r

� �

ð1:1Þ

where |z1| and |z�| are, respectively, the modulus of the positive and negative

charges, e is the charge on the electron (¼1.602� 10�19 C), e0 is the permittivity

of a vacuum (¼8.854� 10�12 F m�1), r is the intermolecular distance between

the ions (in m), L is Avogadro’s number (6.022� 10�23 mol�1) and A is the

Madelung constant.

The Madelung constant takes into account the different Coulombic forces,

both attractive and repulsive, that act on a particular ion in a lattice. In the

NaCl lattice, six Cl� atoms surround each Na1 atom. The coordination

number �6 describes the number of atoms which surround the selected refer-

ence atom. X-ray analysis indicates that each atom is a distance of 281 pm from

its nearest neighbour. To calculate the Madelung constant we consider the

four unit cells that surround the selected reference atom. Firstly there are twelve

Cl� ions each at a distance a from the central ion, and the Cl� ions repel one

another. The distance a is related to r by the equation

a2 ¼ r2 þ r2 ¼ 2r2 and thus a ¼ r
ffiffiffi

2
p

ð1:2Þ

Next there are eight Na1 ions each at a distance b from the central Cl� ion,

giving rise to attractive forces. Distance b is related to r by the equation

b2 ¼ r2 þ a2; b2 ¼ r2 þ ðr
ffiffiffi

2
p

Þ2; b2 ¼ 3r2; b ¼ r
ffiffiffi

3
p

ð1:3Þ

Further attractive and repulsive interactions occur, but as the distance involved

increases, the Coulombic interactions decrease.

The Madelung constant, A, contains terms for all the attractive and repulsive

interactions experienced by a given ion, and so for the NaCl lattice the

Madelung constant is given by

A ¼ 6� 12� 1
ffiffiffi

2
p

� �

þ 8� 1
ffiffiffi

3
p

� �

� . . . ð1:4Þ

where the series will continue with additional terms for interactions at greater

distances. In general, the larger the distances involved the smaller the contri-

bution to the energy and the magnitude of A is dominated by the first and

second neighbour interactions. Note that r is not included in the equation and

the value of A calculated is for all sodium chloride types of lattices. Thus the

Madelung constant is a single parameter that describes with other constants the

energy of the lattice. In this system, the dominant forces are electrostatic and

hence the picture of the atoms as spheres is a reasonable approximation to

reality. The physical properties of sodium chloride can be calculated on the

basis of a knowledge of the interaction between the atoms. This simple principle
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can be extended to molecular species and to polymers. Obviously as the

molecular structure becomes more complex the problem of the calculation

increases dramatically; however, the additivity principle often applies and

reflects the appropriateness of mean field approximations in many cases. The

A parameter is associated with a specific atom pair and changing the atoms will

give another characteristic value. Examination of a number of pairs of such

systems allows specific interactions to be identified which can be used additively

to predict the properties of an unknown system. In the case of an atomic solid

the dominant forces are electrostatic. In most organic materials, short-range

van der Waals repulsive and attractive interactions are dominant and longer

range electrostatic and dipolar interactions play a very important role in

defining the final structure.

1.2.2 The Crystal Surface

A further important feature of physical predictions can be obtained from this

simple model. If we consider the surface of the solid, it is relatively easy to see

that the atoms in this sheet will have a slightly different energy from those in the

bulk of the material. This excess energy was recognized by Gibbs and discussed

in terms of surface tension for a liquid. Bringing a further layer of atoms to this

surface—crystal growth—can lower the energy of the atoms in the surface or if

the atoms are different this process is usually considered as absorption. NaCl is

a very simple model and the question we will next address is whether this

concept can be applied to covalently bonded systems.

1.2.3 Molecular Solid

The next step in the development of an understanding of the physical properties

of polymers is to consider how a molecule such as dodecane forms single

crystals. Crystals of dodecane are usually grown from a solution or from the

melt by slow cooling. The dodecane molecule, CH3–(CH2)10–CH3 (Figure 1.2),

has an all-trans conformation as a consequence of nonbonding repulsive

interactions between hydrogen atoms on neighbouring carbon atoms. A higher

energy gauche state exists in which the interaction between neighbouring atoms

is greater than in the trans conformation. The distribution between the gauche

and trans conformations is predictable in terms of statistical mechanics.

Following the process used to create the NaCl crystal, a low-energy state can

be achieved if two of these all-trans dodecane molecules are brought close

together and aligned. Following the logic presented above, a lowering of the

energy will occur and a further reduction will be observed when a third and

fourth molecule are brought up to the first two. This process would produce a

layer of molecules extending in the y–z plane. A further reduction in energy

would be achieved by the addition of another sheet of molecules on top of the

first and so forth. The forces that govern the interaction between the molecules
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are now van der Waals interactions rather than the stronger electrostatic

Coulombic interactions.

A question that could be asked is whether an even lower energy would arise if

the molecules were to pack in a staggered array rather than being perfectly

aligned. The proposed difference in order gives rise to nematic and smectic
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Figure 1.3 Smectic and nematic forms of packing in dodecane.
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phases in liquid crystalline phases (Figure 1.3). The staggered form is analogous

to the nematic phase, with the molecules aligned in one direction but disordered

in at least one other direction. In the smectic phase, the molecules are aligned in

a plane but may be misaligned between the layers and are closer to the lowest

energy crystalline ordered structure than the nematic phase. The nematic will

have a number of methyl–ethylene bond interactions and these will be less

favourable than the ethylene–ethylene bond interactions. The topic of liquid

crystals is discussed more fully in Chapter 3.

Dodecane can exist in a number of higher energy forms in which one or more

gauche structures are incorporated into the chain backbone. The process of

conformational change will involve the hydrogen atoms on neighbouring

carbon atoms being brought into an eclipsed conformation. This eclipsed

conformation is a higher energy state and inhibits the free exchange between

the trans and the gauche conformation in which the energy has once more been

minimized.

At any temperature above absolute zero there will be a finite population of

the higher energy gauche state dictated by the Boltzmann distribution:8

ng

nt
¼ g1

g2
exp

�DE

RT

� �

ð1:5Þ

where DE is the energy difference between the gauche and trans states, g1 and g2
are, respectively, the degeneracy of the trans and gauche states at the temper-

ature T and R is the gas constant. Since there are two gauche states, which are

energetically degenerate, then the statistical factor is 1
2
and DE is the energy

difference between the trans and gauche states. This temperature dependence of

the conformation of many molecular species plays a critical role in determining

their behaviour when cooled to form a solid. At the temperature of the melt

phase, there will be expected to be a significant population of gauche confor-

mations. The trans conformation is the lowest energy state and is able to

nucleate crystal growth.

The molecules which are in the surface will also have the lowest energy state

and whilst there will be defects in the crystal there is no reason to believe that

the surface structure should not be different from that of the bulk. The energy

of interaction between the dodecane chains can be seen to be the average of the

interaction of one methylene chain with another. As with the case of NaCl, a

single interaction parameter should describe the physical properties of the solid.

In creating this average energy the interactions of the end chains needs to be

included. Studies of the melting points for the paraffin homologous series

indicate that the lower members lie on different curves depending whether they

have odd or even numbers of carbon atoms.9–11 The equilibrium crystal

structure is also different and can in part be explained by the way in which

the methyl groups at the end of the molecules interact. As the chains become

longer this odd–even effect disappears and is nonexistent for n greater than

about 20 (Figure 1.4).

7Concept of Structure–Property Relationships in Molecular Solids and Polymers



1.2.4 Low Molar Mass Hydrocarbons

The dodecane molecule in the liquid state will be expected to have on average

one gauche state per molecule at room temperature12 but in the solid, however,

it will have a structure that is predominantly made up of the all-trans form.

The enthalpy of interaction compensates for the required loss of entropy in the

crystallisation process. In the case of the n-alkanes, the bond lengths for the

C–C and C–H bonds are, respectively, 1.5 and 1.10 Å and the C–C–C bond

angle is 1121 from studies of the solid.13,14 The H–C–H bond angle has been

found to be 1091. The conformational changes can be described by a potential

energy diagram (Figure 1.5).

Abe et al.15 have shown that the potential energy profile can be reproduced

by selecting a barrier to the interchange between the trans and gauche forms of

12 540 J mol�1 and the energy difference between the two conformations has a

value of 2090 J mol�1. The energy and barrier to rotation are a result of

nonbonding repulsive and attractive interactions between the hydrogen–

hydrogen and hydrogen–carbon atoms on neighbouring carbon atoms.

The original calculations carried out by Scott et al.16 used simple pairwise

interactions. More sophisticated quantum mechanical calculations have con-

firmed the correctness of these original predictions. The conformation of n-

butane, the simplest n-alkane, is described by three rotation angles (Figure 1.6).

Conformation energies computed for this molecule15 in the neighbourhood

of the trans and gauche minima for bond 2 indicate that the gauche minimum

occurs at 112.51 rather than the expected 1201 and has a value of 2215 J mol�1.

Similar calculations for the next member of the series, n-pentane, give a

potential surface, the contours being drawn in values of 1 kcal mol�1 (4.18 kJ

mol�1) above the minimum conformation, the trans–trans [tt] conformation
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Figure 1.4 Difference between freezing points of successive paraffins.
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with f2¼f3¼ 0 (Figure 1.7). For the purpose of this calculation, the terminal

methyl groups were fixed at f1¼f4¼ 0, i.e. the terminal methyl groups are

fixed in their staggered conformations. The portion of the energy surface for f2

o 0 is produced by inversion through the origin in the f2, f3 plane.

The tg� and g�t minima are equivalent to those for n-butane. The g1g1 and

g�g� minima (not shown) occur in the vicinity of f2¼f3¼�1101. Thus the

gauche minima for two adjoining bonds in gauche conformations of the same

sign are mutually displaced a few degrees from the values (B112.51) which

would be assumed by each if both of its neighbours were trans.

The trans minima for neighbouring bonds 1 and 4 are also perturbed a few

degrees. These effects arising from subtle interactions between pairs of H atoms

on third neighbour carbons are small. The calculated energy for the g1g1 pair

is 4932 kJ mol�1, which is close to twice the value for one gauche bond alone.

Figure 1.5 Potential energy curve obtained for n-butane for rotation about the 2,3
central bond of the molecule.
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Figure 1.6 Labelled structure for n-butane. The angle f1 is the torsional angle for the
bond joining C1 and C2, f2 is the torsional angle for the bond joining C2
and C3, f3 is the torsional angle for the bond joining C3 and C4.
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Hence the energy for neighbouring bonds in gauche states of the same sign may

be treated as being additive. It is also interesting to note that the breadth of the

gauche well is little affected by its neighbour.

Surprisingly, calculations of methylheptane17 and methylpentane18 have

shown that the predictions are very close to the experimental values. These

molecules, despite the fact that they can exhibit complex potential surfaces, are

exhibiting simple additive interactions in the same way as that observed in

n-butane. Once more this establishes the possibility of using a molecular

description to be able to predict the physical properties of these molecules.

1.2.5 Poly(methylene) Chains

In principle, the poly(methylene) chain would represent a more complex

potential surface than that of pentane. The number of different conformations

following this simple scheme is 3n�3. A typical polymer molecule may have

10000 carbons and thus 39997 E 104770 conformations, i.e. an enormously large

number of states. Surprisingly the energy surface obtained is essentially iden-

tical to that of n-pentane (Figure 1.7). The energy surface obtained suggests a

five-fold scheme, with rotational states at angles fi E 0, 77, 115, �115, �771.

These could be labelled t, g*1, g1, g�, g*�, with combinations g�g� forbidden

by their large energies. A further simplification that is found to be practically

justified is the deletion of the g*1 and g*� states since they are assumed to have

energies which are close to the g*�g� and g�g*� states. The result of this

approximation is that the five-fold scheme is replaced by a three-fold repre-

sentation that resembles that shown in Figure 1.5. However, the smaller

numbers of minima have properties that represent the effects of a larger

number of nonbonding interactions. The values of the energies that are usually

Figure 1.7 Energy contour map for the internal rotation in n-pentane with
f1¼f4¼ 0. The contours are shown at intervals of 1 kcal mol�1. Minima
are indicated by �.
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used to describe the curve are 2.1 kJ mol�1 for the energy difference and 8.4 kJ

mol�1 for the eclipsed state. Flory and others have shown that this simple

approach can be applied successfully to many other chains.19,20 The basis of the

so-called Rotational Isomeric States Model (RISM) used extensively for the

prediction of the physical properties of polymers is thus based on simple

additive effects of nonbonding interactions between the atoms attached to the

backbone carbon atoms.20–22

1.3 Conformational States of Real Polymer Molecules

in the Solid State

In a real polymer system, the chain will attempt to crystallize in the lowest

energy state. The lowest energy state for a polymer such as poly(methylene) will

be an extended all-trans structure. Studies of single crystals of poly(methylene)

formed from dilute solution resemble the predicted structure of a single crystal;

however, there are a number of other factors which will influence the nature of

the crystal structure or morphology observed. It is appropriate to divide

polymers into various types depending on their chemical repeat unit.

1.3.1 Crystalline Polymers

Polymers such as poly(methylene) which have a high degree of symmetry

associated with the polymer backbone have a simple potential energy surface.

There will exist a finite possibility of finding chains having long sequences of

trans elements that are favourable for the formation of nucleating sites for

crystal growth. The gauche elements are less readily packed and hence will be

accommodated at the limits of these aligned trans orientated regions. If the

crystals are grown at low temperature the gauche content will be predicted to be

low and hence the ‘defects’ can be accommodated at the interfaces. However, as

we shall see later, the real situation is rather different and more detailed

considerations of the way in which the chains can pack as well as the structure

of the backbone are required to be able to interpret the structure of the solid

state for a particular polymer. In general, however, if the polymer has a simple

backbone structure it is likely to form a crystalline polymer solid. Thus poly-

tetrafluoroethylene, like polyethylene, forms a crystalline phase. Other polymers

with simple structures are poly(ethylene oxide), poly(methylene oxide),

poly(propylene oxide), poly(isotactic propylene), etc. Interestingly the isotactic

polypropylene polymer forms a hard rigid crystalline solid, whereas the syndio-

tactic or atactic polymers are soft disordered materials with low levels of

crystallinity. The tactic forms of polypropylene are shown in Figure 1.8.

In the case of isotactic polypropylene, the methyl groups dictate a helical

conformation to the backbone and this results in a regular structure which is

able to crystallize readily.
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1.3.2 Disordered or Amorphous Polymers

A polymer such as atactic polystyrene has a very bulky phenyl group pendant

to the chain backbone and the groups are irregularly distributed in space. The

phenyl groups are not favourably disposed to interact and crowding leads to a

situation where the trans structure ceases to be the lowest energy state and

energy profile simplifies to two conformations: an accessible gauche state and a

distorted trans state. Using this approach, accurate simulations of the size of

the isolated polymer molecule in dilute solution have been made.23,24 In the

solid state, polystyrene retains this disordered state and its morphology is that

of an amorphous material. In general, if the polymer backbone contains a very

bulky pendant group then it is highly probable that unless there are some very

strong interactions the polymer will exhibit an amorphous structure in the solid

state. The isotactic form of polystyrene allows the phenyl chains to interact in a

favourable manner and crystalline forms are obtained from this polymer.

Detailed studies of the kinetics of formation of the crystalline structure in this

polymer system indicate that conformational dynamics are important in de-

termining the observed behaviour.

1.4 Classification of Polymers

For flexible polymers, i.e. those that are able to undergo internal rotation about

their backbones, the following classification can be made according to various

constraints that we can place on the solidification process (Figure 1.9). There

are two other classes of polymer worthy of mention: these are rigid rod like

molecules where the shape of the polymer has a major effect on its ability to

pack, and crosslinked polymers. In the latter system, the morphology of the

polymers will be influenced by the size of the chain elements that exist between

the network crosslinks. In a polymer system such as a silicone rubber, the

Figure 1.8 The tactic forms of polypropylene. Both the isotactic and syndiotactic
forms have elements of symmetry and hence can crystallize, whereas the
atactic form does not have a symmetry element and is amorphous.
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network dimensions may involve significant lengths of polymer chain and the

resultant material is elastomeric. In contrast, an epoxy resin may be formed

from relatively small chain elements and the high density of crosslinks results in

the material being very rigid. The modulus of the material is dictated by two

facts: the size of the polymer chain between the crosslinks and the conforma-

tional dynamics of that chain. If the barrier to internal rotation is high, as in the

case of an aromatic-containing epoxy resin, then that material will be hard and

glassy. If, as in the case of a typical silicone rubber created by the crosslinking

of a polydimethylsiloxane (PDMS), the chain is flexible and an elastomeric

material develops. Decreasing the molar mass of the PDMS results in a

progressive increase in the chain–chain interactions and a subsequent increase

in the modulus and hardness of the material until ultimately when the link

is –Si(Me)2O– the material takes on glassy characteristics.

1.4.1 What Factors Determine Whether a Polymer will Form a

Crystalline Solid or Not?

The regularity of the polymer backbone is the key factor; isotactic polypropyl-

ene crystallizes forming a rigid stable solid, whereas atactic polypropylene does

not and forms a rubbery elastic solid. For flexible polymers, the structure of the

solid is dictated by the symmetry of the polymer backbone. For the formation

of a semi-crystalline solid it is necessary for there to be either an element of

symmetry in the repeat unit chemical structure or strong interactions to aid the

packing of the molecule and initiate the alignment that is required for the

crystal growth process.

Atactic polymers do not crystallize, with two exceptions:

(i) When the X group in (–CH2CHX–)n is very small, allowing regular

packing of the chains regardless of whether the different pendant groups

are randomly placed. Poly(vinyl alcohol) with its small hydroxyl X

Figure 1.9 Classification of morphology by the chemical structural polymer type.
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group and strong polymer–polymer interactions is the kind of exception

which demonstrates crystallization.

(ii) The X group forms a longer regular side chain. Side chain crystallization

may occur provided that the pendant groups are of sufficient length,

usually greater than about six repeat units.

Random copolymers, where the repeat units do not have a regular sequence

structure, are incapable of crystallizing except when one of the constituents is at

a significantly higher concentration than the other constituent. Linear low-

density polyethylene with a crystallinity of about 50% contains 98.5 mol% of

methylene units and about 1.5 mol% of CHX units, where X is –CH2CH3 or a

longer homologue. Polymers that are potentially crystallizable may be

quenched to a glassy amorphous state. Polymers with large side chains, or

having an inflexible backbone chain are more readily quenched to an amor-

phous glassy state. The structure of the solid is therefore a combination of the

intrinsic effects of the chemical structure and thermal factors involved in the

creation of the solid.

Block copolymers, as we shall see later, are able to phase separate and it is

possible for one of these phases to have semi-crystalline structure. Whether or

not a crystalline phase is observed depends on the relative molar masses of the

elements that form the polymer chain and their ability to pack into the required

structure.

Polymers with rigid backbones, if they are sufficiently straight, will align

like matchsticks and will either form ‘liquid crystal’ like structures or semi-

crystalline mesomorphic phases.
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CHAPTER 2

Crystal Growth in Small
Molecular Systems

2.1 Introduction

Before considering the complexities of crystal growth in polymeric systems, we

shall briefly look at the way in which small molecules form crystals. Slow

cooling of the melt of an organic molecular system, such as benzophenone,1,2

will lead to the growth of large single crystals, which can be several centimetres

in size and have been a speciality of the research of Professor J. N. Sherwood at

Strathclyde for many years (Figure 2.1).

In such a crystal, the molecules are ordered and adopt a minimum energy

structure. Each of the faces will correspond to a particular orientation of the

molecules within the crystal lattice. Because of the molecular orientations

within the unit cell, the crystal faces may or may not have a different surface

Figure 2.1 A single crystal of benzophenone. The scale bar indicates 1 cm.
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energy. In general, the single-crystal form of the material is a purer material

than the amorphous disordered form.

Crystallization and crystal growth are very important parts of the manufac-

ture of pharmaceutical chemicals and pigments. Paracetamol exhibits different

crystal structures that have different solubilities.3 The crystal growth process

can be influenced by the presence of impurities that in general will be excluded

from the growing crystal, but can in some cases be adsorbed on specific surfaces

and influence growth. These molecules that modify the energy of specific faces

are called habit modifiers. Impurities that have chemical structures that are

similar to those of the bulk crystalline material can often be every effective

habit modifiers. The exclusion of impurities from growing crystals forms an

important method of purification for pharmaceutical and other fine chemicals.

In certain cases impurities can be toxic and it is essential that they be removed

from the pharmaceutical product. In some cases the impurities form the seeds

from which the crystal growth is nucleated. To be able to predict the morphol-

ogy—the bulk structure of the crystals—it is necessary to understand the

factors that control the kinetics of the growth step and the influence of

impurities on the growth process.

2.1.1 Crystal Types

The single crystals demonstrate elegant shapes as a result of the three-

dimensional ordering of the molecular entities. The primary repeating pattern,

the unit cell, replicates into the macro structures. Each entity sits at or near the

intersection (lattice points) of an imaginary grid, the lattice (Figure 2.2). The

smallest repeating unit is the asymmetric unit.

In Chapter 1 the unit cell for sodium chloride was presented (Figure 1.1). The

periodic arrangement of any motif (e.g. group of atoms) of points located such

that each has identical surroundings, produces an infinite arrangement that is

called a lattice. The repeating period of the space lattice is called the unit cell.

The unit cell contains a number (Z) of asymmetric units and it can be described

by the dimensions a, b and c and the angles a, b and g, with a being the angle

between b and c, b between a and c and g between a and b, i.e. a¼+b.c,

b¼+a.c and g¼+a.b. These lengths and angles are the lattice constants or

lattice parameters of the unit cell. The lattice parameters can for a crystalline

(a) (b)

 
 

a

β
α

γ

b

c

Figure 2.2 Crystal lattice (a) and the corresponding unit cell (b).
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material be readily determined by X-ray or electron diffraction. Cells with only

one unique motif are referred to as primitive. It is possible to generate a

primitive cell from a given lattice, but in many cases end-, face- or body-centre

representations are preferred because they may show greater symmetry than the

primitive cells.

Bravais4 postulated that there were fourteen different ways of arranging the

lattice points in three-dimensional space. These are consistent with seven crystal

systems that are listed in Table 2.1. The primitive lattice cell (P) has a lattice

point only at the corner of the cell. Face centred (F) involves a lattice point at

the centre of the opposite pairs of faces, while base centred (C) has a lattice

point at the centres of the basal planes of the cell. Finally, body centred (I)

involves a lattice point at the centre of the cell. The idealized Bravais structures

are shown in Figure 2.3.

Crystals exhibit a high degree of symmetry. A number of different symmetry

operations are possible on the lattice structures:

� Rotation around an n-fold axis, where the motifs are generated using

cylindrical coordinates (r, f), (r, fþ 3601/n), (r, fþ 2� 3601/n), etc.; n can

take values 1, 2, 3, 4 or 6.

� Inversion centre located at (90, 0, 0) where the motifs are located at (x, y, z)

and (�x, �y, �z), x, y and z being Cartesian coordinates.

� Rotary-inversion axes, which involve a combination of rotation (a¼ 3601/n)

and inversion and are indicated by �n, which can take values �1; �2; �3; �4 and �6.

� Mirror planes.

� Screw axes, which involve a combination of translation along the screw

axis and a rotation about the same. It is designated nd, where n is the

rotation by an angle a¼ 3601/n and d is an integer related to the transla-

tional component t, where t¼ (d/n)c, in which c is the length of the unit cell

along the screw axis.

� Glide plane, which combines a translation in the plane and a reflection

across a plane.

Table 2.1 The seven crystal systems and associated symmetry.6,7

Crystal system Cell parameters Minimum symmetry

Cubic a¼ b¼ c; a¼ b¼ g¼ 901 Four 3-fold rotation axes
Tetragonal a¼ ba c; a¼ b¼ g¼ 901 One 4-fold rotation or

rotation–inversion axis
Orthorhombic aa ba c; a¼ b¼ g¼ 901 Three perpendicular 2-fold

rotation or rotation–
inversion axes

Trigonal a¼ b¼ c; a¼ b¼ ga 901 One 3-fold rotation or
rotation–inversion axis

Hexagonal a¼ ba c; a¼ b¼ 901, g¼ 1201 One 6-fold rotation or
rotation–inversion axis

Monoclinic aa ba c; a¼ g¼ 901ab One 2-fold rotation or
rotation–inversion axis

Triclinic aa ba c; aaba ga 901 None
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The entire group of symmetry operators that completely describe the symmetry

of the atomic arrangements within a crystal is called the space group. There are

250 space groups distributed among the 14 Bravais lattice groups. Another

group of symmetry elements is the point group, which operates on the points

that are usually groups or atoms. The allowed point group operators are

rotation axes, axes of rotary inversion, inversion centres and mirror planes, and

these altogether add up to 32 possible point groups.

a

a a

SIMPLE CUBIC (P)

a

a a

BODY CENTRED CUBIC(I)  FACE CENTRED CUBIC (F)

a

a
a

SIMPLE TETRAGONAL(P)

aa

c

BODY CENTRED

TETRAGONAL (I)

a
a

c
c

b

a

SIMPLE 

ORTHORHOMBIC (P)

BODY CENTRED

ORTHORHOMBIC (I)

a b

c

c

b

a

BASE CENTERED

ORTHORHOMBIC (C)

FACE CENTRED

ORTHORHOMBIC (F)

a

c

b
a

RHOMBOHEDRAL (R)

a
c

a

a

HEXAGONAL (R)

120o

b

c

a

SIMPLE MONOCLINIC (P)

b

c

a

BASED CENTRED

MONOCLINIC (P)

b

c

a

TRICLINIC (P)

Figure 2.3 The fourteen Bravais lattices.4
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The crystal is a fractal structure and the organization of the primitive unit

cells can often be seen in the shape of the macroscopic crystal. A classic

example of the fractal repetition of the unit cell is the crystalline structure of a

snowflake.5 The unit cells have the ability to build into a variety of complex

shapes, yet each unit cell retains its perfect structure. The primary unit cell

structure in the case of a snowflake is hexagonal and undergoes dendritic

growth to produce an array of different macro crystals (Figure 2.4). The final

shape of the snow crystal will depend on the conditions used in the growth

process (temperature, humidity, etc.), which leads to a wide variety of observed

morphologies.

In crystals, it is necessary to denote the plane directions and is done

conventionally either by Miller’s indices or by lattice planes. Directions are

given as the lowest vector in referring to the coordinate system, x(a), y(b) and

z(c). A vector parallel to the chain axis is denoted [001]. The first plane

intersects the origin of the coordinate system. The next plane intersects the

three axes at x¼ a/h, y¼ b/k and z¼ c/l. The task is to find an integral

combination of h, k and l that is finally presented in parentheses (hkl). All

planes containing the chain axis, i.e. those parallel to the chain, have the general

formula (h, k, 0). The lattice index system indicates not only the orientation of

the planes but also the shortest distance between planes. The set of planes

denoted (010) is a subset of (020). The orientation of the two sets of planes is the

same but the interplane distances (dhkl) are different: d010¼ b and d020¼ b/2.

Negative values of hkl are indicated by bars ð0�10Þ. Several sets of planes

appearing in highly symmetrical crystal structures may be denoted together

with brackets of the type {hkl}, e.g. the planes in a cubic structure (100), (010),

(001), ð0�10Þ, ð�100Þ, ð0�10Þ and ð00�1Þ are denoted simply {001}.

Miller’s index system is similar to the lattice plane index system but with the

difference that the hkl values are the lowest possible integer values. The Miller’s

index notation for both the sets of planes with the lattice plane indices (010) and

(020) is simply (010). Miller’s indices thus provide information only about the

orientation of the planes and disregard the interplanar distances involved.

The most densely packed diffraction planes along the chain axis for poly-

ethylene are denoted (002) in the lattice plane notation. The distance between

the lattice planes is thus c/2E 0.127 nm. In the Miller’s index notation they are

Figure 2.4 Examples of several different morphological types of snow crystals found
in nature. Reproduced from reference 5.
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(001). Whereas in small molecule systems crystal planes are not necessarily

obviously related to the molecular structure, in polymers packing of chains or

helices will naturally generate layered structures and the relevance of the

interplanar distance to the nature of the polymer–polymer interaction potential

becomes more obvious.

The scattering data have to be analysed in terms of the reciprocal lattice. The

reciprocal lattice is defined in terms of the translation vectors of the unit cell: �a,
�b and �c. A of set of vectors of the reciprocal cell, �a*, �b* and �c*, exists fulfilling

the following conditions: �a.�a*¼ 1, �a.�b*¼ 0, �a.�c*¼ 0, �b.�a*¼ 0, �b.�b*¼ 1,
�b.�c*¼ 0, �c.�a*¼ 0, �c.�b*¼ 0, �c.�c*¼ 1. It can also be shown that: �a*¼ (�b� �c)/

(�a.�b� �c); �b*¼ (�c� �a)/(�a.�b� �c); �c*¼(�a� �b) /(�a.�b� �c).

The scalar product �a.�b� �c is equal to the volume of the unit cell, �a* is

perpendicular to plane bc, �b* to plane ac and �c* to plane ab. In an orthorhom-

bic cell, the reciprocal cell vectors are parallel to the original cell vectors:

|�a*|¼1/|�a|; |�b*|¼1/|�b|; |�c*|¼1/|�c|. The reciprocal of the reciprocal vectors (cell)

is the original cell. Thus: �a¼ (�b*� �c*)/(�a*.�b*� �c*); �b¼ (�c*� �a*)/(�a*.�b*� �c*);

�c¼(�a*� �b*)/(�a*.�b*� �c*). In real space hkl is equal to a point (�r*) in the

reciprocal space: �r*¼ h�a*þ k�b*þ l�c*; thus �r* is perpendicular to (hkl) and

the interplanar spacing (dhkl) can be calculated from dhkl¼ 1/|�r*|. It is helpful to

think of the reciprocal lattice representation of the crystal lattice in which the

planes of the crystal are each represented by a lattice point of the reciprocal

lattice. This point in reciprocal space is located in a direction from the origin

that is perpendicular to the (hkl) planes in real space.

2.2 Crystallization

The processes of crystallization and crystal growth, like many other processes

in chemistry, are controlled by thermodynamic and kinetic factors. Thermo-

dynamics will dictate the preferred, lowest energy form, but the rate at which

this is achieved will depend on the processes involved in the molecular attach-

ment: kinetic factors. In the simplest model, the molecules are placed at the

points of lowest energy on the ideal lattice structure. It is usually assumed that

the entity that is being attached is a single molecule; however, it could also be a

dimer or a cluster of molecules. In certain situations, for instance growth of

benzoic acid from a non-polar solvent, the entity which may be involved is a

dimer or higher order cluster:

C

O

O

O

O

C

H

H

In the crystal lattice, the forces experienced by the molecule may be different

from those that control the formation of the dimer in solution, and small but

important conformational changes can occur that will influence the nature of

the morphology generated. In general, the crystallizing entity will be solvated in
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solution and its energy will reflect its interaction with the solvent molecules.

Rearrangement of an entity that is initially attached to the surface may lead to a

lower energy structure and this process is called Ostwald ripening.8

Crystal growth will usually be carried out from either the melt phase or from

a saturated solution of the compound in a suitable solvent. The most perfect

single crystals are grown from solution, and this process is the easiest to

understand. Crystallization involves dissolving the pure compound in a solvent

at high temperature and then lowering the temperature to a point at which

nucleation occurs: stable clusters of molecules are formed. At the point of

nucleation, the solubility of the material in the solvent has become critical and

controls precipitation. The crystallization solution at this point has become

supersaturated.9,10 A solution that contains an excess of the solute at a given

temperature is described as being supersaturated.

2.2.1 Supersaturation and Crystallization

Supersaturation is the essential driving force for all crystallization processes

that occur from solution. Ostwald8 first classified supersaturation in terms of

‘labile’, ‘metastable’ and ‘supersaturated’ depending on whether spontaneous

nucleation did or did not occur (Figure 2.5). Crystallization can be promoted

from solution either by cooling the solution, which leads to a decrease in

solubility, or by evaporation. Crystal growth requires that nucleation should

first occur and this can be achieved by one of a number of processes depending

on the nature of the solution being examined.9,10 Nucleation can be divided into

two main processes: primary and secondary. The former is associated with

growth from the melt in the absence (homogeneous) or presence (hetero-

geneous) of impurities. Secondary nucleation occurs if seed crystals are present

in the mother liquid phase during nucleation.

At supersaturation the chemical potential of the solution and that of the solid

that is formed on crystallization are equal:

msolution ¼ msolid ð2:1Þ

Labile

Metastable

Stable

Temperature

Solubilit
y curve

Supersaturation

Evaporation

Cooling

C
o
n
ce

n
tr

at
io

n

Figure 2.5 A typical solubility curve for a compound showing the three regions.9,10
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where msolution is the chemical potential of the solute in solution and msolid is the

chemical potential of the solute in the solid (crystalline) phase. If msolid is less

than msolution, i.e. Dm¼ msolution� msolid is positive, the solution is said to be

supersaturated and when Dm is negative the solution is undersaturated. For

crystal growth to occur, the solution has to be supersaturated. Because the

chemical potentials of the solution and solid are often not easily determined, it

is more common to express the supersaturation of a solution in terms of the

concentration (c) of the solute in the solvent. The supersaturation is therefore

the condition where the solute exists at a concentration in excess of its

equilibrium solubility value and the free energy imbalance provides the driving

force for crystal growth. The driving force from crystal growth is therefore

determined by the magnitude of the concentration relative to the equilibrium

solubility value. The relative supersaturation (s) usually defined as a percentage

value:

s ¼
c� c�

c�
¼ S�1 ð2:2Þ

where c is the actual solute concentration, c* is the equilibrium solute concen-

tration and S is the supersaturation ratio. The value of c* will depend on

temperature and hence the value of s will also be temperature dependent.

Depending on the initial concentration of the solute in the solvent, the point

at which supersaturation is achieved will vary with temperature or through the

process of solvent evaporation. The first process that is usually undertaken in

order to successfully grow crystalline materials is the determination of the

solubility curve in the growth solvent (Figure 2.5).

For a typical compound, the solubility diagram will exhibit three regions: the

stable solution (low concentration–high temperature), metastable region and a

labile region (high concentration–low temperature) where crystal growth

occurs very rapidly. The stable region lies beneath the solubility curve and

the solution is undersaturated and crystallization impossible. Cooling or

evaporation increases the relative concentration to a point where the solution

is now metastable and the solution is supersaturated and crystallization can be

spontaneous. Within the metastable region, a solution can undergo controlled

crystallization. Beyond this concentration region, the solution becomes increas-

ingly unstable and a point is reached, supersaturation, at which instantaneous

precipitation of the material is likely to occur.

2.3 Nature of Crystal Structures: Morphology and

Habit

A rigorous terminology for the bulk shape of a crystal has been developed and

leads to discussion of morphology and habit.11 The morphology will depend

upon the relative orientation and growth rates of the crystal faces. The growth

velocity of a crystal face is measured by the outward rate of movement in a

direction perpendicular to that face as shown in Figure 2.6. In most cases, for a

23Crystal Growth in Small Molecular Systems



pure compound the velocity of growth will vary from face to face and reflects

the nature of the orientation of the molecule within the unit cell of the crystal. If

we examine the alignment of the molecule within the crystal, it is possible to

identify which polar or functional groups will be orientated towards a parti-

cular face, with the result that the energy of each face is slightly different. The

differences in energy of each face will in turn influence the growth rates for

those faces. The shape of the crystal, or habit, is determined to a significant

extent by the slowest growing faces.

The general shape that a crystal exhibits is defined as its habit (prismatic,

needle-shaped or plate-like). The environment in which the crystal growth takes

place will often influence the habit obtained. It is possible by changing the

growth conditions to change the habit whilst retaining the same crystal

morphology. In Figure 2.6 are presented various crystal habits: (a) prismatic,

(b) needle-like and (c) plate-like. It is possible for a crystal to change its

morphology but retain the same habit, this is illustrated in Figure 2.6c and 2.6d.

Furthermore a crystal can change its habit and morphology, as shown in Figure

2.5a and 2.5d, where the habit has changed from being needle-like to plate-like

and the crystal angles have changed.

2.3.1 Morphology Prediction

The morphology and habit exhibited by a crystal are controlled by a combi-

nation of the internal crystal structure of the unit cell and the external growth

parameters. The morphology that is observed is in general a consequence of

Fast growth

slow growth

(i)

[a]

[b]

[c] [d]

(ii)

Figure 2.6 A schematic showing the effects of the different rates of growth on the
crystal habits (a, b and c) and morphologies (c and d).
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two factors: the method of nucleation and the dominant factors influencing the

growth of the crystal. The nucleation is controlled by the ability to form a

stable cluster of molecules and crystal growth rate is determined by the ability

of further molecules to become attached to the nucleus.12 For simplicity we

will consider initially the case of homogeneous growth from solution. As we

will see later, the growth process can be subdivided into a series of sequential

steps that reflect the way various factors influence the nucleation and growth

processes.

2.4 Homogeneous Crystal Growth

The classical approach to crystal growth13–17 considers the thermodynamic

changes that occur on crystallization. The overall free energy difference, DG,

between a small solid particle, the nucleus, and the solute in solution is the sum

of the excess free energy between the surface of the particle and bulk of the

particle, DGs, and the excess free energy between a very large particle and solute

in solution, DGv:

DG ¼ DGs þ DGv ð2:3Þ

Assuming that the clusters are spherical and have a radius r, then DGs is a

positive quantity proportional to r2, while DG is a negative quantity propor-

tional to r3. Thus:

DG ¼ 4pr2gþ
4

3
pr3DGu ð2:4Þ

where g is the interfacial tension between the cluster and surrounding solution

and DGu is the free energy change associated with the transformation per unit

volume (Figure 2.7). Since DGs and DGv are of opposite sign and depend

differently on the size of the growing crystal, the free energy of formation will

pass through a maximum. Below the critical value, the nuclei that are formed

are disrupted and dispersed before crystal growth can occur. Once this critical

value has been reached the nuclei become stable and crystal growth can take

place.

The maximum value, DGcrit, corresponds to the critical nucleus size, rc. The

value of the critical nucleus can be found by differentiating DG with respect to

the radius of the nucleus in eqn (2.4) and setting dDG/dr¼0:

@DG

@r
¼ 8prgþ 4pr2DGu ¼ 0 ð2:5Þ

Thus

rc ¼ �
2g

DGu

ð2:6Þ
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Substituting eqn (2.6) into eqn (2.4) leads to

DGcrit ¼
16pg3

3 DGð Þ2
¼

4pgr2c
3

ð2:7Þ

This relation can be used with the free energy relationship:

DGu ¼ DHv � TcDSv ð2:8Þ

where DHv and DSv are the volume enthalpy and entropy of crystallization,

respectively. At equilibrium, Tc is the equilibrium saturation temperature and

DGv¼ 0. Equation (2.8) becomes

DSv ¼
DHv

Tc

¼
DHc

VmTc

ð2:9Þ

where Vm is the molar volume. Given DT¼ (Tc�T) and using eqn (2.8) and

(2.9) the following equation is obtained:

DGu ¼
DHc

Vm

�
TDHc

VmTc

¼
DHc

Vm

� �

DT

Tc

� �

ð2:10Þ

For small supersaturations within the metastable zone (Figure 2.5), the degree

of supersaturation can be related to the extent of under cooling (DT) through

F
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e
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n
e
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Size of nucleus, rc

Figure 2.7 Free energy diagram for cluster formation.
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the Gibbs–Thomson relationship:15

lnðSÞ ¼
DHcDT

kT2
c

ð2:11Þ

where k is the Boltzmann constant. By eliminating DGv and DHc from eqn (2.6),

(2.10) and (2.11) then

r� ¼
2gVm

kTc lnðSÞ
ð2:12Þ

Equation (2.12) shows that the critical cluster size is inversely proportional to

the degree of supersaturation. As the supersaturation increases so the critical

size decreases and consequently the solutions become less and less stable.

Crystal growth becomes a stable process because as the nuclei are formed the

concentration of solute in solution is reduced and the system becomes thermo-

dynamically stable. Substituting eqn (2.12) into eqn (2.7) gives

DGv ¼
16pg3V2

m

3k2T2
c ½lnðSÞ�

2
ð2:13Þ

The rate of nucleation, J, is the number of nuclei formed per unit time per unit

volume. According to Becker and Döring,14 J can be expressed by an Arrhenius

type of relationship:

J ¼ A exp �
DG�

kT

� �

ð2:14Þ

where A is the pre-exponential factor. Combining eqn (2.13) and (2.14), J can

be expressed as

J ¼ A exp �
16pg3V2

m

3k3T3½lnðSÞ�2

" #

ð2:15Þ

This equation indicates the complexity of the factors that influence the nucle-

ation process: the temperature (T), degree of supersaturation (S), interfacial

tension (g) and molecular volume (Vm).

2.4.1 Empirical Description of Nucleation

An alternative method of modelling nucleation behaviour has been developed

based on a kinetic approach.17 In this model the mass nucleation rate, Jn, may

be expressed by the following relationship:

Jn ¼ KnDC
m
max ð2:16Þ

where Kn and m are the nucleation rate constant and nucleation reaction order,

respectively. In eqn (2.16), DCmax is the maximum allowable supersaturation.
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The nucleation rate can be expressed as

Jn ¼
e

1� ðe� 1Þ

� �

@C�

@T

� �

@T

@t

� �� �

ð2:17Þ

where T is the temperature, t is the time, dC*/dT is the rate of concentration

change with temperature and e is the ratio of the molecular weights of solvated

and unsolvated species. When solvation does not occur, the first term in eqn

(2.17) is equal to unity. For a linear range of solubility, the metastable limit,

DCmax, may be written as a function of the maximum allowable undercooling

temperature DTmax before nucleation commences:

DCmax ¼
@C�

@T

� �

DTmax ð2:18Þ

At the metastable limit, a shower of nuclei produce sufficient surface area to

prevent a significant further increase in supersaturation with respect to time.

Due to cooling then:

@DC

@t
¼ 0 at DCmax ð2:19Þ

that is:

@C

@t
¼

@C�

@t
¼ Jn ð2:20Þ

Hence at the metastable limit, the mass nucleation rate (or rate of change of

concentration) is equal to the super saturation rate due to cooling. Equation

(2.20) can be expressed in terms of the cooling rate, b (dT/dt):

Jn ¼ b
@C�

@T

� �

ð2:21Þ

Equating eqn (2.16) and (2.21) for Jn gives

KnDC
m
max ¼ b

@C�

@T

� �

ð2:22Þ

and substituting for the supersaturation in terms of eqn (2.21) gives

b
@C�

@T

� �

¼ Kn

@C�

@T

� �

DTmax

� �m

ð2:23Þ

Taking logarithms of eqn (2.23) gives

log b ¼ ðm� 1Þ log
@C�

@T

� �

þ logKn þm logðDTmaxÞ ð2:24Þ
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This equation indicates that the dependence of the logarithm of the maximum

undercooling, DTmax, on the logarithm of the cooling rate, b, should be linear

and the slope is equal to the nucleation reaction order, m.

The above theories do not consider in detail the growth process once the

nucleation has occurred. Growth takes place via a number of steps and in

principle is the same for both homogeneous and heterogeneous processes;

however, in the latter we have to consider the possible influence of impurities on

the relative rates of growth.

2.4.2 Stages of Crystal Growth

The incorporation of the growth units, single molecule or molecular cluster,

onto a crystal face can be divided into several key stages. The processes can be

visualized schematically as in Figure 2.8, and are designated as follows:

(i) Bulk transport of the growth entity to the surface. The solvated molecular

entity or cluster of molecules first has to diffuse through a concentration

gradient to the surface and may in the case of an ionic system have to

pass through a boundary layer.

(ii) Attachment of the growth entity to the surface. The growth entity may in

the simplest case be a single molecule, but may be a dimer, a cluster or a

solvated species.

(iii) Desorption. Return of a growth entity or solvated species to the solution.

(iv) Surface diffusion of the growth units to the step edge. The absorbed

entity, which may be a partially desolvated species, will move across the

surface until it finds a suitable low-energy site. This might be a vacancy

but is more probably a growing edge or dislocation. The edge or

solvated molecule

(i)

solventt(ii)

(iii)

(iv)
(v)

(vi)

Figure 2.8 Schematic of the crystal growth process from solution. The crystallizing
molecule is shown as the shaded circle and the solvent as the open circle.
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dislocation will represent a lower energy state and hence the entity will

become more strongly absorbed at these sites.

(v) Migration of the growth unit along the step edge to a kink site. The

absorbed entity although in a low-energy site will still retain the ability

to move as long as it is within a site of the same energy. Hence it is

possible for an absorbed molecule to move along an edge to find a kink

that will be of lower energy. As in the case of an entity absorbed on the

surface, desorption from a step is always possible and hence migration

to a kink is a mechanism whereby the probability of desorption is

decreased.

(vi) Volume diffusion to the step and direct integration of the growth units.

When the crystal is in equilibrium the processes above will be reversible,

the rate of adsorption depending on the bulk concentration and the rate

of desorption a function of temperature. As the bulk concentration is

increased above the equilibrium value the rate of adsorption becomes

greater than that of desorption and so the step will proceed to grow.

Whether or not this latter process occurs will depend on the relative energies of

the binding at a particular site at which first attachment occurs to the energy of

binding at an adjacent site.

At each stage in the process, loss of solvent molecules from the growth entity

occurs and the free energy of the system is progressively lowered. The approach

of the solvated entity to the surface will occur through a concentration gradient

due to the depletion of material close to the growing surface. Once adsorbed

(iv) the growth unit can diffuse across the surface to an energetically more

favourable position such as a step or kink (v). The growth unit can alternatively

be desorbed from the surface (iii) and return to the bulk solution. The growth

unit is incorporated into the growing face once it attaches to a kink site (v). On

a growing surface, kinks will be relatively abundant on the steps of a crystal. A

‘flat face’ step can therefore be seen as a continually changing surface that is

never exactly flat and is a dynamic entity, as illustrated in Figure 2.9.

Whilst this analysis is appropriate for solution growth, similar situations will

be developed in the melt, except the growing entity will often be a cluster of

molecules. In both situations the formation of the step is a critical step in

determining the final morphology of the material.

2.4.3 Heterogeneous Crystal Growth

In the case of crystallization from a melt, it has been observed that the rate of

nucleation initially follows an exponential growth curve as the degree of

undercooling is increased, reaching a maximum and subsequently decreasing.15

This effect is attributed to the increase in viscosity as the melt is cooled

inhibiting the nucleation process by suppressing the mobility of the entities

from the nucleus moving, as illustrated from studies of crystallization of citric

acid.16
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2.4.4 Nucleation and Growth Rates

Whether it is homogeneous or heterogeneous growth, the nucleation rate J is

difficult to measure, as the critical clusters formed correspond to a small

number of molecules and hence are very small. In practice, the induction time

(t) is determined, which is the time between supersaturation and the first

appearance of visible crystals. Assuming that the first appearance of the crystals

is primarily controlled by the nucleation step, then t is inversely proportional to

the rate of nucleation:18,19

t ¼
1

t
ð2:25Þ

Combining eqn (2.15) and (2.25), the following is obtained:

ln
1

t

� �

¼ lnðJÞ ¼ lnðAÞ � �
16pg3V2

m

3k3

� �

1

T3½lnðSÞ�2

" #

ð2:26Þ

Using eqn (2.26), the interfacial energy can be evaluated from measurements of

the induction time as a function of supersaturation. The radius of the critical

nucleus can be derived from eqn (2.12).

Crystal growth is assumed to involve migration of the molecule or a cluster

of molecules to a site on the surface that has a favourable energy of interaction.

In order that a particular crystal face may grow, incorporation of growth units

must occur in a sequential manner. The propagation of such successive growth

layers will determine the overall rate of growth and hence the development of a

particular morphology.

Figure 2.9 Schematic of a surface undergoing dynamic growth. In addition to kinks
there will be isolated growth sites and also vacancies created by incomplete
addition to steps.
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2.4.5 Methods of Attachment to the Growth Surface

A growing crystal will not have perfectly flat surfaces and there are three types

of face that can be identified: kinked (K), stepped (S) and flat (F) surfaces

(Figure 2.10). This designation of the crystal surfaces is due to Kossel20–22 and

leads to the concept of surface roughening. A molecule adsorbed onto a kink

site will be bounded on three sides whereas at stepped and flat surfaces the

growth unit would only be bound by two sides and one side, respectively. Thus

a face with a high density of kinks (K) would grow rapidly whilst flat faces (F)

would grow the slowest. Any additional molecules adsorbed on the rough faces

(the stepped and kinked faces) would never yield the even surfaces that are

visible on most single crystals. It is therefore the flat faces that are observed to

control the crystal growth.

2.4.6 Bravais–Friedel–Donnay–Harker Approach

Gibbs12 attempted to predict the rate of crystal growth and indicated that the

process required a minimization of the total free energy associated with the

growing surfaces. It was subsequently shown that for a crystal at equilibrium,

the faces generated are at a distance from the origin of the growth that is

proportional to their individual surface energies. Developing this idea a simple

three-dimensional plot of surface energy as a function of crystal orientation can

be constructed. Bravais4 and Friedel23 used this concept to develop a simple

method relating the internal structure to the morphology of a crystal.24

The Bravais law states that the morphologically most important forms would

be those having the greatest interplanar spacings (dhkl) and implies that the

growth rates of the faces are inversely proportional to the interplanar crystal

spacings. Donnay and Harker,25 who developed rules relating the crystal

symmetry to growth planes, refined the growth theory. These rules account

for the effect of translational symmetry operators that cause the surface

structure to be repeated more than once in the period dhkl. For example, as

we will explore later, the interplanar spacing of a face perpendicular to a 21

F

F

F

S

K

Figure 2.10 Designation of the flat surfaces (F), steps (S) and kinks (K).
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screw axis would be halved. The consequence of this consideration is that

higher ordered planes can grow in preference to lower ordered ones.

The Bravais–Friedel–Donnay–Harker (BFDH) morphological simulations

are based solely on lattice geometry and symmetry.22,23 The BFDH simulations

indirectly take into account the bond strengths present by considering slice

thickness, but neglect mechanistic factors such as atom and bond types that

also affect crystal growth. However, since these models are usually based on

experimental observation they can help infer the dominant interactions that are

controlling the crystal growth process.

The rate of crystal growth (R) predicted by the theory is expressed empir-

ically as

Ra
1

dhkl
ð2:27Þ

2.4.7 Periodic Bond Chains

Hartmann and others24–27 have attempted to predict the morphology starting

from consideration of the bonding within the crystal structure and the inter-

actions between the crystallizing units. Their theory assumes that intermolecu-

lar forces govern the morphology of a crystal and identified the existence of

uninterrupted chains of molecules ‘strongly’ bonded within crystal lattices,

called periodic bond chains (PBCs). In PBC theory, the crystal growth mech-

anism is considered to involve the formation of consecutive bonds between

crystallizing units during crystallization. A crystal network is made up of many

different PBCs with differing energies that can be then classified into ‘weak’ and

‘strong’ PBCs. This concept is consistent with the idea that the energy of

different faces will control the growth in the various observed directions. The

theory leads to the idea of an ‘attachment energy’ (Eatt) of a face, defined as the

bond energy released per molecule when a new elementary growth layer, called

a slice, of thickness dhkl is attached to an existing crystal face. It is defined as

Ess
cr ¼ Ess

att þ Ess
sl ð2:28Þ

where Ess
cr is the energy of crystallization and Ess

sl is the energy released on the

formation of a growth slice of thickness dhkl. The PBC theory assumes that rate

of bond formation and hence the displacement velocity of a face will decrease

with an increase in the attachment energy. Consequently the morphology that

is developed is directly related to the attachment energy.28,29 At low supersat-

uration the rate of crystal growth, R, is given by the following empirical

relationship:

RaEss
att ð2:29Þ

and provides a useful relationship for the prediction of the morphology of

crystals grown below the roughening transition. To illustrate the way in which
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growth occurs, we will consider the two-dimensional growth of a crystal which

takes place predominantly in the horizontal direction (Figure 2.11).

In Figure 2.11, the strong interactions between the molecules lie along the

horizontal direction and the weak interactions are perpendicular to the molec-

ular axis. Therefore the growth will occur predominantly in the horizontal

direction resulting in large (01) faces and small (10) faces. This simple situation

will rarely occur and usually there will be interactions of varying strength

between the molecules in various directions leading to more complex morph-

ologies being observed.

In summary, for a crystal to grow in the direction of a strong bond the chain

must be uninterrupted throughout the structure, and if a bond chain contains

more than one type of bond it is the weakest bond present that determines the

development of that orientation. Faces of a crystal can subsequently be classed

into three types of faces according to periodic bond chains: F faces that have at

least two PBC vectors parallel, S faces which are parallel to at least one PBC

and K faces which have no PBC parallel.

2.4.8 Attachment Energy

For molecular materials, the strength of intermolecular interactions can be

calculated by summing the interactions between a selected central molecule and

each of the surrounding molecules within the crystal.30 The simplest approach

uses the atom–atom method in which the forces are assumed to be short range

and involve the use of a van der Waals or similar potential modified to include

dipolar terms. These calculations can be modified to include specific interac-

tions such as hydrogen bonding, etc., and allow calculation of the crystal lattice

energy that can be compared with the enthalpy of melting of the crystal. Scaling

such calculations against measured heat of melting allows reasonable estimates

to be made of the significant intermolecular bonds interacting and hence

predictions of the morphology. The prediction of the morphology involves

the calculation of the slice energy that is calculated by summing the interactions

between a central molecule and all the molecules within a slice thickness dhkl.

Calculation of the attachment energy involves summing the interactions be-

tween a central molecule and all the molecules outside the slice. The centre of

strong interactions

weak interaction

[01]

[10]

Figure 2.11 The way in which a simple two-dimensional morphology can be created
using PBC theory.
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the slice can be defined as the centre of gravity of a molecule or atom. The slice

and attachment energies are then averaged over all these sites. As with PBC

theory, the calculated attachment energies are directly related to the morpho-

logical importance of a crystal face. The rate of crystal growth, since it is related

to the attachment energy, has the same proportionality as eqn (2.29).

2.4.9 Ising Model Surface Roughening

Growth at higher concentrations is assumed to involve addition of molecules to

rough rather than to smooth surfaces. The Ising model is an attempt to describe

the growth of a rough surface. A factor a has been introduced by Jackson30 to

describe the transition from smooth to rough growth. The factor a has the form

ahkl ¼
Esl

Ess
cr

� �

DHðTÞdiss

RT

 !

ð2:30Þ

where DH(T)diss is the enthalpy of dissociation (or melting for melt growth). If we

consider eqn (2.28) and (2.29) we can see that if the temperature increases, or if the

in-plane surface intermolecular bonds, defined by Ess
sl, decrease, a will decrease.

At a critical value ac that is approximately 2, an order–disorder phase transition

takes place at the growth interface that becomes macroscopically rough.

� If a is larger than ac the crystal face is in essence flat on an atomic scale and

it has to grow by spiral growth or a two-dimensional nucleation mecha-

nism, since an edge separating a solid and a fluid domain has an edge free

energy larger than zero.

� If a is smaller than ac one mixed solid–fluid phase occurs, the edge free

energies are zero and the crystal interface solid surface is in essence rough

and the crystal can grow without a layer mechanism. At this stage the

overall crystallographic orientation (hkl) will also be lost.

In the Ising surface model the crystal fluid phase is partitioned at the

interface between the solid and fluid, with the crystal interface considered as

a gradient in solid and fluids cells, going from complete solid to a complete fluid

phase. Using the concepts introduced by Onsager,31 the dimensionless Ising

temperature (yijk) that corresponds to the order–disorder phase transition can

be calculated:

yijk ¼
RT

2f

� �

c

ð2:31Þ

where f is the strongest bond in the crystal lattice. By analogy with the ahkl
factors in eqn (2.30) we can define an experimental roughening factor

y ¼
Ess
cr

f

2RT

DHðTÞdiss

 !

ð2:32Þ
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and thus for y 4 yc the crystal surface is rough and hence crystal growth will

proceed.

The essential feature of any growth model is the recognition of the import-

ance of steps in the growth process. The surface is not perfectly flat but will be

covered with steps arising from various processes. Attachment involves the

interaction of the absorbed growth entity with these steps.32 The growth rate is

therefore given by

Ra
1

ychkl
ð2:33Þ

The principal difference between the above theories is the way in which

attachment is treated to either a flat or rough surface. Aggregates of molecules

on the surface form a nucleus for growth and will ultimately form a step;

growth will also be possible at a dislocation.

2.5 Sources of Nucleation Sites on Surfaces, Steps and

Dislocations

Any factors that can affect either the formation or movement of the growth

entity will influence the type of morphology that is created, and therefore is a

fundamental issue when considering crystal growth.

2.5.1 Two-Dimensional Nucleation

To gain some insight into the factors controlling step growth we will consider

two-dimensional nucleation of growth. To create a layer on a flat surface, a

stable cluster (Figure 2.8 and 2.9) has to form on which growth is initiated and

step propagation will follow. In the two-dimensional nucleation mechanism, a

growth unit will be adsorbed on the crystal surface and will require attach-

ment of other units before stable growth can occur. During this stage the

molecules attached to the surface will retain partially their solvation shells and

will be able to move over the surface. As the growing units join up, the radius

of the nucleus will increase and an increase in the free energy is observed

(Figure 2.7) up to a maximum value. Further increase in the size of the nucleus

leads to a decrease in the free energy. The size of the nucleus at which the free

energy is a maximum is designated the critical radius, rc, and is determined by

eqn (2.6) and (2.7). If the nucleus radius is less than rc it is unstable and

dissolution is favoured; if the radius is greater than rc it is stable and growth is

favoured:

rc ¼
oa

kT lnð1þ sÞ
ð2:34Þ
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where rc is the critical radius, o is the unit volume of the growth unit, a is the

free energy of the step edge, k is the Boltzmann constant, T is the absolute

temperature and s is the relative supersaturation.

Once a stable nucleus has been established, further growth can follow

creating a new step on the flat surface and rapid growth will follow. For the

process of step growth to be repeated another nucleus will have to be formed on

this new surface and the nucleation step is the rate-determining process for the

crystal growth. The theory predicts the probability of forming a nucleus is a

very sensitive function of supersaturation and has been shown to be negligible

at low supersaturations. Thus at low supersaturations growth would be ex-

pected to be zero if it were controlled solely by two-dimensional nucleation.

However, experiment shows that contrary to prediction appreciable growth can

occur at low degrees of supersaturation. The nucleation in these situations

would appear to be easier than predicted by the theory and the ability to

achieve growth at minimal supersaturation is attributed to the presence of

imperfections in the crystals, called growth defects.

A further reason why growth becomes possible is the existence in solution of

impurities that are able to nucleate crystal growth. Dust and other such

material can nucleate crystallization and has to be carefully eliminated if

perfect single crystals are to be grown.

2.5.2 Dislocations and Related Defects

2.5.2.1 Screw Dislocations

The occurrence of defects in the crystal lattice can act as nucleating sites for step

growth and in particular dislocations with a screw component of the Burgers

vector normal to that of the crystal face (Figure 2.12). The most important type

of dislocation is a screw dislocation that causes a discontinuity in the crystal

surface called a screw dislocation, which is a line defect in the crystal surface

(Figure 2.12). The height displacement brought about by this slip creates a step

defect

(a) (b) 

Figure 2.12 Dislocation in a crystal; the Burgers vector lying normal to the crystal.
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onto which the growth units can adsorb. Steps associated with the screw

dislocation terminate at the dislocation. In order to propagate the step, growth

will occur and wind around the dislocation (Figure 2.13). Away from the

dislocation the steps advance relatively linearly and the number of the steps

created per unit time by the dislocation determines the growth rate of the

crystal. The critical radius of the two-dimensional nucleus restricts the curva-

ture of the growth spiral: if the radius of the curve is less than rc the advancing

step will dissolve.

The initial attachment will occur at the dislocation, and the first layer,

designated (1) in Figure 2.13, will follow closely the line of the defect. A second

layer will easily be attached to the first line and will start to move the edge

around the defect. Subsequent layers of attachment will move the edge around

the defect and create the spiral growth indicated in Figure 2.13.

However, due to the upper surface being a spiral ramp, a completed growth

layer is never obtained. Consequently the step will never disappear and growth

can continue unperturbed. This mechanism eliminates the need for two-dimen-

sional nucleation on which to construct new growth layers. A screw dislocation

can be right handed, clockwise going from higher to lower level, or left handed,

anticlockwise going from higher to lower level. Screw dislocations give rise to

growth spirals and the distinction of ‘handedness’ becomes of importance

when steps originating from distinct sources start to intersect. This mechanism

has been observed in polymeric materials and will be illustrated later in the book.

2.5.2.2 Like Sign Dislocations

If two dislocation sources of the same sign (right or left handed) are very

close together, less than half a step spacing, their spirals may join and form

nonintersecting parallel spirals (Figure 2.14). These spirals effectively act as a

(1)

(1)

(1) (2)

(2)

(2)

(2)

(3)

(3)

(3)

(3)

(3)

(3)

(4)

(4)

(4)

(4)

(4)

(4)

(4)

(4)

(4)

(5)

(5)

(5)

(5)

(5)

(5)

(5)

(5)

(5)

(5)

(5)

(5)

(a) (b)

Figure 2.13 Schematic of growth at a dislocation that will lead to screw dislocation
growth: (a) snapshot of the growth process; (b) sequence of adsorption of
growth units around the defect leading to a screw climbing growth.
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single spiral but of double the height of a single spiral and are called co-

operating spirals. The rate of step production per unit time would increase up

to a factor of two depending on dislocation proximity and therefore increase

the growth rate.

Alternatively if the same spirals were further apart, greater than half a step

spacing, they would become a pair of interlocking spirals (Figure 2.14) and

have the activity of one spiral. The less dominant spiral (the less developed

spiral) would merely be contributory to the more dominant dislocation spiral.

This case applies no matter how many screw dislocations are present; the most

dominant spiral will still control the growth rate.

2.5.2.3 Opposing Sign Dislocations

If two dislocations of opposite sign emerge on a crystal face they will bridge to

form a closed loop (Figure 2.15). This step will grow around both of the

dislocations if the distance between the dislocations is greater than the critical

diameter of the two-dimensional nucleus. The step grows and bows around the

two dislocation points and eventually backs on to itself to form a completed loop.

Yet again as with other screw dislocations this ledge is a self-perpetuating

step source and successive loops are formed without the need of nucleation. If

the separation of the dislocations is less than the critical diameter, the step

growth is prevented and the dislocation sources become inactive.

2.5.3 Screw Dislocation (BCF) Mechanism

Burton, Cabrera and Frank33 have attempted to take into account the effect

that occurs at low supersaturation and requires screw dislocations to provide a

     

Figure 2.14 Two cooperating spirals (left), one depicted in white and the other in
black; and two interlocking spirals (right).

A B A B
A B

Figure 2.15 Progressive growth of two step dislocations of opposite sign (A and B).
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permanent source of surface steps and hence binding sites for growth to

proceed. The surface growth rate R is proportional to the supersaturation (s)

squared:

R / s2 ð2:35Þ

2.5.3.1 Birth and Spread (B&S) Mechanism

This mechanism occurs at moderate supersaturation and involves two-

dimensional surface nucleation on a developing crystal.34 The theory describes

the growth of a layer from a nucleus that exists on a flat surface. The growth

rate is roughly proportional to the exponential of the supersaturation:

R / s5=6 expðsÞ ð2:36Þ

2.5.4 Rough Interface Growth (RIG) Mechanism

At high supersaturation the rough interface growth mechanism occurs and the

crystal grows without the presence of well-defined surface layers at the inter-

face.30 Due to the rough surface, the approaching entities are provided with

numerous binding positions (Figure 2.10). This method of growth shows a

linear dependence on supersaturation.

2.5.5 Relative Rates of Crystal Growth

Combining the predictions of the above theories it is possible to map the way in

which the crystal growth rates vary with concentration.35 The relative rates of

the different processes are shown in Figure 2.16.

2.5.6 Computer Prediction of Morphology

Using the theories outlined above and simple force fields based on modified

Lennard-Jones potentials of the type discussed in Chapter 1 it has been possible

to calculate the morphologies that are predicted by theory.32 The crystal mor-

phology can be simulated using a classical Wulff plot36 that computes the smallest

polyhedron enclosed by the various crystal faces (hkl) using relative centre to

face distances which are derived from the various models. Such projection of

crystal shapes can be accomplished with the aid of the Gnomonic projection37

that is made with the aid of available computer programs.38A computer program

created by Roberts et al.39–41 designated Habit has been used to examine a

range of crystal morphologies. The predictions for the case of naphthalene are

shown in Figure 2.17. In this case the Hartman–Perdok model (Figure 2.17c)

and attachment model (Figure 2.17d) compare favourably with experiment. In

other systems the other models have been shown to be successful.
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Figure 2.16 The relationship between growth rate and supersaturation showing the
change from BCF to B&S to RIG mechanisms as the supersaturation
increases.
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Figure 2.17 Results of the morphological simulation for naphthalene using various
models in comparison with experiment: (a) experimentally observed
morphology; (b) BFCH model; (c) Hartman–Perdok model; (d) attach-
ment model; (e) Ising model.
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2.6 Macrosteps

In the theories discussed above, it is assumed that the entity that is being

absorbed is a single molecule or possibly a dimer. It is always possible that small

clusters of molecules could be formed in the solution and diffuse to the surface.

Thermodynamics would indicate that this is rather unlikely unless the entity

has a radius that is greater than that required for nucleation. Therefore it is

usually assumed that in conditions close to supersaturation such a mechanism

is not very favourable. However, in a melt phase the possibility of larger entities

being attached does now become possible and would lead to rough crystals.

The cluster that then attaches itself to the surface will undergo rearrange-

ment, Oswald ripening, to achieve a lower energy structure. This structure,

however, may not be the same as that which would be associated with the

growth form dilute solution. It is assumed that the crystallizing entity will shed

all the molecules of solvation in the region of the kink and it is the unsolvated

species that is incorporated into the crystal. However, it is always possible that

the strength of the solvation interactions can be sufficiently strong that the loss

of the final solvent molecule is very slow. In such a situation the rate of step

growth will be significantly slowed down. A further factor that can influence

step growth is if it is possible to bunch the elementary steps. This is rather like

cluster formation and leads to the formation of macrosteps and macro growth

hillocks.

2.6.1 Impurities

Although the theory has been developed for homogeneous nucleation, in

practice it is extremely difficult to produce materials that are completely free

of impurities. In the presence of impurities the growth is heterogeneous. The

addition of very small amounts of additives to the growth solution has been

shown in many cases to have a marked effect on crystal growth. The impurities

are often of two types: (i) impurities that occur in the compounds which reflect

the method used in the synthesis of the compound and (ii) molecules that are

added to the crystal growth solution to influence the morphology. The latter are

called habit modifiers. They are usually molecules that have a structure that is

similar to that of the molecule being crystallized but lack one of the functions.

As such if they are incorporated into the lattice they will influence the balance

of strong and weak forces (Figure 2.8). For instance, benzaldhyde will be a

modifier for the growth of benzoic acid.
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The dimer of benzoic acid is a non-polar entity whereas the benzaldehyde

monomer will have a significant dipole. It is therefore very important to purify

organic materials to a very high level if one wishes to obtain the true crystal

morphology. Generally, solutions may contain between 106 and 108 solid

particles per cubic centimetre and these foreign particles can act to lower the

interfacial energy necessary for cluster formation:17

DG ¼ 4pr2ðg� gsÞ þ
4pr3DGv

3
ð2:37Þ

where gs is the interfacial tension between the hetero-nuclei and any molecular

nuclei present within the solution. Heterogeneous nucleation occurs at a

lower supersaturation than homogeneous nucleation (g4 gs) and hence the

induction time and degree of undercooling necessary for bulk crystallization is

lowered. This equation assumes that the hetero-nuclei appear homogeneous

throughout the solution. It is difficult to model mathematically heterogeneous

nucleation.

Impurities will in general add to the step or kink and retard growth of the

crystal. When impurities are adsorbed onto the terrace the progressing step

becomes pinned behind it and to advance has to bow between the impurities. If

the distance between the impurities is less then 2rc the step curvature will be too

great and the step will dissolve thus stopping further growth. Additives can

affect all of the crystal faces in an equal manner but usually, due to the different

structure of the steps in different crystallographic directions, an additive will

affect all the faces to varying degrees. It is for this latter reason that sometimes a

particular habit modifier is added to a crystallization system.

The low molecular weight hydrocarbon fragments in diesel fuel readily

crystallize at temperatures around 0 1C and form platelets.42,43 These platelets

can in cold weather block filters in the fuel supply pipes and lead to the vehicle

becoming immobilized. The addition of a habit modifier suppresses the crystal

growth in one direction and, instead of plates being formed, needles are created.

The needles have the ability to pass through the fuel filters and hence allow the

vehicle to continue operation in cold conditions. This illustrates a positive use

of impurities in the control of crystal growth.44

2.7 Analysis of the Data from Step Growth

Observation of the nature of the crystal faces (Figure 2.10) in terms of the

relative areas of the flat (F) or rough (S or K) surfaces provides an indication of

the growth mechanism (two-dimensional nucleation or screw dislocation).

Measurements of the step height give an indication of the growth unit size,

and the step spacing (the distance between advancing steps), y, allows an

estimation of the critical radius (rc). From the critical radius an approximation
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of the step edge free energy can then be made:

y ¼ 19rc ð2:38Þ

and

a ¼
kTsrc

o
ð2:39Þ

where rc is the critical radius, o is the volume of the growth unit, a is the step

edge free energy, k is the Boltzmann constant, T is the temperature and s is the

supersaturation of the solution. Monitoring the proximity of two-dimensional

nucleation (formation and dissolution) to step edges allows an approximation

of the surface diffusion distance to be obtained. Moreover the measurement of

step velocity gives an estimate of step kinetics. The effect of impurity addition

can be classified from growth observation. Impurities can be adsorbed onto

kinks, edges or terraces and affect none or all of the step directions. Examina-

tion of crystal growth with the addition of impurities can indicate the mech-

anism and extent of alteration that occurred. Recently the availability of atomic

force microscopy (AFM) has allowed these previously inaccessible parameters

to be determined experimentally45–47 (Figure 2.18).

Figure 2.18 Atomic force microscopy images of an area 3.5mm� 3.5mm of poisoned
growth of calcite.46
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2.8 Refinements of the Theory

The principal challenge to the refinement of the theory is to describe accurately

the processes associated with the migration of small clusters on the crystal

surface and the consequent roughening processes that enhance crystal growth.

As discussed above, one of the most difficult processes to model is the diffusion

of the clusters across the surface and their entrapment at steps and defects. The

physics of the diffusion of added atoms can be described by the Frank impurity

mechanism using the BCF model of crystal growth.48 The model is fundament-

ally two-dimensional and describes the quick formation of bunches of steps and

their slower build-up in a lateral direction. In most regions, step bunches form

quickly and equilibrium solutions to the equations can be developed. As

pointed out in the discussion on modelling, in certain concentration ranges

the Hartman–Perdok PBC theory has been found to be successful in its

prediction of morphology.49 Investigation of potassium dihydrogen phosphate

(KDP), which is an ionic compound, presents particular challenges. The atomic

structure at the outermost boundary is believed to control the growth mech-

anism and morphology of the crystal, while the presence or absence of cation–

anion alternation at that boundary is supposed to determine the role of polarity

in step kinetics. The observed pyramidal surface cell of KDP is considered to

generate a strongly polarized growth front, but this may not always be the case.

Surface electrostatics and the role of polarity on step kinetics cannot be inferred

solely from the outermost ion array while ignoring the rest of the growth layer,

including the step height. Cation–anion alternation at the surface termination is

neither a necessary nor a sufficient condition for establishing surface polarity

and, moreover, it does not necessarily imply alternation of positive and

negative atomic charges on that plane. Consequently, and consistent with the

symmetry point located in the middle of the experimentally determined d(101)

layer cell of KDP, the observed pyramidal surface is unpolarized. The occur-

rence of the K1-terminated, as opposed to the H2PO4
�-terminated, pyramidal

surface of KDP grown out of an aqueous solution, as well as the role of ion

impurities on the prismatic surface have been explained by this theory.

The use of computer modelling continues to advance and the integration of the

Hartman–Perdok theory with the Ising theory for the roughening transition has

been reported for the prediction of the crystal structures of venlafaxine, para-

cetamol and triacylglycerols.50 An alternative approach to the description of the

surface diffusion problem has been advanced also based on the BCF theory.51

The flow of the solution over the surface influences the step bunching process.

The flow within the solution boundary layer enhances step–step interactions and

changes the resulting step pattern morphology on the growing surface.

The challenge to the theories is to be able to predict the various polymorphs—

different morphologies that can arise when crystals are grown under different

conditions.51–53 The primary factors influencing polymorphism are solvent,

temperature and impurities, i.e. habit modifiers. The recent use of computer

predictions has allowed the development of a greater insight into the detailed

factors that control the formation of particular morphologies.
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2.9 Methods of Microstructural Examination

There are a number of methods now available for the examination of crystal

morphology.54 The shape can readily be determined by either optical or

electron microscopy. Atomic force microscopy is now regularly used to study

the surface of single crystals and considerable insight is being gained about the

size of the steps and their relative location during the growth steps. The nature

of the defect structure is somewhat more difficult to study. Imaging of defects

that are features of the order of nanometres in dimension requires the use of

X-ray diffraction methods. The usual method used is based on an approach put

forward by Lang55 and there are various experimental adaptations of these

techniques:

(i) reflection topography57–59

(ii) transmission topography55,60,61

(iii) double crystal topography56,62 and

(iv) white beam (synchrotron) topography.63–68

The Lang technique is shown in Figure 2.19. Incident X-rays enter a specimen

crystal through a very narrow slit S1 placed just before the crystal which is

orientated to satisfy the Bragg diffraction condition. Since the X-rays are

generated from scattering by an atom in the focal spot, they, even though

collimated by the slit, have a divergency of the order of 100 seconds of arc. This

degree of divergency is much larger than the intrinsic angular width of the

diffraction peak for a perfect crystal that is of the order of 5 seconds of arc.69

Therefore the incident wave must be regarded as a spherical wave that can be

Figure 2.19 Schematic of the Laue X-ray diffraction experiment.
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represented by a superposition of coherent waves. On entering the crystal, each

reflecting plane aligned to satisfy the Bragg condition breaks every wave

incident on it into two components, a transmitted and a diffracted wave. These

waves interact with each other and set up two standing wave fields inside

the triangular region ABC (Figure 2.19). This effect is know as anomalous

transmission or the Borrmann effect70,71 and the triangle ABC is called the

Borrmann triangle. The Borrmann effect is one of the important consequences

of the perfect periodicity of the lattice and provides a vivid demonstration of

the dynamic theory of X-ray diffraction.

The two standing waves established in the Borrmann fan are Bloch waves of

which the wave vectors differ. The difference in wave vectors leads to a

difference in the propagation velocity and hence interference between the Bloch

waves may occur. These interference effects, so-called Pendellösung effect, are

observed in wedge-shaped crystals72 and the resulting interference fringes are

themselves a good indication of high crystal perfection.

The incident X-ray beam can be considered in two parts. A large part of the

X-rays that do not satisfy the Bragg condition due to beam divergence pass

straight through the crystal. This is called the direct beam. The remainder forms

that part of the incident beam that satisfies the Bragg condition. Let us consider

how these interact with defect D (Figure 2.19). Three types of defect image have

been identified by Authier.73 When the direct beam cuts the defect at Q, the

misorientation due to lattice strain will cause a part of the beam to diffract.

Thus the defect regions enhance the transmitted beam, increase its intensity and

produce the so-called ‘direct image’ which appears black against a lighter

background on the image plate. The limitation to this is the condition mt4 10,

where m is the X-ray absorption coefficient of the specimen and t is the

thickness. Under this condition the direct beam suffers absorption within the

sample and the direct image does not appear. This then defines the maximum

usable thickness of the crystal. Within the Borrmann fan two types of image

arise. On crossing the highly strained region at P the two waves decouple into

their transmitted and diffracted components. When the waves re-enter the

perfect part of the crystal they excite new wave fields. A part of the intensity is

removed from the direction AP and the defect casts a shadow, producing the

so-called ‘dynamical image’. This is always less intense than the background

and hence appears as a white image against a darker background. The newly

created wave fields propagating along paths PT interfere with the original wave

fields. The interference, which shows an oscillatory contrast, gives rise to the

third type of image, the ‘intermediary image’, which has much poorer spatial

resolution than the direct image.

In Figure 2.19, if the crystal and the photographic plate are stationary with

respect to the incident beam, the recorded image is called a ‘section topography’

and represents a section through the crystal. If the crystal and plate are

traversed together back and forth, the image is called a ‘projection or transverse

topography’. The projection topography integrates and records the full width

of the crystal across the photographic plate. In projection topography dynamic

and intermediary images become burred during the translation and are not well
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contrasted, whereas direct images form relatively clear projections of defects.

These are the predominately observed images.

White beam X-ray topography (Laue technique) is probably the simplest

available X-ray imaging technique. Although the theory of defect contrast in

white beam X-ray topography is not fully established, the principles are similar

to those described for the X-ray Laue method.

Unlike characteristic line sources, the beam divergence of synchrotron radi-

ation is very small, B10�5 rad. The direct image results from the contribution

of those wavelengths that do not participate in the diffraction from the perfect

crystal, rather than from the contribution of the divergent beam as in the case

of a monochromatic experiment. Despite this, there is little qualitative differ-

ence between the images obtained using nearly zero divergence white beam

sources and the corresponding images obtained from characteristic line

sources.74 In synchrotron topography the superposition of several harmonic

reflections may be inevitable on each Laue spot. This obviously can cause some

increased image width and line degradation compared with the source images.

The principal limitation of both techniques is the resolution achievable. For

X-rays, dislocation image widths are B1 mm. Thus the maximum resolvable

defect content is B105 dislocations per square centimetre. Since specimens of

high quality are readily achievable this limitation presents few problems. An

example of a large single crystal is shown in Figure 2.20 together with a Laue

image of a slice taken from the crystal.1 The ‘g’ in Figure 2.20a indicates the

dominant growth direction for this crystal. Although the defects are clearly

visible in the Laue images, these crystals represent almost perfect crystals from

the point of view of organic crystal growth. The apparent doubling of the edge

in the crystal view (Figure 2.20a) is a consequence of interference effects, the so-

called Pendellösung effect, which is observed in wedge-shaped crystals. The

observation of these rings is a good indication of a high degree of perfection in

Figure 2.20 Single crystal of benzophenone viewed as a Lang diffraction image (scale
bar¼ 1 mm): (a) a crystal grown from ethanol with low defect density; (b)
a melt-grown crystal with high defect density.
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the crystals. The crystal shown in Figure 2.20b illustrates the higher defect

density that is associated with melt-grown crystals. It can clearly be seen that

there are a number of slip and spiral dislocations. The higher rate of crystal

growth in the latter system allows incorporation of a higher number of defects

in the final crystal structure.
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