
I1 POLYMER AS RAW MATERIAL 

11.1 Structure and Character 

The majority of polymers used for the manufacture of fibers are of organic 
nature. The physical behavior of polymers differs from the behavior of the or&- 
n a r y ,  low molecular mass, substances. The differences are caused principally by 
the large and nonuniform size of the polymer molecules. In organic chemistry, this 
is known as the notion of homolog series. Polymers, however, may be considered 
rather as mixtures of homologs. 

In the case of ordinary compounds, we speak of molecular mass, while in the 
case of polymers, we may speak only about an average molecular mass, since the 
molecules are of uneven size. The molecular mass may have various distributions, 
and here one needs the help of statistics to describe them. The commonly used 
averages, presented in a mathematical form, are: 

(11.1) 

(11.2) 

(11.3) 

(11.4) 

In equations 11.1 through 11.4 ni denotes the number of molecules of mass M ,  
( M )  is average molecular mass (colloquially molecular weight). The subscripts 
mean: 

n represents number average molecular mass, where species of each molecular 
mass are represented by their number or mole fraction. 

w represents m a s s  average (or weight average) molecular mass. 
molecular mass of each of the species is represented by its weight. 

Here, 

z represents the so called z-average molecular mass .  This average has pri- 
marily mat hematical meaning, while physically, it is related to  some volume 
dependence, e.g. like radius of gyration in light scattering experiments. 

z + 1 is called z + 1 - average; it has only mathematical significance. 

There is one more - perhaps the most commonly used average: the viscosity 
average moIecular mass. Particularly until the advent of newer instrumental meth- 
ods, like the gel permeation (or size exclusion) chromatography this has been the 
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most commonly used average, since the viscosity measurements are easier than 
other techniques for molecular mass determination.. The unquestionable prob- 
lem connected with viscosity average is that  it is not really constant: its relation 
to other averages depends on the solvent used. In limiting cases it may equal 
the weight average. Otherwise it is smaller, down to a minimum reaching about 
half the difference between the weight and number averages. Mathematically the 
viscosity average molecular mass may be presented as 

(11.5) 

Here, wi is weight fraction of species of molecular mass Mi,  a is the Mark- 
Houwink exponent in the intrinsic viscosity equation [q] = K M a ,  which may vary 
from 0.5 for theta solvent to 1.0 for a very good solvent. As the a coefficient 
approaches unity, the viscosity average approaches the weight average molecular 
mass, though this occurs rarely. 3$4  

The Gauss distribution is, perhaps, the most fundamental and common in 
statistics. Its mathematical formulation in relation to molecular mass is: 

W ( M )  = - exp [ ( M  iu?)’] 
UJZ;;  

(11.6) 

where Mm is the median value of molecular mass, around which the curve is 
symmetric, and at  the same time it represents the number average molecular 
mass; o describes the breadth of the distribution, it corresponds to  the standard 
deviation in statistics. The value of standard deviation, un, may be expressed in 
terms of the average of molecular masses of different type: 

The molar fraction of 0.6826 lies within the limits of ho. Figure 11.1 shows a 
Gaussian distribution of molecular mass. Unfortunately, there are few polymers 
which have Gaussian distribution. The normal logarithmic distribution seems to 
be more common. The mathematical form of the “log-normal” distribution, as it 
is called for short, is the Gaussian distribution, where the molecular mass fraction 
in the exponent is substituted by its natural logarithm. The standard deviation, 
uw*,  for the distribution where the number of molecules is substituted with a 

(11.8) 

An example of the log-normal distribution curve is presented in Figure 11.2. 
In the normal distribution the maximum of the curve coincides with the number 
average molecular mass. In log-normal distribution this is not the case: log-normal 
distribution is characterized by a larger fraction of smaller molecules. The distri- 
bution curves encountered experimentally often resemble log-normal distribution, 
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Figure 11.1: Gaussian distribution of molecular masses. 

though they do not fit exactly into its mathematical form. Therefore, a number 
of modifications to the log-normal distribution equation have been suggested to 
accommodate the discrepancies. For details on these distributions the reader is 
referred to  the polymer textbooks.' )2  
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Figure 11.2: Example of a normal logarithmic type of molecular mass distribution. 

Experimentally, molecular mass distribution and all the averages are commonly 
determined by the size exclusion chromatography. Other methods are used less 
frequently as they are experimentally more difficult. These methods usually yield 
molecular mass averages of different type. Particularly troublesome are other 
methods for determination of mass distributions. However, from the direct spe- 
cialized methods like osmometry for number average, light scattering for weight 
average, and ultra centrifuge for weight and z-average, more accurate data may be 
obtained. The size exclusion chromatography requires calibration, which is based 
on the direct methods. 

Polydispersity of polymers, as expressed by the weight average over number 
average ratio, rarely is less then 2 and in some cases may reach as high as ten or 
twelve. This is true both for commercial and for experimental polymers. The lower 
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values are more typical for condensation type polymers, the higher values occur 
primarily with some vinyl-type polymers. Polymers of higher average molecular 
mass have a tendency toward having a somewhat broader mass d is t r ib~t ion .~  

Polydispersity may be high also due to the blending of different polymer 
batches, or as a result of not very stable continuous polymerization processes. 
In such cases one may encounter bimodal, or even multimodal distributions which 
do not have any general mathematical representations given a prion'. 

Practically, all the fiber forming polymers known currently have linear chain 
structure. The molecular formulas predict such linearity quite clearly. 

The group of polyamides polyamides, is based either on a - w difunctional 
acids and Q - w iamines or on a - w aminoacids. Aromatic diacids or diamines 
make the melting point very high and may increase the strength substantially. 
Examples of structural formula of an Q - w diacid and Q - w diamine, as well as 
Stuart-Briegleb models of single mer of nylon 6 and a segment of nylon 66 with 
amid bonds and with one CH2 group on each side, respectively, are: 

Poly(acrylonitri1e) (usually called acrplic fiber) has an irregular stereo con- 
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figuration, often containing small amounts of comonomers, does not melt and is 
processed from solution: 

Polyesters in their most common version are based on terephthalic acid and 
glycols of different length, most often ethylene glycol. Structural formula and 
Stuart-Briegleb model of one mer of poly(ethy1ene terephthalate) are: 

Polyethylene (or poZymeth?jlene, if it has a most regular structure). is a poly- 
mer of high theoretical interest due to the structure simplicity, commercially it is 
less attractive due to low melting. Structural formula and Stuart - Briegleb model 
of three mer segment are: 

r 1 
-CH,-CH,-CH,- CH,?CH,-CH, CH,-CHz-CHz-CH2- 

i fN 
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Isotactic polypropylene, which cannot assume a planar zag - zag but instead 
has a helical conformation as found in crystals. Structural formula and Stuart- 
Briegleb model of a two mer segment are: 

Syndzotactzc-polypropylene, has planar conformation but usually melts lower 
than its isotactic counterpart: 

Naturally, t,he list, of polymers used for manufact,uring of fibers is substantially 
longer, especially when one takes into consideration the so-called high performance 
fibers and modifications of naturally occurring polymers. If any of the useful poly- 
mers, from the fiber formation point of view, have chain branching synthesized 
intentionally, then the side chains are rather short. Unfortunately, almost all 
polymers contain some fraction of chains with long branches built in unintention- 
ally, as imperfections, as a result of side reactions. In the case of low molecular 
mass compounds, products of side reactions are removed during purification pro- 
cesses; in the case of polymers, such purification is impossible, particularly if the 
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side products are built into the chains. It must be stressed that long chain branch- 
ing, particularly when it is severe enough to form cross linked, gel molecules, is 
most detrimental to the polymer quality, to the ease of processing, and potentially 
to the polymer Doubtlessly, in commercial operations such chain 
imperfections often represent a strong economic factor. 

In melts and in solutions, the polymer molecules are coiled into what looks like 
a little balls. How tightly a polymer coils depends on the flexibility of chain, and in 
the case of solutions, the quality of the s o l ~ e n t . ~ ~ l ~  It is indeed difficult to imagine 
a rod with length to diameter ratio of several thousands staying fully extended, 
or close to it, especially when one considers interaction with other molecules. 
Conditions like this may be met only in cases of very rigid molecule structure (e.g. 
liquid crystal polymers). 

In concentrated solutions and in the melts, the coiled polymer molecules are 
not entirely independent. To some degree, the coils are interpenetrated and the 
chains entangled. A fully quantitative description of the chain morphology in 
concentrated solutions and in the melts is currently impossible. The problem of 
chain conformation in solid state is also not less important; it will be discussed in 
the next sections. 

As the molecules lack full freedom of motion, they cannot always assume such 
spatial positions as would correspond to  a minimum of free energy in the sys- 
tem. Thus, polymers belong to the systems which are not in thermodynamic 
equilibrium.’l This fact is of great theoretical and practical importance:12 it is the 
basis for the phenomenon that the very same polymer can have different proper- 
ties in solid state. The same specimen may be crystallized to  different degrees, 
and many of the crystalline forms will be in a meta-stable state for practically an 
indefinite time under normal service conditions. The same specimen may also be 
crystallized to the same degree, but if the crystalline morphology is different, the 
properties will be different also. Mostly the physical properties will differ to a larger 
degree, e.g. tensile strength, Young’s modulus, creep, etc. The non-equilibrium 
character of polymers is responsible for the influence of processing on the product 
properties. Full knowledge of the appropriate relationships is necessary to  fully 
utilize all the possibilities that any type of processing offers. 

Molecular structure, regardless of whether it is more or less ideal, has an ob- 
viously quite dominant role in determining fiber properties. So, the presence 
or absence of polar forces, as well as their strength, determine many properties. 
Poly(acrylonitrile), which has very strong polar groups, is able to  form good and 
strong fibers even at  low levels of crystallinity; the polar forces hold the super- 
molecular structure together. Polyolefines, with no polar forces to speak of, need 
much higher levels of crystallinity and higher molecular mass to form sufficiently 
stable, low creeping fibers.13 If well crystallizing polymers have, in addition, strong 
polar forces or hydrogen bonds, or b ~ t h , ’ ~ ) ’ ~  like poly(ethy1ene terephthalate), 
the resulting fibers have excellent mechanical properties. On the other hand, the 
dense crystalline morphology of the fibers may create problems with diffusion re- 
lated properties such as dyeability and water absorption. The last two properties 
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are important, particularly in fibers aimed at  applications in garments, sanitary 
materials, or insulating materials. Nonpolar polymers. like polyethylene or poly- 
propylene, are used for such applications where dyeing is not important or may be 
substituted with pigmenting the polymer in bulk. 

The chemical structure of polymers also accounts for such properties as stability 
against heat, oxidation, microorganisms, and different kinds of radiation, as well 
as resistance to hydrolysis, to attacks of different solvents, etc.16-1s 

In essence. the polymer presents a certain potential range of obtainable fiber 
properties. Exactly which properties are utilized depends on the processing. The 
degree of development and the level of sophistication of the process are reflected 
in the utilized fraction of the potential a polymer offers. 

11.2 Polymer Crystals 

II.2.a Crystal Structure 

Some polymers have been found to be able to crystallize. Those polymers which 
are able to  crystallize give X-ray diffractograms typical of crystalline structure 
superposed on a halo obtained normally from amorphous materials. The ”crys- 
talline part” of polymer diffractograms is similar to powder diffractograms of low 
molecular mass crystalline compounds. Fibers give usually diffractograms similar 
to single crystal, indicating presence of orientation. 

The duality of x-ray diffraction patterns suggests the notion of semicrystallinity 
in polymers. Although the first x-ray observations were made in the late twenties 
or early thirties, the crystallography of polymers is still open for a development 
effort. 

Figure 11.3: First depiction of crystalline structnre in polymers after Herrnann, Gern- 
gross, and A b i t ~ . ’ ~ - ’ ’  

The first attempts to describe the structure of polymer crystals were published 
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Figure 11.4: h4odeJ o f  polymer crystallinity by Hess and K i e s ~ i g . ~ ~ ' ~ ~  Reproduced by 
permission o f  the copyrights owner, Dietrich Steinkopf Verlag. 

by Hermann and G e r n g r o ~ s ' ~ - ~ ~  in 1932. Their model is presented schematically 
in Figure 11.3. With only minor modifications, Statton reactivated the model in 
1959.22 This interpretation of polymer crystals is usually referred to as the fr inged 
macelle mode l .  Based on the low angle X-ray scattering obtained from fibers. 
Hess and K i e ~ s i g ~ ~ t ~ ~  developed in 1942 another model. which was characterized 
by substantially more order and alternating arrangement of areas of crystalline - 
non-crystalline material (see Figure 11.4). Kone of the models. though, was able 
to provide explanation of the material properties, particularly, the properties of 
fibers. 

In 1957, three different laboratories reported the discovery of polymer single 
~ r y s t a l s . ~ ~ - ~ ~  Electron microscopic investigations of single crystals revealed that 
the crystal dimensions were incompatible with dimensions of fully extended poly- 
mer chains - ergo - the chains in the crystal must be folded. The folds were 
found to be around 100 A in size. The large surfaces of the single crystals, though 
they physically belong to the crystal, contain the molecule folds. The folds do 
not have the packing regularity of a crystal, hence they may then be considered 
noncrystalline. The thickness of single crystal was found to be variable and de- 
pendent on the growth conditions: temperature and medium, e.g. solvent or melt. 
Thickness of the crystal lamellae, as they have been named. has been found to 
coincide with the long periodicity, as determined by low angle X-ray scattering. 
Table 11.1 presents, as an example, the relationship between the growth conditions 
of polyethylene crystals and corresponding long periods.28 Later investigations 
indicated that at  large supercoolings. the long periods reach a constant value in- 
dependent of the crystallization Further, it has been found that 
the long period grows also during isothermal crystallization beginning from some 
minimum. This minimum value of long period corresponds also to the long period 
obtained in crystallization from solution.38 The most recent  investigation^^^ show 
that during crystallization of monodisperse polyethylene, the long period grows in 
steps. doubling. tripling, and quadrupling the minimum long period, 1 " .  Figure 
11.5 presents a proposed mechanism of the jump changes of chain folding,3g which 
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0 

Quodrupling 

Figure 11.5: Sketch illustrating a scheme for refolding which leads to multiplication of 
the minimum fold size. Reproduced from P. J .  Barham and A. Keller3g by permission 
of the copyrights holder, John Wiley & Sons, Inc. 

is observable irrespectively of the crystallization medium, but in the melt it pro- 
ceeds a t  substantially higher rates. 

Table 11.1. 
Long Period of Polyethylene Crystals 
in Relation to Growth Conditions. 

Medium Temperature, "C Long Period, A 
o-Xylene 50 92.5 

o-Xylene 70 111.5 
o-Xylene 80 120.5 
o-Xylene 90 150.0 

Polyethylene melt 125 223.0 
Polyethylene melt 130 355.0 

o-Xylene 60 102.0 

Polyet,hylene melt 120 190.0 

A number of  investigator^^"-^^ have suggested that one molecule may be in- 
volved in more than one lamella, creating tie molecules. The tie molecules connect 
different lamellae with stronger bonds than might be provided by the poorly or- 
dered fold planes. E. W. Fischer and c o - ~ o r k e r s ~ ~  have shown that in general, 
one molecule, 1* ,32-37  crystallizes in more than one lamella. In the same paper 
Fischer describes an X-ray based method of detailed quantitative analysis of the 
molecule involvement in lamellae. 

Based on thermodynamic  consideration^,^^-^^ it was predicted that stability 
of polymer crystal has t,wo maxima: one at  a limited thickness - which depends 
on crystallization temperature and is realized in folded chain crystals, the other 
maximum of st,abilit>y corresponds to fully extended chain conformation. Crystals 
with fully extended chains have been obtained experimentally. Namely, polyethy- 
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lene crystallizes with extended chains when the crystallization process is carried 
out at  pressures in excess of 2300 a t m . 4 g  Also, polymers with very rigid chains are 
unable to coil. Therefore, their normal mode of crystallization is with extended 
chains. Some of the so-called hzgh performance fibers are based on such. or similar, 
polymers. 

What makes polymers crystallize? This is an important question. The answer 
may be: the tendency to give up an excess of energy which may be achieved by 
entering into proper positions in relation to other chains. Why is it then that 
some polymers crystallize and other do not? Regularity of crystalline lattices 
requires some minimum of regularity in polymer chain. At some point it was 
believed that the regularity needed is very high.50 so high that the chains would 
need to  be nearly perfectly stereoregular. Such rigid requirements may be cor- 
rect if “perfect” crystals are to be obtained. Commonly. however, crystals are 
not so ”perfect” and are able to accommodate chain imperfections. Polypropyl- 
ene with four to five chlorine atoms per hundred carbon chain atoms shows only 
relatively minor deformation of crystalline lattice.51 The degree of crystallinity 
of pol yet hylene decreases gradually with the increasing number of “foreign” sub- 
stituents, like chlorine, methyl, i s ~ p r o p y l . ~ ~  Copolymers with three or five per- 
cent of a comonomer are quite well able to form crystalline materials. Different 
stereoisomers, in comparison to copolymers. represent only a minor disturbance of 
the chain r e g ~ l a r i t y . ~ ~ ’ ~ ~  The feature most detrimental to crystallization is chain 
branching, particularly long chain and frequent branching. There is evidence that, 
despite the imperfections, polymers do crystallize, but the imperfections influence 
the resulting crystal morphology. as well as the crystallization rate.’40 

Great progress in evaluation of X-ray diffraction data made by Hosemann 
and  collaborator^^^^^^ in the early 1950’s led to the formulation of the notion of 
paracrystallznzty. Crystalline structure ceased to be treated in terms of “black and 
white”, it moved into the “grey” area. Crystal structure may range from perfec- 
tion down, through paracrystals distinguishing srnectac and nematzc morphologies, 
all the way to an amorphous state. The nematic form describes some degree of 
lateral order between the molecules, though distances are not fully regular. The 
smectic form is somewhat more ordered, the chain elements or groups become or- 
dered laterally, though still not in the constraints of a regular crystalline lattice. 
Methods to analyze the imperfections became known. though the reasons for the 
imperfections would not be determined equally precisely. Generally. the causes of 
imperfections are believed to belong to two categories. 

przmo - those resulting from the irregularities in chain conformation, and 
secundo - imperfections of the geometry of the polymer chain itself. 
The first category includes improper alignment of the chain in the lattice, un- 

usual configuration of folds. incorporation of chain ends in the lattice, inversion of 
helix turns, etc. The second category includes steric imperfections. chain branches, 
comonomer units, chemical imperfections built into the chains, end groups of dif- 
ferent chemical nature. et c, 53 I 

It has been shown that even well developed polymer crystals, including single 
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PARACRYSTALLINE MOSAICBLOCK I N  P. E. 
SINGLE CRYSTAL WITH TWIST BOUNDARY 
AND SCREW DISLOCATIONS. 

Figure 11.6: Schematic drawing of a mosaic block boundaries, according to R.. Hose- 
rnann et al? Reproduced by permission of the copyright owner, International Union of 
Crystallography. 

crystals, do not have a completely homogeneous structure. If a single polymer 
crystal is analyzed by X-ray diffraction, one obtains values for the size of the crystal 
substantially smaller than the whole crystal mat, usually only around 100 A. The 
same is true with any other polymer crystals. Crystals, including single crystals, 
are built of small blocks which have been given the name paracrystall ine mosa ic  
b l o ~ k s . ~ ~ > ’ ~  The size of the small blocks is strongly related to the paracrystalline 
lattice distortions: 

(11.9) 

Here, a is distance between the lattice planes, D represents t,he average size of the 
paracrystalline particle in a direction perpendicular to the considered lattice plane, 
9 is the paracrystalline lattice distortion factor, and (Y characterizes the forces 
binding the network planes. For many polymers, including polyethylene, the value 
of (Y is around 0.15. This relationship indicates that the distortions in crystalline 
lattice are addit,ive, they superimpose in some way. Therefore the distortions are 
effectively growing with the growth of the crystal. Depending on the magnitude of 
the distortions, what is reflected by the g-factor, depends the number of crystalline 
unit cells grown to the point where the distortion becomes large enough to create 
a discontinuity of the total structure. The local distortion of the order becomes so 
large that the area appears to X-ray diffraction as noncrystalline (Figure 11.6). The 
question of lattice distortions has been further refined and related to particular 
lattices by Blijchl and B0na1-t.’~’ Under the influence of relatively small forces, a 
single crystal mat or lamella breaks down along the distorted and weak boundaries 
between mosaic bIocks.60>61 
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It has been s ~ g g e s t e d ~ ~ ~ ~ ~ ~ ~ ~ '  that the process of crystallization is preceded by 
precipitation of the molecules in their coiled form. Subsequently, the molecules 
crystallize to a large extent within the coils. It has been suggested even that at  
the conditions close to crystallization, the chain segments within a coil are already 
largely parallel to obtain the maximum packings8 The connections between the 
lamellae are suggested to originate in the chain entanglements. From a mechanistic 
point of view these suggestions appear quite plausible. 

At the current state of knowledge it is easy to realize that the notion of crys- 
tallinity is quite ill-defined. Should the fold planes be considered as crystalline or 
not? They belong, though, to a single crystal. Even a single crystal is not viewed 
as hundred per cent crystalline by X-ray. Density and heat of fusion must vary 
with the degree of crystal perfection. The only solution to the problem appears to 
be adherence to the concept of paracrystallinity and observation of the necessity 
to indicate the method of analysis by which the degree of crystallinity has been 
deduced. Naturally, closer description of the structural features, like the g-factor, 
type of distortions16' long period, etc. , additionally clarifies the meaning, but the 
analyses may be time consuming and expensive. Thus, very often we must remain 
satisfied with the more or less approximate description of the order in the polymer 
solid ~ t a t e . ~ ~ ) ~ ~  

II.2.b Melting of Crystals 

If a thermodynamic equilibrium would exist in a partially crystalline system, 
then the change in free energy during ,the melting of a small crystal layer would 
equal: 

Here AGO is change in free energy, and AH', AS' are changes of melting enthalpy 
and melting entropy, respectively. All the values are calculated per mole. From 
equation 11.10 one may find the equilibrium temperature: 

AGO = A H O  - T A S O  = 0 (11.10) 

TI = AH'/AS' (11.11) 

If the actual temperature of a specimen would become greater than TI, then 
AGO would become negative and the crystal would melt. If, on the other hand, the 
specimen temperature would decrease below TI, then AGO would become positive 
and further crystallization would proceed. 

In case of low molecular mass compounds, when the crystals are sufficiently 
large, AGO and AS' are material constants which do not change. In such cases, 
equation 11.11 defines the melting point. For high molecular mass compounds, both 
enthalpy and entropy change during melting. The enthalpy of melting depends 
quite strongly on the crystallization temperature and on the molecular mass of the 
polymer. The value of ent halpy increases with increasing crystallization tempera- 
ture and decreases with increasing molecular mass to reach an equilibrium point 
for infinitely long polymer chains at  the melting temperature.lo4 
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The total entropy, S, of a polymeric system consists of: 

1. Transition entropy, St ,  which is connected with vibrations of the center of 
gravity of the entire molecule. 

2. Entropy of internal vibrations, S,, which is related to the vibrations of 
different segments of a molecule, while the center of gravity does not shift. 

3. Configurational entropy, S,, which arises from changes of form and spatial 
arrangement of the molecule. 

In effect one may write: 
s = s, + S" + s, 

During the melting of polymers, the configurational entropy, S,, undergoes 
changes and because of this the equilibrium temperature, 2" changes also. This 
complicates an adequate description of the melting phenomena in polymers. In 
addition, the degree of crystallinity may also be affected by the crystallization 
t e m p e r a t ~ r e . ~ ~  Polymer melting may be described adequately only in the form 
of a relationship between the crystallization temperature and the corresponding 
melting temperature, as it is shown in Figure 11.7. The slope of melting tem- 
perature, T, , against crystallization temperature, T,, is usually around 0.5.l In 
practice, however, the values range from 0.3 to 0.8. The large deviations from 
the expected value of 0.5 may be partially due to the fact that experimental de- 
termination of the relationship is rather difficult. Also, a t  larger supercoolings 
the melting temperature becomes constant and independent of the crystallization 
tempera t~re .~ ' -~ '  If the point is not well defined, the experimental points may 
become confused, leading to an incorrect slope. The slope, on the other hand, is of 
utmost importance, as it determines the point where the temperature of melting 
equals the temperature of crystallization, T, = T,, that is the equilibrium melting 
point, 7",. Practically, this point is determined by the point of intersection of 
the line of T, versus T, with the line of slope equal one. The thermodynamic 
equilibrium melting pint is defined as the temperature a t  which the free energy 
of an infinite crystal, consisting of fully extended chains, is equal to that of a 
liquid polymer.28 Equilibrium melting point is a material constant , barring any 
alterations resulting from polymer chain imperfections. However, such cases are 
rather common. Polyethylene crystallized under high pressure does melt at  the 
equilibrium melting temperature, or close to it. 

Molecular mass has an influence on melting 

(11.12) 

Here is the melting enthalpy of a monomer unit, R is, as usual, the gas 
constant, and X is degree of polymerization. f ( X )  represents a long expression, 
but its numerical value is normally negligibly small. This influence is primarily 
a reflection of different chain end groups acting as impurities. Consequently, the 
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Figure 11.7: Relationship between crystallization and melting temperatures: 
poly(ethy1ene terephthalate):g5 T, = 0.694 T,+88.43; nylon-6?' T, = 0.7445 Tc+64.91; 
p~lypropylene: '~~T,  = 0.4644 T, + 103.13 and T, = 0.5501 T, + 97.74. 
influence decreases strongly with increasing molecular mass, so for the majority 
of common cases it may be neglected. Recently, it has been also reported67 that 
molecular mass has some effect on the lamella growth, and this would, naturally, 
influence melting temperature. However, the influence becomes negligible already 
above degree of polymerization of 500, and its influence decreases further with 
increasing degree of polymerization. 

As has been mentioned above, the crystalline long period depends on crys- 
tallization temperature. Now we see that melting point depends on the size of 
long period; thus, melting temperature depends on crystallization temperature. 
The logic of structure and behavior is complete. However, one needs to take into 
account the medium in which crystallization proceeds, and whether refolding is 
possible or not. This may modify the melting point. 

Polymers do not usually have sharp melting points. It is still not entirely clear 
what are the thermodynamic reasons underlying this fact. The ratio of the fold 
surface area to the crystal size depends on long period:68 

1 - 20  
Tm = Tg [ ( L * H f ) ]  

(11.13) 

where is surface free energy of the fold surfaces, A H f  heat of fusion, and L is 
long period. I t  is claimed"~70 that heat of fusion decreases with molecular mass. 
On the other hand, melting temperature is sensitive to molecular mass only at  low 
molecular masses ( e . 9 .  for polyethylene below 2 . 104)7' 

The theory of partial melting42)72i94 treats the fold sites differently. It assumes 
that a polymer below its melting point reaches its absolute minimum of free energy 
when it is almost completely crystalline. The steric hindrances do not allow the 
minimum of free energy to be reached. Only a relative, metastable equilibrium 
between the crystalline and unordered layers may be achieved. The length of the 
unordered chains reflects a temperature dependent equilibrium, and this explains 
the broad melting of polymers, as well as some decrease in crystallinity. The 
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latter is accompanied by an increase of the thickness of interlamellar layers as 
temperature increases. In addition, surface melting results in an increase of specific 
heat. Taking these into account, the great influence of long periodicity on the 
thermal behavior of polymers becomes obvious. The dependence of the degree of 
crystallinity on temperature is:42 

(11.14) 

Here pa is density of the unordered layer, pa is density of the crystalline layer, L is 
thickness of the crystalline layer, and d stands for the thickness of the unordered 
layer. 

Partial melting may take place only when the unordered molecules have both 
ends tied to the crystal surface. Figure 11.8 shows such situations as cases A and B. 
Case D, with only one end tied in the crystal, does not aid the surface melting. In 
cases of typical tie molecules, like case C, partial melting should not be expected, 
since the distance between the tied points is affected by melting. Cases like E 
are not very likely to occur, but should they happen, melting may be affected. 
Significant experimental support, based on X-ray analyses, for the partial melting 
theory has been reported by Kavesh and S c h ~ l t z . ~ ~  

Figure 11.8: Possible chain arrangements, other than adjacent reentry, between crys- 
talline lamellae. After Fi~cher.~’ 

Newer  investigation^'^^ show that partial melting is due also to the “wander- 
ing” of paracrystalline portions between crystalline G paracrystalline (intermedi- 
ate) +j amorphous. Partial melting involves not only the chain folds; a large role 
is played by the distribution of long period sizes.’38 

Besides surface melting, there are several other reasons why melting may be 
broadened: 
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Small temperature gradients during crystallization may cause small differ- 
ences in the size of long period, and furthermore in melting temperature. 

Imperfections in the crystalline lattice.'2i28 

Impurities lower the melting points of crystals, as in the case of low molecular 
mass compounds. 

complex than formulated by Flory.74>75 
Chain branching has a very complex influence on melting point, much more 

The great number of possible combinations of length, frequency, and distri- 
bution of branches along the chains give a basis for the ~omplexity.~'  The true 
reasons for melting point broadening are, most likely, of very complex nature and 
attributable to many factors,76 including the broadening effect of the instruments 
used. 

If a polymer crystal is subjected to elevated temperature, though still substan- 
tially below its actual melting temperature, the melting temperature may increase. 
This process is called anmealing. The annealing effect is observable above a certain 
temperature, T,, which coincides with a transition in the viscoelastic spectrum, 
the so called ac transition. In terms of structure, long period grows exponentially 
with time to an asymptotic v a 1 ~ e . ~ ~ > ~ ~ - ~ ~  Macroscopic density of the crystal also 
increases. There is no linearity in the relationship between the long period growth 
and temperature. Density increases show a linear relationship with the reciprocal 
value of the long period for a given constant temperature. When the annealing 
temperature exceeds a certain maximum that is close to the melting point of the 
specimen, the long period does not reach an equilibrium.82 

show that not all crystals have equally strong 
ac relaxation, which is related to the translational chain motions. The transla- 
tion may proceed through various mechanisms, like chain rotation, helical jumps, 
"crankshaft" jumps. The translation is obviously more difficult, if possible, for 
polymers with large side groups, rigid chains, and extensive chain entanglements. 
Some polymers do not have the a, transition; they form nonduct i le  crystals , or 
according to other terminology, are crystal  j ixed. The rate of growth of long pe- 
riod is considered dependent on molecular mass,83 which is usually connected with 
higher degree of chain entanglement. The growth of long period during annealing 
is accomplished by a mechanism similar to refolding during crystallization: by 
longitudinal translation of the chains within the crystalline lattice after the lattice 
has been softened sufficiently for such a process to take place. The softening is 
possible within the temperature interval beginning with T, and upwards to some 
temperature close, but not reaching, the actual melting point of the specimen.802s' 
It is also possible that partial melting is involved in the p r o c e s ~ . ~ ~ ) ~ ~  There are 
conflicting views regarding the influence of annealing on the crystal perfection: 
some authors believe that the perfection increases,s2 others claim the opposite 
effect to be true.28 

Annealing processes are accompanied by macroscopic changes of the sample 
shape, e . ~ .  shrinking when a sample was previously oriented, or formation of holes 

Newer  investigation^'^' ' 
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during annealing of single crystal mats. These changes of shape may occur only 
when a sample is annealed without a restraint imposed on its dimensions. All of 
the description given above concerns only such cases. During isometric annealing, 
polymers behave differently. Such cases will be discussed in other sections. 

It is not without significance whether a sample is annealed in air or in a liquid. 
Annealing in liquids is much more effective, the new equilibrium is reached faster 
even when using liquids which do not interact physicochemically with the polymer. 
A more intense heat transfer must be responsible for the accelerating effect.84 

In experimental practice, the measured melting temperature often depends on 
the heating rate during the experiment. This effect may be related to the partial 
annealing.85 

Heat treatment, sometimes even at  relatively low temperature, can have an 
influence on the entropy of some noncrystalline elements of the structure. Stresses 
on noncrystalline molecules imposed by crystallization of other molecule segments 
may gain a chance of relaxation. Such a relaxation would result in a change of 
configurational entropy. Even without noticeable change in long periodicity, melt- 
ing point may be affected," but certainly the macroscopic shape of the specimen 
will be altered. 

There are known cases when annealing caused changes of the crystallographic 
Such change, if it takes place, is responsible for the most serious changes 

of melting behavior. Other properties may be affected also, and quite strongly at  
that. 

11.2 .c Crystallization Kinetics 

It is generally accepted that the kinetics of polymer crystallization follows the 
Avrami equation originally developed for low molecular mass compounds and for 
metals in p a r t i c ~ l a r : ~ ~ - ~ ~  

1 - a: = exp(-Kin) (11.15) 

In this equation o represents the degree of crystallinity, t is time, n is constant, 
depending on the process of nucleation and assuming values 1 5 n 5 4, which 
according to the original development must be integers. K is here a rate constant. 
The majority of polymers seem to follow the equation fairly well, but n is almost 
always fractional. The equation reflects neither the influence of molecular mass 
on the kinet,ics, nor the temperature dependence of the process. 

Another approach to crystallization kinetics is also based on thermodynamic 
considerations. The earliest notions go as far back as G i b b ~ . ~ '  R. Beckerg7 formu- 
lated the nucleation rate in a condensed phase, n*, as: 

n* = no exp (- A F * ~ A Q * )  (11.16) 

Here n,o is an unspecified constant, AF* is the free energy of activation for the 
transport of a molecule across the phase boundary, k is Boltzmann's constant, and 
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T is temperature. A4* is the greatest contributor in the equation and represents 
a "barrier" which is inversely proportional to temperature. Fisher and Turnbullg8 
reformulated the equation: 

(11.17) 4 bo 01 0 2  

A f  
A4* = 

where bo is thickness of the crystallizing entity, and is assumed constant; 01 and 0 2  

are the interfacial free energies per unit area for the nucleus faces a bo and cbo; A f 
represents the free energy of fusion per unit of volume of the macroscopic crystal: 

(11.18) 

In equation 11.18 Ahf  is the heat of fusion per unit volume of the crystal, T$ 
is the equilibrium melting point, T is crystallization temperature. Thus, equation 
11.16 in the Fisher and Turnbull version may assume the following form: 

n* = ( h) N k T  exp (- F )  AF' exp [ - 
Ahf x AT x bT 

The additional notation in equation 11.19 has the usual meaning: N is Avo- 

Hoffman and co-workers" have modified the Fisher-Turnbull equation and for 
gadro's number, h is Planck constant, AT = ?", - T .  

three dimensional homogeneous nucleation of polymer crystal they suggest: 

} (11.20) 
NkT AF' 32 0' oe(%)' 

I*  = (w) (-=) exp{-[ Ahf x AT x kT]2 

Here V, represents i' molar  vo1um.e of t he  order of magni tude  of t ha t  associated 
w i th  a cha in  length of t he  fold period"; as the free energy of activation for transport. 
WLF equation for activation energy of flow (see chapter on rheology) is used to 
describe the transport,12 AF"  = AFG,, = 4120T/(51.6 + T - Tg),  where Tg is 
the glass transition temperature. To improve the agreement between the results 
calculated from equation 11.20 and those obtained from experiment, the authorsgg 
add to the denominator of the last segment of the equation a correcting factor y2, 
with the value of ?j close to unity. 

There were attempts made to improve the agreement between equation 11.20 
and experimental data by dividing the problem into three "regimes". Defini- 
tion of the "regimes" is based approximately on the degree of super~ooling."~-"~ 
These attempts appear to be somewhat artificial however, and the entire Hoffman- 
Lauritzen theory has been subjected to very severe criticism."8-'23 Im provement s 
of the equation, as well as new solutions of the problem have been suggested by 
many  author^,"^-^^^ many of the solutions are based on extension of the Avrami 
equation to nonisothermal conditions. These efforts offer some small improve- 
ments, but none of them is significant, so far. A detailed review of the efforts may 
be found in a paper by Di Lorenzo and Silve~tre.'~' 
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Confrontations of experimental results with equation 11.20 show some agree- 
ment, though it is not complete. Figure 11.9 presents a superposition of the ex- 
perimental crystallization rate against temperature with the least square fit of the 
data into equation 11.20. This happens to be one of the closest results obtainable. 
Least square fits give a coefficient for the nucleation term very close to the values 
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Figure 11.9: Experimental crystallization rate (heavy line) in comparison with a least 
square fit into Equation 11.20. Experimentally determined activation energy of flow was 
used in the calculation. Two different polypropylenes. 

expected from the theory. However, the "flow" term with the WLF activation 
energy calls for coefficients ranging between 50 and 60. Thus the model of this 
segment must be deemed incorrect. The WLF equation is valid for temperature 
close to glass transition, and by no means higher than 40 or 50 ' K. Crystalliza- 
tion, on the other hand takes place usually a t  much more than 100 ' K above glass 
transition temperature. Similar reservations have been voiced earlier by Mandelk- 
ern. The shape of the rate curve with the WLF energy indicates that the crystal 
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growth tends to lag behind the nucleation, but for quiescent crystallization the 
discrepancies are not large and are usually taken as experimental error. If, instead 
of the WLF activation energy, activation energy determined experimentally from 
polymer melt flow is used, (see section 111.8) the agreement between the equation 
11.20 and experiment improves only marginally. There is still a coefficient substan- 
tially different from unity. Use of the rheologic shift factor, instead of activation 
energy, also improves the fit a little, though not enough. These observations lead 
to the suspicion that the assumption that the overall rate of crystallization is solely 
governed by the nucleation rate may be incorrect, at  least as far as polymers are 
involved. The subject is discussed somewhat further in section IV.5. As imperfect 
as it may be, equation 11.20 by Hoffman and co-workers remains for the time being 
the most convenient way to describe crystallization kinetics.12' 

A very significant finding, based on atomic force microscopic studies, has been 
reported lately:131 growth of lamellae does not proceed at  a constant rate. Au- 
thors of the paper suggest that besides the primary nucleation rate, 10, there is 
a secondary nucleation on the growth surfaces. The combined nucleation rate is 
described as follows. 

where 10 is the rate of formation of the initial nucleation, lo is the fold period 
of the initial nucleus, which may or may not be identical with the lamellae fold 
length, depending on the growth conditions, Eact actvation energy for molecular 
motion. The remaining notation is as in equation 11.20. 

The authors13' present an excellent agreement of their experimental data with 
the equation. The work seems to represent a movement in a good direction, 
however, it is somewhat too early to estimate generality of the solution; probably, 
it is still incomplete. 

I t  is well known that the rate of crystallization is affected by molecular mass. 
An example of experimental demonstration of such a dependence is presented in 
Figure II.lO.loo 

In the case of polydisperse systems (in industrial practice we have always to 
deal with such polymers) the crystallization rate is proportional to the number 
average molecular It has been also r e p ~ r t e d ~ ' ~ > ' ' ~  that the relationship 
between crystallization half-time and number average molecular mass goes through 
a minimum, tion of which varies with the temperature of crystallization. 

For a lower crystallization temperature, the minimum in the rate of crytal- 
lization shifts toward lower molecular masses. These reports, however, did not 
find any additional confirmations. On the other hand, it has been found35i40 that 
fractionation according to molecular mass may take place during crystallization of 
polydisperse polymers. This indicates that the molecular mass influence is strong 
indeed. In equation 11.20 the molecular mass is reflected only indirectly through 
its influence on the surface energy, which increases with increasing molecular mass. 
For polyethylene this relationship is given in table II.2.'22 
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Figure 11.10: Half-time of crystallization of poly(ethy1ene terephthalate) in relation to 
the number average molecular mass.'00 

For the sake of illustration, crystallization half-time for several polymers, as 
obtained from isothermal crystallization interpreted according to the Avrami equa- 
tion (11.15), is quoted in Figure 11.11. 

Table 11.2 
Relationship Between Surface Free Energy 

and Molecular Mass1" 

17,000 
25,200 
61,600 
83,900 

115,000 
195.000 

1.11 
1.08 
1.09 
1.10 
1.15 
1.11 

16.0 
15.3 
16.3 
17.4 
19.4 
17.9 

The descriptions of crystallization kinetics do not take into account the new 
developments in the area of crystal structure. All the solutions suggested so far 
assume that polymers crystallize with the chains folded, the fold size depending on 
the temperature - at equilibrium melting temperature the fold size equals the size 
of the extended chain (it is infinite). Newer suggestions of the relationship between 
molecule coils in the melt, or solution, and crystallization into mosaic blocks have 
many logical connections with other facts, but it would be very difficult to interpret 
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Figure 11.11: Inffuence of crystallization temperature on crystallization half- 
tjme,95,132,133 PET - Poly(ethy1ene terephthalate), PP - polypropylene, N-6 - 

poly(aminocapro1acam) (nylon-6), P4-MP - poly(4-methylopentene). 

these in any quantitative terms. Also, the suggestion of parallelization of chains 
already in the coils13o connects well with the mosaic blocks, but it also has the 
flavor of predetermined nucleation, and this may be difficult to reconcile with the 
available evidence on kinetics. 

Another aspect that might have substantially larger influence than admitted so 
far in kinetics is rheology, especially chain entanglements and relaxation processes. 

11.3 Polymer Solutions 

Even though macromolecules dissolve more slowly, with more difficulty, and 
usually solutions of relatively low concentration are obtained, there are similar- 
ities between them and the solutions of low molecular mass compounds. If a 
polymer has cross linked structure, which usually forms a tridimensional grid, the 
molecules cannot be fully separated and a solution cannot be formed. If under 
such circumstances a solvent penetrates into the network, it swells it: a polymer 
gel is formed. 

The similarity between solutions of polymers and of low molecular mass com- 
pounds permits that the classic general thermodynamics of solutions may be ap- 
plied also for polymer solutions, though with qualified In agreement 
with the second law of thermodynamics, the Gibbs' free energy G is related to en- 
thalpy, H ,  entropy, s, and temperature by the following equation: 

G = H - T S = U + p V - T S  (11.22) 
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where U is internal energy, p represents pressure, and V stands for volume. 
The change of Gibbs' energy resulting from the addition of one mole of a 

component i to an infinite volume of a solution is named partial molar Gibbs' 
energy, or chemical potential, 111 : 

(11.23) 

After some mathematical manipulations which are described in the textbooks 
of polymer physics or thermodynamics one may arrive a t  the relationship: 

G = H - T S = U + p V - T S  (11.24) 

where U is internal energy, p represents pressure, and V stands for volume. 
Mathematical manipulations lead further to the relationship: 

pi = p: + R T lnai = p4 + R T ln (x i y i )  (11.25) 

where pf is the chemical potential of a pure substance. The relative activity, a ,  
may be separated into the mole fraction, xi, and the coefficient of activity, yi. 
While the contribution of the mole fraction is called the ideal component, the 
contribution resulting from the coefficient of activity is called the excess function: 

According to the magnitude and sign of the excess function the solutions may 
be classified into four types: ideal, athermal, regular, and real (irregular). If a 
solution is ideal then the contribution to Gibbs' energy results from the ideal 
entropy of mixing, the enthalpy is zero. In athermal solutions the enthalpy of 
mixing is equal zero but the entropy of mixing is different than the ideal. In 
regular solutions, enthalpy of mixing is not zero, and there is no excess of entropy 
of mixing. For irregular solutions the enthalpy of mixing and the excess entropy 
of mixing are different from zero. 

In macromolecular science we have the notion of 6'-solutions. These are pseu- 
doideal solutions where the enthalpy of mixing and the excess of entropy of mix- 
ing compensate each other. The exact compensations usually take place a t  some 
temperature, specific for the system, which is called the theta temperature. The 
6'-solutions behave like ideal solutions, though by definition they are not ideal, as 
the enthalpy of mixing and excess entropy of mixing are different from zero. Also, 
ideal solutions are independent from temperature, while the behavior of &solutions 
is temperature dependent. 

An amount of energy equal to N z €12 per one mole is needed to separate 
molecules a t  an infinite distance; here z is the number of neighbors, and E is the 
energy per bond, N is Avogadro's number. This energy equals the internal molar 
energy of evaporation, AEl,ap, and in relation to the molar volume, V , one may 
write: 

(11.27) 
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The quantity e is called cohesive energy dens i t y  and the square root of the 
cohesive energy density is called solubility pnram’eter: 6: 

1 - 6 .  = - e; (11.28) 

Mixing of solvent, s, and polymer, p ,  produces two polymer - solvent bonds at  
the expense of one solvent - solvent bond and one polymer - polymer bond. The 
energy change is then: 

2 A E = 2 eps  - ( tSs  + e p p )  (11.29) 

In accordance with quantum mechanics considerations, the interaction of two 
different spherical molecules on the basis of dispersion forces is equal to the geomet- 
ric mean of the interaction energies of the involved molecules between themselves. 
One may write then: 

Eps = - ( E m  . Epp)  (11.30) 

Equation 11.29 may be rewritten as: 

-2 A6 = ( E ! ~ ) ~  - 2 e p s  + ~ j ~ ) ~  
And from equations II.29a and 11.30 in relation to the molar volume 

(II.29 u) 

(11.31) 

By the definition of the solubility parameter and in relation to the molar volume 

(11.32) 

Equation 11-32 represents the basis of the frequently used practical system of 
predicting expected solubility. If there is a large difference in the absolute value of 
the cohesive energy densities, then there will be essentially no interaction, and no 
dissolution will take place. The same is true in relation to the solubility parameters. 
If, on the other hand, the difference between the two solubility parameters (or 
cohesive energy densities) is zero, then the polymer will be well soluble. The 
question arises: How large a range around zero still allows for dissolution to take 
place? The empirically found answer is: between &0.8 and 3~3.4. The uncertainty 
of the answer lies in the fact that the solubility parameter is considered to consist 
of three components: 6’ = 6; + 6; + d i ,  related to dispersion, dipole, and hydrogen 
bonding forces, respectively. Dispersion forces do not vary appreciably, but the 
other components do. Consequently, the solubility parameters are classified for 
polarity and hydrogen bonding. Even with this differentiation, the system is not 
fool-proof, it gives only orientational predictions. The old rule that “like dissolves 
like” is not to be forgotten in practical considerations of solubility. 

The solubility parameters may be calculated from equation 11.27, and the nec- 
essary data for solvents are tabulated in literature. Since polymers cannot be 

one may write : 
1 2 AE = -- (6, - 6,) 
2 
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brought into vapor state, the solubility parameters may be determined only indi- 
rectly. It is important to stress that polymer solubility is very “sensitive”, it may 
be affected by differences seemingly as small as distribution of substituents along 
the chain, not to speak of stereoregularity of the chain, and the like. 

With the help of statistical thermodynamics; the equation for molar enthalpy 
of mixing has been derived as:’ 

A H = R T 5 s  4 p  (XO + r~ 4 p )  (11.33) 

where 

and 

z X ,  A6 
‘= k T  

x = Xa + 0 d P  

(11.34) 

(11.35) 

The designations in equations 11.32 to 11.34 are: 3: is mole fraction, 4 is volume 
fraction, X is number of segment units, t stands for the number of neighbors, 
N is the number of molecules, x represents the Flory - Huggins polymer solvent 
interaction parameter k ,  T ,  R, have the conventional meaning. The Flory - Huggins 
interaction parameter, x , is assumed to have a linear dependence on the volume 
fraction of polymer with the slope of 0. This is correct for some polymers, and 
with some approximation for the others; for lower concentration the assumption is 
mostly correct. The reduced molar Gibbs energy of mixing, in view of the above, 
may be given as 

__ AG - - 4s4pxo + 4,$0 + 4 s  In 4 s  + X,X;’4pln4p 
(11.36) 

RT X ,  

Figure 11.12 represents the reduced molar energy of mixing as a function of the 
volume fraction of a polymer. The different curves are calculated for the degree 
of polymerization of 100 and solvent of X ,  = 1. The interaction parameter is as 
given on the graph. The temperature slope, 0, is taken as zero. For the sake of 
comparison, an additional curve for the degree of polymerization of one (it is for 
the monomer) is given with x = 0.5. From the graph one may easily appreciate 
what an increase in the degree of polymerization does to solubility, not to speak 
of the influence of the interaction parameter. 

Along similar lines of statistical thermodynamic reasoning, one may give for- 
mulations for the chemical potential of solvent: 

and chemical potential for polymer: 

Figure 11.13 presents the chemical potential of a solvent with degree of poly- 
merization of one ( X ,  = 1) as a function of volume fraction of polymer, &,, of 
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Figure 11.12: Reduced molar Gibbs energy of mixing as a function of volume fraction 
of a polymer. Data for the degree of polymerization of 100 and various values of the 
interact ion parameter . 

+- 
3 
z W 

5: 

a 

a 
a 

w 
2 
W 

0.0 0.1 0.2 0.3 0.4 0.5 

VOLUME FRACTION OF POLYMER 

Figure 11.13: Reduced chemical potential ofsolvent ( X ,  = 1) as a function of the volume 
fraction of a polymer of degree of polymerization (X , )  of 100. Parameter: polymer - 
solvent interaction, x. 
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degree of polymerization of 100. (X, = 100). The calculations for different poly- 
mer - solvent interaction parameters have been performed using equation 11.36 
with slope u = 0. With the increasing value of the interaction parameter, the 
initial portion of the curve becomes more extended and seemingly flatter, though 
a minimum, initially insignificant, forms. At higher values than some critical x, a 
small minimum and a large maximum form. 

The chemical potentials, A ps and A p p ,  may be obtained by extrapolation of 
the line tangent to the function A G / RT = f l ;  (4p ) .  The equation of the tangent 
line is 

Y = A + B 4 ,  (11.39) 

where 

and 

B = N p  X p  [ (b) - (%)I 4;’ 
XP 

The final relationships are then 

NP A P P  lim Y = 
@+ 1 4 P  

(II.39 a )  

(11.39 b )  

(11.40) 

(II.40 u) 

There is no theory which would describe solubility adequately, completely, and 
with few exceptions. For this reason, development of a good solution system re- 
quires a great deal of experimental work; detailed thermodynamic measurements 
are to be highly recommended, despite the fact that they are so laborious. How- 
ever, it is still good to remember the old rule that ‘like dissolves like”. 

Some polymers are capable of association in solution. The association is USU- 

ally due to some specific groups, often end groups. Hydrogen bonding is one of 
the strongest and most common, but other types of associating forces may be 
involved. Some stereoregular polymers are capable of the formation of mutually 
complementary stereo structures - stereo complexes. The associated solutions be- 
have, naturally, like solutions of polymers of appropriately higher molecular mass. 

One of the more important and characteristic properties of polymer solutions 
is viscosity. This topic is treated briefly in section 111.7. 
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