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3.0 INTRODUCTION 

Whereas the previous chapter emphasizes imaging using microscopes, this chapter 
is concerned with analysis (compositional in particular) using fine electron probes: 
which provide fine spatial resolution. The beams used are either those in the SEM 
and TEM, discussed in the previous chapter (in which case the analytical tech- 
niques described here are used as adjuncts to the imaging capabilities of those 
instruments), or they involve electron beam columns specially constructed for an 
analytical mode. The Scanning Transmission Electron Microscope, STEM, and 
the Electron Microprobe, used for Electron Probe Microanalysis, EPMA, are two 
examples of the latter that are discussed in this chapter. A third example would be 
the Auger electron microprobe, used for scanning Auger Electron Spectroscopy, 
AES, but we choose to discuss this technique in Chapter 5 along with the ocher 
major electron spectroscopy methods, since all of them are primarily used to study 
true surface phenomena (monolayers), which is not generally the case for the tech- 
niques in this chapter. 

The incoming electron beam interacts with 'the sample to produce a number of 
signals that are subsequently detectable and useful for analysis. They are X-ray 
emission, which can be detected either by Energy Dispersive Spectroscopy, EDS, or 
by Wavelength Dispersive Spectroscopy, WDS; visible or W emission, which is 
known as Cathodoluminescence, CL; and Auger Electron Emission, which is the 
basis ofAuger Electron Spectroscopy discussed in Chapter 5. Finally, the incoming 
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beam itself can lose discrete amounts of energy by inelastic collision, the values of 
which are determined by an electron energy analyzer. This is the basis of Electron 
Energy Loss Spectroscopy, EELS. Which of these classes of processes is more dom- 
inant, or more useful, depends on a number of factors, including the energy of the 
electron beam, the nature of the material (high or low Z), and the type of informa- 
tion sought (elemental composition, chemical composition, ultimate in spatial res- 
olution, information limited to the surface, or information throughout the bulk by 
transmission measurement). A complete perspective for this can be obtained by 
comparing the articles in this section, plus the AES article, since they interrelate 
quite strongly. Some brief guidelines are given here. 

All the methods, with the exception of CL, provide elemental composition. The 
most widely used is X-ray emission. If EDS is used the package can be quite inex- 
pensive ($25,000 and up), and can be routinely fitted to SEMs, TEMs, and 
STEMS. In addition EDS is one of the two detection schemes in EPMA (the other 
is WDS). Its great advantage is its ability to routinely provide rapid multi element 
analysis for A l l ,  with a detection limit of about 200 ppm for elements with 
resolved peaks. Its major disadvantages are very poor energy resolution, so that 
peaks are often overlapped; a detector problem that adversely affects detection lim- 
its; and the fact that the detector must remain cooled by liquid nitrogen or risk 
being destroyed. All these shortcomings of the EDS detector can be overcome by 
using the other detection scheme, WDS. The disadvantages of this scheme are that 
it is more expensive and cumbersome experimentally and does not have simulta- 
neous multi element detection capability. For these reasons it is not so much used 
in conjunction with an SEM, TEM, or STEM, but is the heart of the ehctron micro- 
probe, which is designed to combine WDS and EDS in the most effective analytical 
way. 

The spatial resolution of X-ray emission does not usually depend on the diame- 
ter of the electron beam, since small beams spread out into a roughly pear-shaped 
“interaction volume” below the sample surface, and it is from this region that the 
X-ray signal is generated. This volume varies from a fraction of a micron to several 
microns depending on the electron beam energy (lower energy, smaller volume), 
and the material (lower 2, smaller volume). The exceptions are when the beam 
width is larger than a few microns, in which case it starts to dominate the resolu- 
tion, or when the sample is very thin (hundreds of angstroms or less) so that the 
beam passes through before it can spread much. In this case the spatial resolution 
can be greatly improved toward that of the beam size itself. This is the case for thin 
samples in a TEM or STEM. 

Cathodoluminescence, CL, involves emission in the UV and visible region and 
as such is not element specific, since the valence/conduction band electrons are 
involved in the process. It is therefore sensitive to electronic structure effects and is 
sensitive to defects, dopants, etc., in electronic materials. Its major use is to map out 
such regions spatially, using a photomultiplier to detect all emitted light without 
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spectral resolution in an SEM or STEM. Spatial resolution and depth resolution 
capabilities are, in principle, similar to X-ray emission, since the UV/visible emis- 
sion comes from roughly the same interaction region. In practice lower electron 
beam energies are sometimes used in CL to improve spatial resolution. 

EELS is used in a transmission mode in conjunction with TEMs and STEMS. 
Samples must be very thin (hundreds of angstroms) and beam energies must be 
high (100 keV and up) to prevent the single scattered EELS signal from being 
swamped by a multiple scattering background. A direct consequence of this 
requirement is that the spatial resolution of transmission EELS is not much worse 
than the beam size, since a 1 00-kV electron passing through a sample and scattered 
only once does not deviate much in direction. Thus, in a STEM with a 2-A beam 
size the spatial resolution of EELS for a sample 100 A thick might be only 3-4 
Although the main use of transmission EELS is to provide elemental composition 
like EDS/WDS it can also provide much information about chemical states and 
about electronic structure from the line shapes and exact positions of the energy loss 
peaks. EELS is also used in a reflection mode (REELS) in Auger spectrometers for 
surface analysis (see Chapter 5). 

down to 2 A if a field-emission source is used. Such an instrument provides a higher 
spatial resolution compositional analysis than any other widely used technique, but 
to capitalize on this requires very thin samples, as stated above. EELS and EDS are 
the two composition techniques usually found on a STEM, but CL, and even AES 
are sometimes incorporated. In addition simultaneous crystallographic information 
can be provided by diffraction, as in the TEM, but with 100 times better spatial res- 
olution. The combination of diffraction techniques and analysis techniques in a 
TEM or STEM is termed Analytical Electron Microscopy, AEM. A well-equipped 
analytical TEM or STEM costs well over $1,000,000. 

Electron Probe Microanalysis, EPMA, as performed in an ekctron microprobe 
combines EDS and WDX to give quantitative compositional analysis in the reflec- 
tion mode from solid surfaces together with the morphological imaging of SEM. 
The spatial resolution is restricted by the interaction volume below the surface, 
varying from about 0.2 pm to 5 pm. Flat samples are needed for the best quantita- 
tive accuracy. Compositional mapping over a 100 x 100 micron area can be done in 
15 minutes for major components ( Z >  1 l), several hours for minor components, 
and about 10 hours for trace elements. 

The STEM instrument itself can produce highly focused high-intensity b- Gams 
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Introduction 

With modern detectors and electronics most Energy-Dispersive X-Ray Spectros- 
copy (EDS) systems can detect X rays from all the elements in the periodic table 
above beryllium, 2 = 4, if present in sufficient quantity. The minimum detection 
limit (MDL) for elements with atomic numbers greater than Z =  11 is as low as 
0.02% wt., if the peaks are isolated and the spectrum has a total of at least 
2.5 x 105 counts. In practice, however, with EDS on an electron microscope, the 
MDL is about 0.1% wt. because of a high background count and broad peaks. 
Under conditions in which the peaks are severely overlapped, the MDL may be 
only 1-2% wt. For elements with Z c  10, the MDL is usually around 1-2% wt. 

under the best conditions, especially in electron-beam instruments. 
The accuracy of quantitative analysis has been reported to be better than 2% rel- 

ative for major concentrations, using well-polished standards having a composition 
similar to the sample. A more conservative figure of 4-5% relative should be 
expected for general analysis using pure element standards. For analysis without 
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using standards the accuracy will usually be much worse. The analysis of elements 
with concentrations less than 5% wt. will typically yield relative accuracies nearer 
lo%, even with standards. For samples with rough surfaces, such as fracture sam- 
ples or small particles, the relative accuracy may be as bad as 50%. 

Most applications of EDS are in electron column instruments like the scanning 
electron microscope (SEM), the electron probe microanalyzer (EPMA), and trans- 
mission electron microscopes (TEM). TEMs are hrther classified as conventional 
transmission (CTEM) or scanning transmission (STEM) instruments, depending 
on whether scanning is the primary imaging mode. A CTEM equipped with a scan- 
ning attachment and an EDS instrument is an Analytical Electron Microscope 
(AEM). X-ray spectrometers, with X-ray tube generators as sources and Si (Li) 
detectors have been used for both X-Ray Fluorescence Spectroscopy (XRF) and X- 
Ray Diffraction (XRD). Portable EDS systems also have been constructed using X- 
ray tube generators or radioactive sources. 

A spectrum can be obtained from almost any sample, as long as it can be put on 
the specimen stage of the microscope. The choice of accelerating voltage should be 
determined by the type of sample one is studying, since the X-ray generation vol- 
ume depends on the electron range in the material. In the study of thin films it is 
usually desirable to minimize the electron range and use an accelerating voltage 
just greater than &, the critical ionization voltage for the X-ray line of interest. For 
bulk samples it is more important to maximize X-ray production regardless of the 
electron range and, as will be discussed later, the accelerating voltage should be ide- 
ally 2-2.5 x 4. For example, consider the K-shell ionization of copper, for which 
E, = 8.98 keV. To analyze a film only a few nm thick on a Si substrate, using the 
copper Ka, the accelerating voltage should be set near 10 keV. To analyze a bulk 
sample, more than a f i x  prn thick, an accelerating voltage of 20-25 keV should be 
used. 

With an MDL of 100-200 ppm for most elements, an EDS system is capable of 
detecting less than a monolayer of metal film on a substrate using K a  lines at mod- 
erate accelerating voltages of 5-1 5 keV. Since many SEMs now have field emission 
electron guns providing high brightness probes at voltages of 2 keV and less, EDS 
analysis of even thinner films should be possible, at least in principle, since the elec- 
tron range and hence, the generated X-ray volume will be very small. In this case, 
however, since all the X-ray lines will be low energy and in a small energy region, 
there may be many overlapped peaks that will have to be deconvoluted before 
quantitative analysis can be attempted. This deconvolution can be tricky, however, 
since the shape of the background in this energy range is difficult to model. In addi- 
cion, the shape of the peaks in the low-energy region is often not Gaussian and the 
peak positions, especially for the K lines fiom low-Zelements, are often shifted. 

Energy-dispersive X-ray spectroscopy has been used for quality control and test 
analysis in many industries including: computers, semiconductors, metals, cement, 
paper, and polymers. EDS has been used in medicine in the analysis of blood, tis- 
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sues, bones, and organs; in pollution control, for asbestos identification; in field 
studies including ore prospecting, archeology, and oceanography; for identification 
and forgery detection in the fine arts; and for forensic analysis in law enforcement. 
With a radioactive source, an EDS system is easily portable and can be used in the 
field more easily than most other spectroscopy techniques. 

The main advantages of EDS are its speed of data collection; the detector’s e%- 
ciency (both analytical and geometrical); the ease of use; its portability; and the rel- 
ative ease of interfacing to existing equipment. 

The disadvantages are: poor energy resolution of the peaks, (a typical EDS peak 
is about lOOx the natural peak width, limited by the statistics of electron-hole pair 
production and electronic noise, which often leads to severe peak overlaps); a rela- 
tively low peak-to-background ratio in electron-beam instruments due to the high 
background coming from bremsstrahlung radiation emitted by electrons suffering 
deceleration on scattering by atoms; and a limit on the input signal rate because of 
pulse processing requirements. 

Principles of X-Ray Production 

X-rays are produced as a result of the ionization of an atom by high-energy radia- 
tion wherein an inner shell electron is removed. To return the ionized atom to its 
ground state, an electron from a higher energy outer shell fills the vacant inner shell 
and, in the process, releases an amount of energy equal to the potential energy dif- 
ference between the two shells. This excess energy, which is unique for every atomic 
transition, will be emitted by the atom either as an X-ray photon or will be self- 
absorbed and emitted as an Auger electron. For example, if the K shell is ionized 
and the ejected K-shell electron is replaced by an electron from the L, shell, the 
emitted X ray is labeled a characteristic Ka, X ray. (See Figure 2 in the article on 
electron probe X-ray microanalysis). The hole that exists in the L shell will be filled 
by an electron from a higher shell, say the M shell, if one exists. This M-L transi- 
tion may result in the emission of another X ray, labeled in turn according to one of 
the many M-L transitions possible. The cascade of transitions will continue until 
the last shell is reached. Thus, in an atom with many shells, many emissions can 
result from a single primary ionization. 

Instrumentation 

The heart of the energy-dispersive spectrometer is a diode made from a silicon crys- 
tal with lithium atoms diffused, or dnped from one end into the matrix. The lith- 
ium atoms are used to compensate the relatively low concentration of grown-in 
impurity atoms by neutralizing them. In the diffusion process, the central core of 
the silicon will become intrinsic, but the end away from the lithium will remain p- 
type and the lithium end will be n-type. The result is a p-i-n diode. (Both lithium- 
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Figure 1 Schematic of an EDS system on an electron column. The incident electron 
interacts with the specimen with the emission of X rays. These X rays pass 
through the window protecting the Si (Li) and are absorbed by the detector 
crystal. The X-ray energy is transferred to the Si (Li) and processed into a dig- 
ital signal that is displayed as a histogram of number of photons versus 
energy. 

drifted and pure intrinsic germanium have been used as detectors, but much less 
frequently. These will be discussed later). A reverse bias electrical field of 100- 
1000 volts is applied to thin layers of gold evaporated onto the front and back sur- 
h s  of the diode. 

When an X-ray photon enters the intrinsic region of the detector through the p- 
type end, there is a high probability that it will ionize a silicon atom through the 
photoelectric effect. This results in an X ray or an Auger electron, which in turn 
produces a number of electron-hole pairs in the Si (Li): one pair per 3.8 eV of 
energy. For example, a 6.4-keV X ray absorbed by the silicon atoms will produce 
about 1684 electron-hole pairs or a charge of about 2.7 x Coulombs. Both 
charge carriers move freely through the lattice and are drawn to the detector con- 
tacts under the action of the applied bias field to produce a signal at the gate of a 
specially designed field effect transistor mounted directly behind the detector crys- 
tal. The transistor forms the input stage of a low-noise charge-sensitive preamplifier 
located on the detector housing. The output from the preamplifier is fed to the 
main amplifier, where the signal is finally amplified to a level that can be processed 
by the analog-to-digital converter (ADC) of the multichannel analyzer ( M U ) .  See 
Figure 1. The height of the amplifier output pulse is proportional to the input 
preamplifier pulse, and hence is proportional to the X-ray energy. 

For the amplifier pulse to be recognized in the ADC, it must exceed the lower 
level set by a discriminator, which is used to prevent noise pulses from jamming the 
converter. Once the pulse is accepted it is used to charge a capacitor that is dis- 
charged through a constant current source attached to an address clock typically 
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Figure 2 Standard output of an EDS spectrum. The horizontal axis is the energy scale is 
and the vertical axis is the number of photons per energy interval. The X-ray 
identification, element and line, is indicated in the vicinity of the peaks. 

operating at 50 MHz. The time to discharge the capacitor to 0 V is proportional to 
the pulse amplitude, and hence to the X-ray energy. The 50-MHz clock produces a 
binary number in one of the 1024 channels typically used by the MCA in accor- 
dance with the time of the discharge, and increments the previously collected num- 
ber in that channel by 1. By an energy calibration of the channels in the M U ,  the 
collection of X-ray pulses may be displayed on a CRT as an energy histogram. A 
typical spectrum output from a thin alloy film using a TEM is shown in Figure 2. 

To  partition the incoming X rays into their proper energy channels, it is neces- 
sary to measure only single pulses. At high count rates, however, situations often 
arise where a second pulse reaches the main amplifier during the rise time of the 
preceding pulse. The two pulses may then combined into a single pulse whose 
energy is the combined energy of the two individual pulses. This process is known 
as pulse pile-up and the output, which is an artifact, is called a sum peak. Pile-up 
effects can be minimized with the use of electronic pulse rejection using a second 
pulse amplifier with a much faster response. Operationally, it is usually desirable to 
collect spectra with a dead time of less than 40%, or at an input count rate of about 
5000 cps. 
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Detectors are maintained under vacuum at liquid nitrogen temperature to 
reduce electronic noise and to inhibit diffusion of the lithium when the bias voltage 
is applied. Most have a window covering the entrance to provide vacuum protec- 
tion. The window in a standard detector is usually made f;om rolled beryllium foil, 
a few pm thick. Unfortunately, low-energy, or mfi, X rays are strongly absorbed by 
the Be window, limiting the analysis range of these detectors to elements having 
atomic number Z >  10. To reduce the absorption, detectors are built either without 
windows at all or with windows made of new low-Zmaterials that can withstand 
atmospheric pressure. Detectors made with these low-Z windows show a marked 
increase in sensitivity to X rays from elements having Z e 10, compared to the Be 
window detectors. 

Detector sensitivity drops off at the high-energy end (greater than 20 kev), 
where the Si (Li) crystal, which is typically 3-5 mm thick, becomes transparent to 
high-energy X rays. This may not be important in an SEM operated at 30 keV, 
since high-energy X rays will not be excited. But in a TEM operated at 100 keV or 
higher, the ability to detect hard X rays would be severely limited. In Figure 3, 
curves are plotted that show the detector's efficiency both at low energy, where the 
X-ray absorption of a standard Be window is compared to that of a low-Zwindow, 
and at high energy, where the high-energy drop-off is shown for the standard thick- 
ness Si (Li) crystals used today. 

Spectrometers have been made using germanium crystals. The Ge crystals have 
been either lithium drified, Ge (Li), or more recently, made from high-purity 
intrinsic germanium, HPGe. The HPGe crystal has the advantage that it can be 
allowed to warm to room temperature if it is not being used, saving the hassle of 
keeping the liquid nitrogen dewar filled. Germanium is much less transparent to 
high-energy electrons than silicon, because Ge (Z= 32) has a higher stopping power 
than Si (Z= 14), and should be able to detect very high energy X rays such as gold 
Kay at 69 keV. This will be a distinct advantage when a TEM, operating at 100 keV 
and above and therdore capable of exciting high-energy X-ray lines, is used in the 
study of alloys containing elements that have severe peak overlap in the lower 
energy lines. However, germanium has some drawbacks; namely, a K-shell absorp- 
tion edge at 11.1 keV, a complex L-shell absorption' edge structure starting at 
1.4 keV and a series of escape peaks in the range 2-12 keV. Thus, in the energy 
range 1-10 keV, the most frequently used range in EDS analysis, the detector is not 
as well behaved as Si (Li). 

A major advantage of the energy-dispersive spectrometer is that it can be posi- 
tioned very close to the sample and can present a large solid angle for the collection 
of emitted X rays. The solid angle in a typical EDS configuration is about 10 times 
greater than that of a WDS. With EDS, more X-ray photons will be collected per 
incident electron, so that either a smaller probe diameter or lower beam current can 
be used (which reduces specimen damage). Detectors are usually mandactured 
with an active area of either 10 mm2 or 30 mm2 diameter. 
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Figure 3 Curves showing the absorption of the window materials at low energy for a 
standard Be window and a low-Zwindow. The high-energy region shows the 
transmission of X rays through 3 mm and 5 mm thick Si (Li) crystals. Most 
detectors can be represented by a combination of one of the low-energy 
curves and one of the high-energy curves. 

Since energy-dispersive spectrometers consist mostly of electronic components, 
they are easy to interface to most instruments. The only limitations are the need for 
a large liquid nitrogen cryostat to cool the spectrometer and high vacuum for the 
windowless detectors. Some Si (Li) detectors use mechanical cooling, called Peltier 
cooling, instead of the liquid nitrogen; this eliminates the large cryostat and the 
nagging requirement to keep it full. Unfortunately, the temperature reached with 
Peltier refrigerators is not as low as that obtained with liquid nitrogen, and the 
detector resolution suffers. 

Most EDS systems are controlled by minicomputers or microcomputers and are 
easy to use for the basic operations of spectrum collection and peak identification, 
even for the computer illiterate. However, the use of advanced analysis techniques, 
including deconvolution of overlapped peaks, background subtraction, and quanti- 
tative analysis will require some extra training, which usually is provided at installa- 
tion or available at special schools. 
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Resolution, Peak Overlap, and Minimum Detection 

The energy resolution of a solid state detector is defined as the full width at half 
maximum (FWHM) of the peak obtained at energy 4 when a monoenergetic 
beam of X rays having energy E, is incident on the detector. Ideally this width 
would be very small; but due to the statistical nature in the collection process of the 
electron-hole pairs, there will be some fluctuation in the measured energy of the 
X rays. For a modern energy-dispersive spectrometer, the FWHM of the peaks 
ranges from about 70 eV for the C Kor at 0.282 keV to about 150 eV for the Cu Ka 
at 8.04 keV. Improvements in detector resolution have focused on reducing the 
electronic noise contribution by improving the FET design and by using nonopti- 
cal charge restoration. Noise resolution as low as 40 eV has been achieved, giving a 
detector resolution of 128 eV FWHM at 5.89 keV. 

Peak overlap, which follows from the poor resolution of the detector, is one of 
the major problems in EDS. For example, severe peak overlap occurs when two 
peaks of about the same amplitude are separated by less than half of the FWHM of 
the peaks. In this instance they will merge together and appear as one Gaussian 
peak. Unfortunately, in X-ray spectroscopy the peaks of the characteristic lines are 
often closer together then the resolution of the best EDS systems, and significant 
peak overlap follows. This presents problems not only with the identification of the 
individual peaks, but also with the determination of the amplitudes of the peaks for 
quantification. Improvements in detector resolution will obviously provide some 
relief to the problem, but even for the most optimistic resolution specification, 
there will still be many instances of peak overlap. An example of this is shown for 
the BaTiO, system in Figure 4, where the spectrum from a standard EDS is com- 
pared to that obtainable with a standard WDS using a LiF crystal; in the latter case 
the FWHM of the peaks is only a fav eV. Peak overlap presents a particularly diffi- 
cult problem in the analysis of soft X rays, especially when the K-line X rays from 
elements with Z< 10, the L-line X rays from transition metals or the M-line X rays 
from the rare earths are present. As previously mentioned, the resolution of most 
EDS detectors is about 60-90 eV in this region, which ranges from 300 to 
1000 eV. To compound the problem, the peak shape is usually not purely Gaussian 
in this region, making computer deconvolution even more difficult. Here again, 
the resolution of a wavelength spectrometer will be only 5-10 eV, so that with the 
proper choice of analyzing crystal, peak overlap will not be a problem. 

The minimum detection limit, MDL, of an isolated peak on a uniform back- 
ground is proportional to the square root of the FWHM. So a 20% reduction in 
Spectrometer resolution will produce about a 10% improvement in MDL. If there 
is peak overlap, however, then it can be shown that a 20% improvement in resolu- 
tion can reduce the interference between overlapping peaks by a factor of 3, which 
gives about a 50% improvement in MDL. 
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Figure4 Superposed EDS and WDS spectra from BaTiO,. The EDS spectrum was 
obtained with a detector having 135-eV resolution, and shows the strongly 
overlapped Ba La,-Ti K a  and Ba Lp,-Ti Kp peaks. The WDS spectrum from 
the same material shows the peaks to be completely resolved. 

The MDL, or trace element sensitivity, is inversely proportional to P2/ B, the 
ratio of the peak counting rate and the background counting rate for a pure ele- 
ment. If data is collected on both EDS and WDS instruments using the low probe 
current appropriate to EDS (a few nA) the MDL with EDS will be 3-5x better than 
that obtained with WDS. But if WDS is used at its normally higher probe currents 
(2&100 nA) the MDL obtained using WDS will be about lox better! The major 
obstacle to a lower MDL in EDS, aside from the peak overlap problem, is a much 
higher background (due to bremsstrahlung radiation) and therefore a much lower 
P2/Bratio relative to WDS. In cases where the peaks are not overlapping it should 
be possible to detect and analyze 0.1-0.2 nm (about one monolayer) of a metal frlm 
on a conducting substrate using EDS. 

Sample Requirements 

Almost any size solid sample can be studied in the SEM or EPMA. The only limi- 
tation is the size of the specimen chamber, which is usually at least 10 cm in diam- 
eter. In a standard SEM, however, the x-y translation is usually limited to 25 mm. 
In SEMs with an air lock for sample exchange, the maximum sample size may be 
only 3-5 cm in diameter. A highly polished surface is required for accurate quanti- 
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tative analysis, since surface roughness will cause undue absorption of the generated 
X-ray signal, which is difficult to account for in the quantification procedure. Pow- 
der samples can be compacted or fixed in epoxy and analyzed in the SEM or 
EPMA. However, with the high vacuum required in the electron column, liquids 
are not easily studied. In the TEM, the sample must be transparent to the incident 
electrons and therefore may be only a few hundred nm thick. The maximum sam- 
ple diameter is usually 3 mm. In electron column instruments, nonconducting 
samples usually present a problem due to excess charge build-up. To provide a con- 
ducting path to ground they are coated with a thin conducting film of C or Al, 
which must be accounted for in the final analysis if the absorption by the coating 
material is significant. For EDS combined with an X-ray tube generator or radioac- 
tive source in air, most of these restrictions are relaxed and almost any sample can 
be analyzed. Coating is not required for nonconducting specimens. As mentioned 
before, samples with rough surfaces, such as fracture samples, may give a spectrum, 
but the relative accuracy of the quantitative analysis will not be very good. 

Operational Considerations in Electron Microscopes 

For inner shell ionization to take place, the energy of the incident radiation must be 
greater than the ionization energy of the particular atomic shell in question. For 
electrons, the ionization cross section Q is calculated using a hnction of the form 
(11 U)ln U, where U= &/E; ,  is the ratio of the energy of the incident electron 4 
to the critical ionization energy 4. Qualitative evaluation of this hnction shows 
that Q reaches a maximum around U= 2.5, but is almost constant for U >  2. To a 
first approximation, therefore, the only requirement is that the accelerating voltage 
of the electron gun be chosen such that U >  2. 

In the analysis of trace elements or thin films on substrate using electrons, how- 
ever, one finds that the MDL, may be increased by choosing E, such that Uis just 
greater than 1. The reason for this is that the k factor, which is the ratio of the inten- 
sity from the sample to that from the standard, increases as Uapproaches 1 for thin 
films. Thus, by maximizing the k factor, the sensitivity is increased. For bulk sam- 
ple analysis, however, the k factor will usually be a maximum at U -  2.5. 

Another consideration in the determination of the optimum 4 is the depth of 
X-ray production in bulk samples, especially if one component strongly absorbs the 
radiation emitted by another. This is often the case when there is a low-Zelement 
in a high-Zmatrix, e.g., C in Fe. Here X rays from carbon generated deep within 
the sample will be highly absorbed by the Fe and will not exit the sample to be 
detected. The usual result will be an erroneously low value for the carbon concen- 
tration. In these situations the best choice for E, will be closer to & with U =  I. 
rather than a much higher value with U= 2.5. 
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X-rayline CKa SiKa GKa CuKa AuLa 
0.283 1.838 5.988 8.980 11.919 E, (kev) 

M a 6  
element 

Si 4.737 4.653 4.108 3.496 2.743 4.741 

Cr 1.760 1.729 1.526 1.299 1.019 1.761 

1.376 1.351 1.193 1.015 0.797 1.377 

AU 0.861 0.846 0.747 0.636 0.499 0.862 
Ag 

Range (pm) for & = 10 keV 

Si 1.486 1.402 0.857 0.245 * 1 A90 

Cr 0.552 0.521 0.318 0.091 0.554 

Ag 0.432 0.407 0.249 0.071 0.433 

AU 0.27 0.255 0.156 0.045 * 0.271 

=. = no X rays generated. 

Table 1 Range of X-ray generation calculated by the Kanaya-Okayama (K-O) equation 
for selected X-ray lines in low- to high-density materials for two incident elec- 
tron energies, For comparison, the range of electrons with E, = 0, is given 
in the last column. (Here is the incident electron energy, E, is the critical 
ionization energy, A is the atomic weight, Zis the atomic number, and p is the 
density.) The K-O X-ray range is given by the equation: R= 0.0276 A(€O1.m- 
E,’-~) / (20.889p) pm. 

Range and Lateral Resolution of X-Ray Generation 

The range over which characteristic X rays are generated depends both on the prop- 
erties of the sample and the choice of accelerating voltage. X-ray generation ranges 
calculated for low-, medium- and high-density materials under a few electron- 
accelerating voltages are given in Table 1 to illustrate this point. For comparison, 
the electron range is included in the table. As can be seen, the X-ray generation 
range is always less than the electron range because characteristic X rays are gener- 
ated only when the electron has energy greater than E,. But as can be seen in the 
table, the difference between the X-ray range and the electron range is very signifi- 
cant only when E, is nearly equal to 4. Accordingly, the X-ray generation volume 
is smaller than the electron interaction volume and the volume from which the 
X rays are measured is even smaller because of X-ray absorption. (Another discus- 
sion of this topic can be found in the article on EPMA.) 
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It also should be recognized that the density of X-ray production is not constant 
throughout the X-ray generation volume, but is related to the number and length of 
electron trajectories per unit volume and the average overvoltage along each trajec- 
tory. The distribution of the generated X rays as a function of the mass thickness, or 
depth, in the sample is given by a mathematical expression that has the shape of a 
Gaussian curve offset at the surface of the sample. This function is often called the 
$(pz) hnction. 

The lateral resolution of X-ray analysis in an SEM or EPMA is not generally 
related to the incident probe size. From the values for the X-ray generation ranges 
given in Table 1 one can see that the diameter of the X-ray generation volume in 
thick samples is much greater than a fay tens of nm, which would be the nominal 
diameter of a medium-resolution probe in an SEM. On the other hand, with a 
thin-foil sample in a TEM, the probe size will be very important in the determining 
the lateral resolution, since most of the incident electrons pass through the foil with 
only a fay collisions and therefore are not be deflected fir from their incident direc- 
tion. 

Modes of Analysis 

There are three modes of analysis commonly used: spectrum acquisition; spatial 
distribution, or dot, mapping of the elements; and elemental line scans. 

In the spectrum acquisition mode the probe is either fEed in the spot mode or 
raster scanned over a small area at high magnification and a complete spectrum 
acquired. A typical spectrum is shown in Figure 2. 

In an electron microscope or microprobe with scanning capability, data from 
more than 15 elements can be collected simultaneously and used to generate X-ray 
dot maps displaying the spatial distribution of the elements in the sample. In this 
technique the brightness of the CRT is modulated as the beam is raster scanned to 
reflect the X-ray output of the element of interest, which usually is designated by 
defining a region of interest (ROI) around the peaks in the EDS spectrum at that 
point. Some analyzers provide the capability to remove the background from the 
signal before plotting. Multielement maps can be made with a color CRT, using a 
different color chosen for each element. These maps can be arranged in an overlay 
with the colors combined to show the presence of various compounds. A long data 
collection time, sometimes hours, is often required to collect enough data points for 
a high-resolution dot map. 

With the same scanning capability, it is much faster and often more usell  to 
simply scan one line on a sample. The data is again output to a color CRT, but it is 
presented as the modulation of the yamplitude, which is determined by the inten- 
sity of the X-ray signal production from the ROI of the element of interest. As the 
probe scans along the line, the CRT plots a graph of the elemental counting rates 
versus distance. Here again, it is usually possible to plot the data from many ele- 
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ments simultaneously. This mode of display will usually show minor concentration 
differences much better than the brightness modulation technique used in map- 
ping. 

Quantification 

The ultimate goal in using an EDS analytical system is to be able to measure the 
concentrations of all the elements in the sample. To this end, a series of measure- 
ments are made in which the peak intensity from each element in the sample is 
compared to the peak intensity obtained from a reference standard using the same 
operating conditions. The ratio of these two intensities is the k factor mentioned 
previously. To convert the measured k factors to the composition, it is usually nec- 
essary to make corrections that account for deviations from a linear relationship 
between the k factor and the composition. These include an atomic. number correc- 
tion accounting for the fraction of electrons backscattered by the sample and the 
volume of X-ray generation (the Zfactor); a correction for the absorption of the 
generated X rays in the sample (the A factor); and a correction for secondary X-ray 
fluorescence in the sample (the Ffactor). Various procedures have been developed 
to do this; the most common is known as the ZAF correction, with C(%) = W. 

In another approach, which was previously mentioned, the mass thickness, or 
depth distribution of characteristic X-ray generation and the subsequent absorption 
are calculated using models developed from experimental data into a $(pz) func- 
tion. Secondary fluorescence is corrected using the same Fhctors as in ZAF. The 
@(pz) formularion is very flexible and allows for multiple boundary conditions to be 
included easily. It has been used successfully in the study of thin films on substrates 
and for multilayer thin films. 

Conclusions 

EDS is an extrepely powerful analytical technique of special value in conjunction 
with electron column instruments. In a few seconds a qualitative survey of the ele- 
ments present in almost any sample can be made, and in only a few minutes suffi- 
cient data can be collected for quantification. The most frequent application has 
been to highly polished metal samples, although nonconducting samples may be 
studied if they can be coated with a thin conducting film. Sample dimensions are 
usually not a problem in an SEM. Most of the detectors used to date have been of 
the Si (Li) type, but with improvements in the processing methods of germanium, 
HPGe detectors may start impacting the market. New cooling methods, e.g., 
Peltier cooling, are being studied and will be a significant improvement if the ulti- 
mate temperature can be lowered to nearer to liquid nitrogen temperatures. Detec- 
tor resolution is still the most serious problem. It is slowly being reduced through 
improvements in FET design and new methods of charge restoration. New window 
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materials have made low-2 detectors the standard, opening up the prospects of 
light element analysis. However, the sensitivity for light elements is generally low 
and the analytical methods are still being developed because the peak shapes are 
often not Gaussian and the mass absorption coefficients for the low-Zelements are 
not very well known. 

Overall a “customer” needs to know under what circumstances it is best to use 
either the electron-beam techniques of EDS and WDS or the X-ray technique of 
XRF for an analysis problem. If both are equally available, the choice usually resides 
in whether high spatial resolution is needed, as would be obtained only with elec- 
tron-beam techniques. If liquids are to be analyzed, the only viable choice is XRF. If 
one’s choice is to use elearon-beam methods, the h t h e r  decision between EDS 
and WDS is usually one of operator preference. That is, to commence study on a 
totally new sample most electron-beam operators will run an EDS spectrum first. If 
there are no serious peak overlap problems, then EDS may be sufficient. If there is 
peak overlap or if maximum sensitivity is desired, then WDS is usually preferred. 
Factored into all of this must be the beam sensitivity of the sample, since for WDS 
analysis the beam current required is 10-1OOx greater than for EDS. This is of spe- 
cial concern in the analysis of polymer materials. 

Related Articles in the Encydopedia 

EPMA, STEM, TEM, SEM, XRF 
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Introduction 

Electron Energy-Loss Spectroscopy (EELS) is an analytical methodology which 
derives its information from the measurement of changes in the energy and angular 
distribution of an initially nominally monoenergetic beam of electrons that has 
been scattered during transmission through a thin specimen. This geometry is iden- 
tical to that which is used routinely in a transmission or Scanning Transmission 
Electron Microscope (TEM or STEM), and thus in the last decade the technique 
has been closely associated with these two types of instruments. EELS is an absorp- 
tion spectroscopy and is similar in many respects to X-Ray Absorption Spectros- 
copy (XAS). Its characteristic spectral signature, termed the edge profile, is derived 
from the excitation of discrete inner shell levels to empty states above the Fermi 
level. Conservation of energy requires that the incident electron beam lose the cor- 
responding amount of energy and intensity expended in exciting each inner shell 
level, and these are the parameters which are recorded in each experiment. From an 
analysis of the transmitted electron intensity distribution, the experiment can 
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derive the local elemental concentration of each atomic species present. Addition- 
ally, by studying the detailed shape of the spectral profiles measured in EELS, the 
analyst may derive information about the electronic structure, chemical bonding, 
and average nearest neighbor distances for each atomic species detected. A related 
variation of EELS is Reflection Electron Energy-Loss Spectroscopy (REELS). In 
REELS the energy distribution of electrons scattered from the surface of a specimen 
is studied. Generally REELS deals with low-energy electrons (e 10 kev), while 
TEM/STEM-based EELS deals with incident electrons having energies of 100- 
400 keV. In this article we shall consider only the transmission case. REELS is dis- 
cussed in Chapter 5. 

In principle, EELS can be used to study all the elements in the periodic table; 
however, the study of hydrogen and helium is successful only in special cases where 
their signals are not masked by other features in the spectrum. As a matter of exper- 
imental practicality, the inner shell excitations studied are those having binding 
energies less than about 3 keV. Quantitative concentration determinations can be 
obtained for the elements 3 5 Z I  35 using a standardless data analysis procedure. 
In this range of elements, the accuracy varies but can be expected to be +10-20% 
at. By using standards the accuracy can be improved to +1-2% at. Detection limit 
capabilities have improved over the last decade from 10-l' g to - g. These 
advances have arisen through improved instrumentation and a more complete 
understanding of the specimen requirements and limitations. The energy resolu- 
tion of the technique is limited today by the inherent energy spread of the electron 
source used in the microscope. Conventional thermionic guns typically exhibit an 
energy spread of 2-3 eV, and LaB6 a spread of about 1-2 eV; field emission sources 
operate routinely in the 0.25-1 eV range. In all cases, the sample examined must be 
extremely thin (typically < 2000 A) to minimize the adverse effects of multiple 
inelastic scattering, which can, in the worse cases, obscure all characteristic infor- 
mation. 

The uniqueness and desirability of EELS is realized when it is combined with the 
power of a TEM or STEM to form an Analytical Electron Microscope (AEM). 
This combination allows the analyst to perform spatially resolved nondestructive 
analysis with high-resolution imaging (e 3 A). Thus, not only can the analyst 
observe the microstructure of interest (see the TEM article) but, by virtue of the 
focusing ability of the incident beam in the electron microscope, he or she can 
simultaneously analyze a specific region of interest. Lateral spatial resolutions of 
regions as small as 10 A in diameter are achievable with appropriate specimens and 
probe-forming optics in the electron microscope. 

Basic Principles 

EELS is a direct result of the Coulombic interaction of a fast nearly monochromatic 
electron beam with atoms in a solid. As the incident probe propagates through the 
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Figure l (a) Excitation of inner shells by Coulombic interactions. (b) Energy level dia- 
gram illustrating excitation from inner shell and valence band into the con- 
duction band and the creation of a corresponding vacancy. 

specimen it experience elastic scattering with the atomic nuclei and inelastic scatter- 
ing with the outer electron shells (Figure la). The inelastic scattering, either with 
the tightly bound inner shells or with the more loosely bound valence electrons, 
causes atomic electrons to be excited to higher energy states or, in some cases, to be 
ejected completely from the solid. This leaves behind a vacancy in the correspond- 
ing atomic level (Figure Ib). The complementary analysis techniques of X-ray and 
Auger spectroscopy (covered in other artides in this book) derive their signals from 
electron repopulation of the vacancies created by the initial excitation event. M e r  
the interaction, the energy distribution of the incident electrons is changed to 
reflect this energy transfer, the nature and manifestation of which depends upon 
the specific processes that have occurred. Because EELS is the primary interaction 
event, all the other analytical signals derived from electron excitation are the result 
of secondary decay processes. EELS, therefore, yields the highest amount of infor- 
mation per inelastic scattering event of all the electron column-based spec- 
troscopies. 

Historically, EELS is one of the oldest spectroscopic techniques based ancillary 
to the transmission electron microscope. In the early 1940s the principle of atomic 
level excitation for light element detection capability was demonstrated by using 
EELS to measure Cy N, and 0. Unfortunately, at that time the instruments were 
limited by detection capabilities (film) and extremely poor vacuum levels, which 
caused severe contamination of the specimens. Twenty-five years later the experi- 
mental technique was revived with the advent of modern instrumentation.' The 
basis for quantification and its development as an analytical tool followed in the 
mid 1970s. Recent reviews can be found in the works by Joy, Maher and Silcox;' 
C~l l iex ;~  and the excellent books by &ether4 and E g e r t ~ n . ~  
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Figure2 Example of an energy-loss spectrum, illustrating zero loss, and low-loss 
valence band excitations and the inner shell edge. The onset at 111 aV identi- 
fies the material as beryllium. A scale change of lOOX was introduced at 75 eV 
for display purposes. 

Figure 2 is an experimental energy-loss spectrum measured h m  a thin specimen 
of beryllium. At the I&, at zero energy loss, is a large, nearly symmetric peak which 
represents electrons that have passed through the specimen suffering either negligi- 
ble or no energy losses. These are the elastically scattered and phonon-scattered 
incident electrons. Following this peak is the distribution of inelastically scattered 
electrons, which is generally broken up into two energy regimes for simplicity of 
discussion. The low-loss regime extends (by convention) from about 1 eV to 50 eV, 
and exhibits a series of broad spectral features related to inelastic scattering with the 
valence electron structure of the material. In metallic systems these peaks arise due 
to a collective excitation of the valence electrons, and are termed p h o n  oscilla- 
tions or peaks. For most materials these peaks lie in energy range 5-35 eV. 

Beyond this energy and extending fbr thousands of eV one observes a continu- 
ously decreasing background superimposed upon which are a series of “edges” 
resulting from electrons that have lost energy corresponding to the creation of 
vacancies in the deeper core levels of the atom (K, L3 L2, L,, M,, and so forth). The 
edges are generally referred to by the same nomenclature as used in X-ray absorp- 
tion spectroscopy. The energy needed to ejected electrons amounts to the binding 
energy of the respective shell (Figure lb), which is characteristic for each element. 
By measuring the threshold energy of each edge the andyst can determine the iden- 
tity of the atom giving rise to the signal, while the net integrated intensity for the 
edge can be analyzed to obtain the number of atoms producing the signal. This is 
the basis of quantitative compositional analysis in EELS. 
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Figure 3 Schematic representation of EELS analyzer mounted on a TEM/ STEM. 

The energy regime most frequently studied by EELS is 0-3 keV. Higher energy 
losses can be measured; however, a combination of instrumental and specimen- 
related limitations usually means that these higher loss measurements are more 
favorable for study by alternative analytical methods, such as X-ray energy-disper- 
sive spectroscopy (see the article on EDS). The practical consequence of this upper 
energy limit is that for low-Zelements (1 I Z I  11) one studies K-shell excitation; 
for medium-2 materials (12 I Z I  45), L shells; and for high-Z solids (19 I Z I  
79), M, N, and 0 shells (the latter for Z >  46). It is also important to realize that 
not all possible atomic levels are observed in EELS as edges. The transitions from 
initial states to final states generally must obey the quantum number selection rules: 
Aj  = 0, f l ,  and A1 = fl. Hence some atomic energy levels, although discrete and 
well defined, are not discernible by EELS. 

Hydrogen and helium are special cases that should be mentioned separately. 
These elements have absorption edges at - 13 eV and 22 eV, respectively. These vd- 
ues lie in the middle of the low-loss regime, which is dominated by the valence 
band scattering. Thus, while the physics of inelastic scattering processes dictates 
that the edges will be present, usdly  they will be buried in the background of the 
more intense valence signal. In special cases, for example, when the plasmon losses 
are well removed, or when the formation of hydrides6 occurs, presence of hydrogen 
and helium may be measured by EELS. 

The instrumentation used in EELS is generally straightforward. Most commer- 
cial apparatus amount to a uniform field magnetic sector spectrometer located at 
the end of the electron-optical column of the TEM or STEM (Figure 3). Electrons 
that have traversed the specimen are focused onto the entrance plane of the spec- 
trometer using the microscope lenses. Here the electrons enter a region having a 
uniform magnetic field aligned perpendicular to their velocity vector, which causes 
them to be deflected into circular trajectories whose radii vary in proportion to their 
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velocity or energy and inversely with the magnetic field strength (R= [ n q p ] / e B ) .  
Location of a suitable detector system at the image plane of the spectrometer then 
allows the analyst to quantitatively measure the velocity-energy distribution. More 
complex spectrometers that use purely electrostatic or combined electrostatic and 
electromagnetic systems have been developed; however, these have been noncom- 
mercial research instruments and are not used generally for routine studies. More 
recently, elaborate imaging Spectrometers also have been designed by commercial 
firms and are becoming incorporated into the column of TEM instruments. These 
newer instruments show promise in future applications, particularly in the case of 
energy-loss filtered imaging. 

Low-Loss Spectroscopy 

As we outlined earlier, the low-loss region of the energy-loss spectrum is dominated 
by the collective excitations of valence band electrons whose energy states lie a few 
tens of eV below the Fermi level. This area of the spectrum primarily provides 
information about the dielectric properties of the solid or measurements of valence 
electron densities. As a fast electron loses energy in transmission through the speci- 
men its interaction-i.e., the intensity of the measured loss spectrum I(E)-can be 
related to the energy-loss probability P(E, q), which in turn can be expressed in 
terms of the energy-loss function Im[-&(E, q)] from dielectric the01-y.~ Here q is 
the momentum vector, and E = ( ~ 1  + i EZ) is the complex dielectric function of the 
solid.4 By applying a Garners-Kronig analysis to the energy-loss function 
(Im [-&-'(E, q)]), the real and imaginary parts ( ~ 1 ,  ~ 2 )  of the dielectric function can 
be determined. Using ~1 and ~ 2 ,  one can calculate the optical constants (the refrac- 
tive index q, the absorption index K, and the reflectivity R) for the material being 
exa~nined.~-~ 

In addition to dielectric property determinations, one also can measure valence 
electron densities from the low-loss spectrum. Using the simple free electron model 
one can show that the bulk plasmon energy (E> is governed by the equation: 

where e is the electron charge, rn is its mass, is the vacuum dielectric constant, h 
is Planck's constant, and q is the valence electron density. From this equation we 
see that as the valence electron density changes so does the energy of the plasmon- 
loss peak. Although this can be applied to characterization, it is infrequently done 
today, as the variation in 5 with composition is small7 and calibration experiments 
must be performed using composition standards. A recent application is the use of 
plasmon losses to characterize hydrides in solids6 Figure 4 shows partial EELS 
spectra from Mg, Ti, Zr, and their hydrides. The shift in the plasmon-loss peaks 
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Figure 4 Experimental low-loss profiles for Mg (10.01, Ti (17.2). Zr(16.6). and their 
hydrides MgH2 (14.21, TiH,,, (20.01, and ZrH,,6 (18.11. The values in parenthe- 
ses represent the experimental plasmon-loss peak energies in eV. 

shows that the addition of hydrogen acts to increase the net electron density in 
these materials. 

Inner Shell Spectroscopy 

The most prominent spectral feature in EELS is the inner shell edge profile 
(Figure 2). Unlike EDS, where the characteristic signal profiles are nominally 
Gaussian-shaped peaks, in EELS the shape varies with the edge type (K, L, My etc.), 
the eiectronic structure, and the chemical bonding. This is illustrated in Figure 5, 
which compares spectra obtain from a thin specimen of NiO using both window- 
less EDS and EELS. The difference in spectral profiles are derived from the fact that 
different mechanisms give rise to the two signals. 

In the case of X-ray emission, the energy of the emitted photon corresponds to 
the energy differences between the initial and final states when a higher energy level 
electron repopulates the inner shell level, filling the vacancy created by the incident 
probe (Figure 1 b). These levels are well defined and discrete, corresponding to deep 
core losses. The information derived is therefore mainly representative of the 
atomic elements present, rather than of the nuances of the chemical bonding oi 
electronic structure. EDS is most frequently used in quantitative compositional 
measurements, and its poor energy resolution -100 eV is due to the solid state 
detectors used to measure the photons and not the intrinsic width of the X-ray lines 
(about a few eV). 

By contrast, in EELS the characteristic edge shapes are derived from the excita- 
tion of discrete inner shell levels into states above the Fermi level (Figure 1 b) and 
reflect the empty density of states above EF for each atomic species. The overall 
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Figure 5 Comparison of spectral profiles measured from a specimen of NiO using EDS 
and EELS. Shown are the oxygen K- and nickel L-shell signals. Note the difkr- 
ence in the spectral shape and peak positions, as well as the energy resolution 
of the two spectroscopies. 

shape of an edge can be approximately described using atomic models, due to the 
fact that the basic wavefunctions of deep core electrons do not change significantly 
when atoms condense to form a solid. Thus, the different edge profiles can be 
sketched as shown in Figure 6. K-shell edges (s + p transitions) tend to have a sim- 
ple hydrogenic-like shape. L-shell edges (p + s and p + d transitions) vary between 
somewhat rounded profiles (1 1 I Z I  17) to nearly hydrogenic-like, with intense 
“white lines” at the edge onset (19 I Z I  28, and again for 38 I Z I  46). In the 
fourth and fifth periods, these white lines are due to transitions from p to d states. 
M shells generally tend to be of the delayed-onset variety, due to the existence of an 
effective centrifugal barrier that is typical of elements with final states having large I 
quantum numbers. White lines near the M-shell edge onsets are observed when 
empty d states (38 I Z I  46) or f states (55 I Z I  70) occur, as in the case of the L 
shells. N and 0 shells are variable in shape and tend to appear as large, somewhat 
symmetrically shaped peaks rather than as “edges.” 

L 3 L 2  L1 Ms M 4  M3 MzMi N45.. 023.. 

Figure6 Schematic illustration of K, L, M, N and 0 edge shapes; the “white lines” 
sometimes detected on Land M shells are shown as shaded peaks at the edge 
onsets. In all sketches the background shape has been omitted for clarity. 
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Figure 7 Details of oxygen K shell in NiO, illustrating NES and EXELFS oscillations and 
the measurement of the integrated edge intensity used for quantitative 
concentration determination. 

It is important to note that although specific edge profiles follovr these generic 
shapes somewhat, they can deviate significantly in finer details in the vicinity of 
edge onsets. This structure arises due to solid state effects, the details of which 
depend upon the specific state (both electronic and chemical) of the material under 
scrutiny. Because of this strong variation in edge shape, experimental libraries of 
edge profiles also have been documenteds9 and have proven to be extremely useful 
supplementary tools. (Calculation of the detailed edge shape requires a significant 
computational effort and is not currently practical for on-line work.) These solid 
state effects also give rise to additional applications of EELS in materials research, 
namely: measurements of the d-band density of states in the transition metal sys- 
tems, lo and chemical state determinations" using the near-edge structure. The 
former has been used successfully by several research groups, while the latter appli- 
cation is, as yet, seldom used today in materials science investigations. 

A more detailed description of near edge structure requires that one abandon 
simple atomic models. Instead, one must consider the spectrum to be a measure of 
the empty locui dtnsity of states above the Femi level of the elemental species being 
studied, scaled by the probability that the particular transition will occur. A discus- 
sion of such an undertaking is beyond the scope of this article, but EELS derives its 
capabilities for electronic and chemical bonding determinations h m  the near-edge 
structure. Calculation of t h i s  structure, which is due to the joint density of states, is 
involved and the studies of Grunes et ala" represent some of the most complete 
work done to date. The near-edge structure covers only the first k v  tens of eV 
beyond the edge onset; however, as we can see intensity oscillations extend for hun- 
dreds of eV past the edge threshold. This extended energy-loss fine structure 
(EXELFS) is analogous to the extended absorption fine structure (EXAFS) visible 
in X-ray absorption spectroscopy. An example of these undulations can be seen in 
the weaker oscillations extending beyond the oxygen K edge of Figure 7. The anal- 
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ysis of EXELFS oscillations can be taken virtually from the EXAFS literature and 
applied to EELS data, and allows the experimentalist to determine the nearest 
neighbor distances and coordination numbers about individual atomic species. l 3  

Quantitative Concentration Measurements 

The principles of quantitative concentration measurement in EELS is straightfor- 
ward and simpler than in EDS. This is due to the fact that EELS is the primary 
interaction event, while all other electron-column analytical techniques are the 
result of secondary decay or emission processes. Thus, all other electron micro- 
scope-based analytical spectroscopies (EDS , Auger, etc.) must incorporate into 
their quantitative analysis procedures, corrections terms to account for the variety 
of competing processes (atomic number effects, X-ray fluorescence yields, radiative 
partition hnctions, absorption, etc.) that determine the measured signal. In EELS, 
the net integrated intensity in the kth edge profile for an element corresponds sim- 
ply to the number of electrons which have lost energy due to the excitation of that 
particular shell. This is related to the incident electron intensity (Io) multiplied by 
the cross section for ionization of the kth edges oKtimes the number of atoms in the 
analyzed volume (N): 

IK = NOKI0 

Here IK is the net intensity above background over an integration window of A E  
(Figure 7), while Io is the integrated intensity of the zero-loss peak (Figure 2). Gen- 
erally the background beneath an edge is measured before the edge onset and 
extrapolated underneath the edge using a simple relationship for the background 
shape: BG = AER. Here E is the energy loss, and A and R are fitting parameters 
determined experimentally from the pre-edge background. From Equation (2) , one 
can express the absolute number of atoms/cm2 as: 

Hence by measuring IK and Io and assuming OK is known or calculable, the analyst 
can determine N Using a hydrogenic model, Egerton5 has developed a set of 
FORTRAN subroutines (SigmaK and SigmaL) that are used by the vast majority 
of analysts for the calculation of K- and L-shell cross sections for the elements lith- 
ium through germanium. Leapman et al.14 have extended the cross section calcula- 
tions. Using an atomic Hartree-Slater program they have calculated K-, L-, M-, and 
some N-shell cross sections, however, these calculations are not amenable to use on 
an entry-level computer and require substantial computational eff01-t.'~ They do, 
however, extend the method beyond the limits of Egerton's hydrogenic model. 
Tabular compilations of the cross section are generally not available, nor do they 
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tend to be useful, as parameters used in calculations seldom match the wide range 
of experimental conditions employed during TEM- or STEM-based analysis. 

An alternative approach to the quantitative analysis formalism is the ratio 
method. Here we consider the ratio of the intensities of any two edges A and B. 
Using Equation (3) we can show that 

The elegance of this relationship rests in the fact that all the information one needs 
to measure the relative concentration ratio of any two elements is simply the ratio of 
their integrated edge profiles, Io having canceled out of the relationship. 

This ratio method is generally the most widely used technique for quantitative 
concentration measurements in EELS. Unfortunately, the assumptions used in 
deriving this simple relationship are never l l l y  realized. These assumptions are 
simply that electrons scattering from the specimen are measured over allangles and 
for all energy losses. This is physically impossible, since finite angular and energy 
windows are established or measured in the spectrum. For example, referring to 
Figure 7, we see that in NiO the Ni L-shell edge is superimposed upon the tail of 
the oxygen K-shell edge and clearly restricts the integration energy window for oxy- 
gen to about 300 eV. Similarly it is impossible in a TEM or STEM to collect all 
scattered electrons over 'II: s R  an upper limit of about 100 mR is practically attain- 
able. A solution to this problem was devised by Egerton5 and can be incorporated 
into Equations (3) and (4) by replacing IA by IA(AE, p) and OA by OA(AE, p), since 
we measure over a finite energy (AE) and angular window (p). The quantity 
oA(AE, p) is now the partial ionization cross section for the energy and angular win- 
dows of AEand p, respectively. Using this ratio approach to quantification, accura- 
cies of +5-10% at. for the same type edges (i.e., both K or L) have been achieved 
routinely using Egerton's hydrogenic models. When dissimilar edges are analyzed 
(for example one K and one L shell), the errors increase to fl5-20% at. The major 
errors here result from the use of the hydrogenic model to approximate all edge 
shapes. 

Although these errors may sound relatively large in terms of accuracy for quanti- 
fication, it is the simplicity of the hydrogenic model that ultimately gives rise to the 
problem, and not the principle of EELS quantification. Should it be necessary to 
achieve greater accuracy, concentration standards can be developed and measured 
to improve accuracy. In this case, standards are used to accurately determine the 
experimental ratio (og(AE, P)/oA(AE p) by measuring IA/IB and knowing the 
composition N A / N B .  These oB/oA d u e s  are used when analyzing the unknown 
specimen, and accuracies to 1 % at. can be obtained in ideal cases. When employ- 
ing standards, it is essential that the near-edge structure does not vary significantly 
between the unknown and the standard, since in many cases near-edge structure 
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Figure 8 Illustration of the decrease in the edge/ background ratio for the 6, (-188 eV) 
and NK (-399 eV) shell! in EELS. In the data sets, the upper profile is from the 
Ficker region (-2000 A) of the BN specimen while the lower is thinner (-200 
A). Note the logarithmic vertical scale. 

contributes substantially to the net integrated edge profiles. This, unfortunately, is 
usually a difficult situation to realize. As a practical note, standards ofien are not 
used due to the fact that they require the analyst to prepare accurate multielement 
standards in TEM form for each elemental system to be studied and for every set of 
operating conditions used during the analysis of the unknown. 

Limitations and Specimen Requirements 

The single most important limitation to the successful application of EELS to 
problems in materials characterization relates to the specimen, namely, its thick- 
ness. Being a transmission technique it is essential that the incident beam penetrate 
the specimen, interact, and then enter the spectrometer for detection. As h e  speci- 
men thickness increases, the likelihood of inelastic scattering increases, and hence 
the EELS signal increases. Unfortunately, the background signal increases at a 
faster rate than that of the characteristic edges. This results in the edges becoming 
effectively lost in the background, as illustrated in Figure 8, which shows the 
decrease in the edge-to-background ratio obtained from different thicknesses of a 
specimen of boron nitride. As a general rule, if h is the mean free path for inelastic 
scattering, the specimen thickness tshould not exceed values of t/ h = 1 and prefer- 
ably should be < 0.5 to minimize the adverse effects of multiple scattering. The 
mean free path h is a function of the atomic number and the accelerating voltage. 
At 100 kV, h is about 1200 A for aluminium, decreasing to -900 A at nickel, and 
reaching 400 A for gold. Increasing the accelerating voltage of the electron micro- 
scope reduces multiple inelastic scattering somewhat; for example, increasing the 
incident beam voltage from 100 to 300 kV increases h by a factor of -1.8, and 
going from 100 to 1000 kV yields a factor of -2.5. However, increasing the voltage 
introduces another set of problems for the experimentalist, that is, electron irradia- 
tion (displacement) damage. In this situation, the high-energy electrons have SUR- 
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cient energy to displace atoms from their normal lattice sites and, in some cases, 
literally to sputter holes through the specimen. 

Conclusions 
The combination of EELS with a TEM or STEM yields a powerful tool for the 
microcharacterization of materials. Its primary applications are in ultrahigh spatial 
resolution spectroscopy of thin electron-transparent solids. With optimized speci- 
mens, EELS can be used to obtain the local elemental composition of a specific 
region of interest on the specimen, and with more detailed calculations can provide 
information concerning the electronic or chemical states of the sample. EELS can 
be applied to any specimen that can be prepared for observation in the TEM or 
STEM. Future developments will concentrate in the areas of higher speed data 
acquisition using one- and two-dimensional parallel detectors for combined spec- 
troscopy and parallel imaging, ultrahigh-energy resolution spectroscopy in the 50- 
100 meV range, and advanced software to make routine the more complex data 
analyses. 

Related Altieles in the fncydopedia 

TEM, STEM, EDS, EXAFS, NEXAFS, X P S ,  and UPS, REELS 
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Introduction 

Cathodoluminescence (CL), i.e., the emission of light as the result of electron- 
beam bombardment, was first reported in the middle of the nineteenth century in 
experiments in evacuated glass tubes. The tubes were found to emit light when an 
electron beam (cathode ray) struck the glass, and subsequently this phenomenon 
led to the discovery of the electron. Currently, cathodoluminescence is widely used 
in cathode-ray tube-based (CRT) instruments (e.g., oscilloscopes, television and 
computer terminals) and in electron microscope fluorescent screens. With the 
developments of electron microscopy techniques (see the articles on SEM, STEM 
and TEM) in the last several decades, CL microscopy and spectroscopy have 
emerged as powerful tools for the microcharacterization of the electronic properties 
of luminescent materials, attaining spatial resolutions on the order of 1 pm and 
less. Major applications of CL analysis techniques indude: 
1 Uniformity characterization of luminescent materials (e.g., mapping of defects 

and measurement of their densities, and impurity segregation studies) 
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2 Obtaining information on a material’s electronic band structure (related to the 
fundamental band gap) and analysis of luminescence centers 

3 Measurements of the dopant concentration and of the minority carrier diffusion 
length and lifetime 

4 Microcharacterization of semiconductor devices (e.g., degradation of optoelec- 
tronic devices) 

5 Analysis of stress distributions in epitaxial layers 
6 In-situ characterization of dislocation motion in semiconductors 
7 Depth-resolved studies of defects in ion-implanted samples and of interface 

states in heterojunctions. 

In CL microscopy, luminescence images or maps of regions of interest are dis- 
played, whereas in CL spectroscopy a luminescence spectrum from a selected 
region of the sample is obtained. The latter is analogous to a point analysis in X-ray 
microanalysis (see the article on EPMA). However, unlike X-ray emission, cathod- 
oluminescence does not identify the presence of specific atoms. The lines of charac- 
teristic X-rays, which are emitted due to electronic transitions between sharp inner- 
core levels (see the articles on EDS, EPMA, or XRF), are narrow and are largely 
unaffected by the environment of the atom in the lattice. In contrast, the CL signal 
is generated by detecting photons (in the ultraviolet, visible, and near-infrared 
regions of the spectrum) that are emitted as the result of electronic transitions 
between the conduction band, or levels due to impurities and defects lying in the 
fundamental band gap, and the valence band. These transition energies and inten- 
sities are affected by a variety of defects, by the surface of the material, and by exter- 
nal perturbations, such as temperature, stress, and electric field. Thus, no universal 
law can be applied in order to interpret and to quantify lines in the CL spectrum. 
Despite this limitation, the continuing development of CL is motivated by its 
attractive features: 

1 CL is the only contactless method (in an electron probe instrument) that pro- 
vides microcharacterization of electronic properties of luminescent materials. 

2 A CL system attached to a scanning electron microscope (SEM) provides a pow- 
erful means for the uniformity studies of luminescent materials with the spatial 
resolution of less than 1 pm. 

3 The detection limit of impurity concentrations can be as low as 
lo1* atoms/cm3, which is several orders of magnitude better than that of the 
X-ray microanalysis mode in the SEM. 

4 CL is a powerful tool for the characterization of optical properties of wide band- 
gap materials, such as diamond, for which optical excitation sources are not 
readily available. 
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5 Since the excitation depth can be selected by varying the electron-beam energy, 
depth-resolved information can be obtained. 

6 In optoelectronic materials and devices, it is the luminescence properties that are 
of practical importance. 
CL studies are performed on most luminescent materials, including semicon- 

ductors, minerals, phosphors, ceramics, and biological-medical materials. 

Basic Principles 

The Excitation Process 

As the result of the interaction between keV electrons and the solid, the incident 
electron undergoes a successive series of elastic and inelastic scattering events, with 
the range of the electron penetration being a function of the electron-beam energy: 
R, = ( M p )  c, where Eb is the electron-beam energy, k and cc depend on the 
atomic number of the material and on &, and p is the density of the material. 
Thus, one can estimate the so-called generation (or excitation) volume in the mate- 
rial. The generation factor, i.e., the number of electron-hole pairs generated per 
incident beam electron, is given by G =  Eb (l-y)/Ei, where 4 is the ionization 
energy (i.e., the energy required for the formation of an electron-hole pair), and y 
represents the fractional electron-beam energy loss due to the backscattered elec- 
trons. 

Luminescence Processes 

The emission of light in luminescence processes is due to an electronic transition 
(relaxation) between a higher energy state, Ez, and an empty lower energy state, El. 
(The state 4 is the excited state caused by the electron-beam excitation process.) 
The energy, or the wavelength of the emitted photon, bv = b c A  = 4 -El. The 
wavelength h (in pm) of a photon is related to the photon energy E (in ev) by 
3c E 1.2398/E In wide band-gap materials luminescence occurs in the visible range 
(from about 0.4 to 0.7 pm, corresponding to about 3.1 to 1.8 ev). In many cases, 
luminescence also occurs at longer wavelengths in the near-infrared region. 

For a simplified case, one can obtain' the rate of CL emission, LCL = fq Glb/c, 
where f i s  a hnction containing correction parameters of the CL detection system 
and that rakes into account the fact that not all  photons generated in the material 
are emitted due to optical absorption and internal reflection losses;' q is the radia- 
tive recombination efficiency (or internal quantum efficiency); lb  is the electron- 
beam current; and e is the electronic charge. This equation indicates that the rate of 
CL emission is proportional to q, and from the definition of the latter we conclude 
that in the observed CL intensity one cannot distinguish between radiative and 
nonradiative processes in a quantitative manner. One should also note that 
depends on various factors, such as temperature, the presence of defects, and the 
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Figure 1 Schematic diagram of luminescence transitions between the conduction band 
(Ec), the valence band (4). and exciton (EE), donor (Eo.) and acceptor (EA) lev- 
els in the luminescent material. 

particular dopants and their concentrations. One result of the analysis of the depen- 
dence of the CL intensity on the electron-beam energy indicates the existence at the 
surface of a dead layer, where radiative recombination is absent.2 

In inorganic solids, luminescence spectra can be categorized as intrinsicor extrin- 
sic. Intrinsic luminescence, which appears at elevated temperatures as a near Gauss- 
ian-shaped band of energies with its peak at a photon energy hv, z Eg, is due to 
recombination of electrons and holes across the fundamental energy gap Eg (see 
Figure 1). Extrinsic luminescence, on the other hand, depends on the presence of 
impurities and defects. In the analysis of optical properties of inorganic solids it is 
also important to distinguish between direct-gap materials (e.g., GaAs and ZnS) 
and indirect-gup materials (e.g., Si and Gal?). This distinction is based on whether 
the valence band and conduction band extrema occur at the same value of the wave 
vector k i n  the energy band E(k) diagram of the particular solid. In the former case, 
no phonon participation is required during the direct electronic transitions. (A 
phonon is a quantum of lattice vibrations.) In the latter case, phonon participation 
is required to conserve momentum during the indirect electronic transitions; since 
this requires an extra particle, the probability of such a process occurring is signifi- 
cantly lower than that of direct transitions. Thus, fundamental emission in indi- 
rect-gap materials is relatively weak compared with that due to impurities or 
defects. 

A simplified schematic diagram of transitions that lead to luminescence in mate- 
rials containing impurities is shown in Figure 1. In process 1 an electron that has 
been excited well above the conduction band edge dribbles down, reaching thermal 
equilibrium with the lattice. This may result in phonon-assisted photon emission 
or, more likely, the emission of phonons only. Process 2 produces intrinsic lumi- 
nescence due to direct recombination between an electron in the conduction band 
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and a hole in the valence band, and this results in the emission of a photon of 
energy hv E Eg' Process 3 is the exciton (a bound electron-hole pair) decay observ- 
able at low temperatures; free excitons and excitons bound to an impurity may 
undergo such transitions. In processes 4,5, and 6, transitions that start or finish on 
localized states of impurities (e.g., donors and acceptors) in the gap produce extrin- 
sic luminescence, and these account for most of the processes in many luminescent 
materials. Shallow donor or acceptor levels can be very close to the conduction and 
valence bands; to distinguish between the intrinsic band-to-band transitions and 
those associated with shallow impurity transitions, measurements have to be per- 
formed at cryogenic temperatures, where CL spectra are sharpened into lines corre- 
sponding to transitions between well-defined energy levels. Process 7 represents the 
excitation and radiative deexcitation of an impurity with incomplete inner shells, 
such as a rare earth ion or a transition metal. It should be emphasized that lattice 
defects, such as dislocations, vacancies, and their complexes with impurity atoms, 
may also introduce localized levels in the band gap, and their presence may lead to 
the changes in the recombination rates and mechanisms of excess carriers in lumi- 
nescence processes. 

Spatial Resolution 

The spatial resolution of the CLSEM mode depends mainly on the electron-probe 
size, the size of the excitation volume, which is related to the electron-beam pene- 
tration range in the material (see the articles on SEM and EPMA), and the minority 
carrier diffusion. The spatial resolution also may be affected by the signal-to-noise 
ratio, mechanical vibrations, and electromagnetic interference. In practice, the spa- 
tial resolution is determined basically by the size of the excitation volume, and will 
be between about 0.1 and 1 pm' 

Instrumentation 

Two general categories of CL analysis systems are wavelength nondispersive-versus- 
dispersive, and ambient-versus-cryogenic temperature designs. The first categor). 
essentially leads to two basic CL analysis methods, microscopy and spectroscopy. In 
the former case, an electron microscope (SEM or STEM) is equipped with various 
CL detecting attachments, and thus CL images or maps of regions of interest can be 
displayed on the CRT. In the latter case an energy-resolved spectrum correspond- 
ing to a selected area of the sample can be obtained. CL detector designs differ in 
the combination of components used3. Although most of these are designed as 
SEM attach~nents,~ several CL collection systems were developed in dedicated 
STEMS.~ The collection efficiencies of the CL detector systems vary from several 
percent for photomultipliers equipped with light guides, to dose to 90% for sys- 
tems incorporating ellipsoidal or parabolic mirrors coupled directly to a monochro- 
mator. A relatively simple and inexpensive, but powerful, CL detector using an 
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optical fiber light collection system also has been devel~ped.~ In these designs, the 
signal from the photomultiplier can be used to produce micrographs and spectra. 
When the grating of the monochromator is bypassed, photons of all wavelengths 
falling on the photomultiplier produce the panchromatic (integral) CL signal. In 
the dispersive mode, for a constant monochromator setting and a scanning elec- 
tron-beam condition, monochromatic micrographs can be obtained; and when the 
monochromator is stepped through the wavelength range of interest and the elec- 
tron beam is stationary or scans a small area, CL spectra can be derived. The proper 
choice of a detector is important in CL measurements. In the visible range, photo- 
multipliers are the most efficient detectors. For luminescence in the infrared range, 
solid state detectors, as well as Fourier transform spectrometry (FTS) can be used. 
For detailed quantitative analysis, the calibration of the CL detection system for its 
spectral response characteristics is important in most cases. 

Although in many applications noncryogenic CL system designs may be s u s -  
cient, for detailed quantitative studies of impurities and defects in various materials 
it is necessary to use high-efficiency light-collection dispersive systems having the 
capability of sample cooling, preferably to liquid-helium temperatures. The advan- 
tages of sample cooling &e to increase the CL intensity, to sharpen the CL spec- 
trum into lines corresponding to transitions between well-defined energy levels that 
allow the more reliable interpretation of CL spectra, and to reduce the rate of elec- 
tron bombardment damage in electron-beam sensitive materials. 

Another basic approach of CL analysis methods is that of the CL spectroscopy 
system (having no electron-beam scanning capability), which essentially consists of 
a high-vacuum chamber with optical ports and a port for an electron gun. Such a 
system is a relatively simple but powerful tool for the analysis of ion implantation- 
induced damage, depth distribution of defects, and interfaces in semiconductors.' 

Optical CL microscopes are instruments that couple electron gun attachments 
to optical microscopes. Although such systems have a limited spatial resolution, 
they are used widely in the analysis of minerals.' 

Quantification 

As mentioned above, the interpretation of CL cannot be unified under a simple 
law, and one of the fundamental difficulties involved in luminescence analysis is the 
lack of information on the competing nonradiative processes present in the mate- 
rial. In addition, the influence of defects, the surfice, and various external perturba- 
tions (such as temperature, electric field, and stress) have to be taken into account 
in quantitative CL analysis. All these make the quantification of CL intensities dif- 
ficult. Correlations between dopant concentrations and such band-shape parame- 
ters as the peak energy and the half-width of the CL emission currently are more 
reliable as means for the quantitative analysis of the carrier concentration. 
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Figure 2 CL micrographs of Te-doped GaAs: dark-dot dislocation contrast (a) in GaAs 
doped with a Te concentration of I O l 7  ~ r n - ~ ;  and dot-and-halo dislocation con- 
trast (b) in GaAs doped with a Te concentration of 10l8 ~ 1 1 1 ~ ~ .  

Nonradiative surface recombination is a loss mechanism of great importance for 
some materials (e.g., GaAs). This effect, however, can be minimized by increasing 
the electron-beam energy in order to produce a greater electron penetration range. 

A method for quantification of the CL, the so-called MAS corrections, in anal- 
ogy with the ZAF correction method for X rays (see the article on EPMA), has been 
proposed' to account for the effects of the excess carrier concentration, absorption 
and surface recombination. In addition, a total internal reflection correction should 
also be included in the analysis, which leads to the MARS set of corrections. This 
method can be used for further quantification efforts that also should involve 
Monte Carlo calculations of the generation of excess carriers. 

General Applications and Examples 

Major applications of CL microscopy and spectroscopy in the analysis of solids 
have been listed in the Introduction. Some specific examples of CL applications are 
outlined below. 

An example of the uniformity characterization, as well as of the analysis of the 
electrically active defects, is shown in Figure 2. These CL micrographs demonstrate 
two different forms of dislocation contrast (dark-dot and dot-and-halo contrast) for 
GaAs crystals doped with Te concentrations of 10'' cm-3 (Figure 2a) and 
10" cm-3 (Figure 2b). The latter shows variations in the doping concentration 
around dislocations. This figure also demonstrates that CL microscopy is a valuable 
tool for determining dislocation distributions and densities in luminescent materi- 
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Figure3 Monochromatic CL image (recorded at 1.631 eV) of quantum well boxes, 
which appear as bright spots? 

als. Reliable measurements of dislocation densities up to about IO6 cm-2 can be 
made with the CL image. 

An example of the CL microcharacterization of an array of GaAs/AlGaAs quan- 
tum well (QW> boxes’ is presented in Figure 3, which shows the CL monochro- 
matic image recorded at the energy corresponding to one of the characteristic 
luminescence lines (i.e., 1.631 eV). In such structures, the carriers are confined by 
surrounding a smaller band-gap semiconductor layer with wider band-gap layers. 
Confinement of carrier motion to 0 degrees of freedom will be obtained for the 
smaller band-gap layer in the form of a box.’ The monochromatic CL image shows 
nonuniformities in the luminescence intensity from one box to another, since not 
all the QW boxes are identical due to variations in the confining potential between 
them that result from the presence of residual processing-induced damage.’ 

Cathodoluminescence microscopy and spectroscopy techniques are powerful 
tools for analyzing the spatial uniformity of stresses in mismatched heterostruc- 
tures,10 such as GaAs/Si and GaAs/InP. The stresses in such systems are due to the 
difference in thermal expansion coefficients between the epitaxial layer and the sub- 
strate. The presence of stress in the epitaxial layer leads to the modification of the 
band structure, and thus affects its electronic properties; it also can cause the migra- 
tion of dislocations, which may lead to the degradation of optoelectronic devices 
based on such mismatched heterostructures. This application employs low-temper- 
ature (preferably liquid-helium) CL microscopy and spectroscopy in conjunction 
with the known behavior of the optical transitions in the presence of stress to ana- 
lyze the spatial uniformity of stress in GaAs epitaxial layers. This analysis can reveal, 
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Figure 4 Monochromatic CL images of the GaAs /Si sample recorded at 818 nm (a), 824 
nm (b), and 832 nm (c). Microcracks are indicated by arrows in (a). The sample 
temperature is about 20 K." 

for example, variations in stress associated with the patterning of GaAs layers grown 
on mismatched substrates." An example describing stress variations and relief due 
to patterning in GaAs grown on Si substrates is shown in Figure 4, which presents 
monochromatic CL images of a GaAs layer at 8 18,824, and 832 nm. These images 
demonstrate that the convex corners and the edges in the patterned regions emit at 
shorter wavelengths compared to the interiors of these regions. Detailed analysis of 
the CL spectra in different regions of a GaAs layer indicates strong variations in 
stress associated with patterning of such layers.'' 

An example of CL depth-resolved analysis of subsurface metal-semiconductor 
interfaces, using an ultrahigh-vacuum CL system,' is shown in Figure 5. This figure 
presents CL spectra of ultrahigh vacuum-cleaved CdS before and after 50-A Cu 
deposition and pulsed laser annealing.' The deposition of Cu produces a weak peak 
at about 1.27 eV, in addition to the CdS band-edge emission at 2.42 eV. Pulsed 
laser annealing with an energy density of 0.1 J/cm2 increases the intensity of this 
peak, which is related to Cu2S compound formation.' This specific example clearly 
indicates that low-energy CL spectroscopy can be used effectively in the analysis of 
chemical interactions at buried metal-semiconductor interfaces. 

As mentioned earlier, CL is a powerful tool for the characterization of optical 
properties of wide band-gap materials, such as diamond, for which optical excita- 
tion sources are not readily available. In addition, electron-beam excitation of solids 
may produce much greater carrier generation rates than typical optical excitation. 
In such cases, CL microscopy and spectroscopy are valuable methods in identifying 
various impurities, defects, and their complexes, and in providing a powerful means 
for the analysis of their distribution, with spatial resolution on the order of 1 pm 
and less. l 1  
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Figure 5 CL spectramof uttrahigh vacuum-cleaved WS before and after in situ deposi- 
tion of 50 A of Cu, and after in situ laser annealing using an energy density of 
0.1 J /cm2. The electron-beam voltage is 2 kV! 

Artifacts 

Artifacts in CL analysis of materials may arise from luminescent contaminants, 
from scintillations caused by backscattered electrons striking components of the 
CL system, or from incandescence from the electron gun filament reaching the 
detector. Most of these may be eliminated by chopping the electron beam and 
detecting the CL signal with a lock-in amplifier. In the CL spectra, ghost peaks may 
appear due to total internal reflection and self-absorption.8 Prolonged electron- 
beam irradiation may cause changes in the CL intensity, localized heating at high 
beam currents, or may lead to surface contamination of the specimen. To alleviate 
the latter problem, it is recommended to replace the diffusion pump by a turbomo- 
lecular pump, or to use liquid-nitrogen cooled shields around the specimen. Spuri- 
ous signals also may arise due to charging in nonconducting samples. As a general 
rule, the electron-beam damage is minimized by maximizing the beam voltage, 
minimizing the beam current, and using minimum detection times. 

It should be noted that during CL observations intensity variations may arise 
due to sample morphology (e.g., surface roughness), which may lead to nonuni- 
form excitation and to local variations in optical absorption and reflection losses. 
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Conclusions 

In summary, CL can provide contactless and nondestructive analysis of a wide 
range of electronic properties of a variety of luminescent materials. Spatial resolu- 
tion of less than 1 pm in the CGSEM mode and detection limits of impuriry con- 
centrations down to lo'* at/cm3 can be attained. CL depth profiling can be 
performed by varying the range of electron penetration that depends on the elec- 
tron-beam energy; the excitation depth can be varied fiom about 10 nm to several 
w for electron-beam energies ranging between about 1 keV and 40 keV. 

The development of quantitative CL analysis is the most challenging issue. With 
hrther development of interpretive theory and with the trend toward the comput- 
erization of electron microscopy, quantitative CL analysis should become feasible. 

Extensions in wavelength, into both the infiared and the ultraviolet ranges will 
continue, motivated by increasing interest in narrow band-gap semiconductors and 
wide band-gap materials. 

Applications of CL to the analysis of electron beam-sensitive materials and to 
depth-resolved analysis of metal-semiconductor intehces' by using low electron- 
beam energies (on the order of 1 kev) will be extended to other materials and struc- 
tures. 

The continuing development of CL detection systems, cryogenic stages, and sig- 
nal processing and image analysis methods will further motivate studies of a wide 
range of luminescent materials, including biological specimens. l2 
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3.4 S T E M  

Scanning Transmission Electron Microscopy 

CHARLES E. LYMAN 
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Introduction 

The Scanning Transmission Electron Microscope (STEM) produces images of the 
internal microstructure of thin specimens using a high-energy scanning electron 
beam, in the same way a Scanning Electron Microscope (SEM) produces images of 
bulk surfaces. The term STEM is also used to describe the group of crystallographic 
and compositional analysis methods known collectively as Analytical Electron 
Microscopy (AEM): Convergent Beam Electron Diffraction (CBED), X-ray 
microanalysis by Energy-Dispersive Spectrometry (EDS), and Electron Energy- 
Loss Spectrometry (EELS).l" Many STEM images are similar to images from the 
Transmission Electron Microscope (TEM), and in certain modes the STEM is 
capable of resolving the atomic lattice of a solid and even single atoms on a thin 
support. 

The STEM is unrivaled in its abiliry to obtain high-resolution imaging com- 
bined with microanalysis from specimens that can be fashioned from almost any 
solid. Major applications include the analysis of metals, ceramics, electronic devices 
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Figure 1 Signals generated when the focussed electron beam interacts with a thin 
specimen in a scanning transmission electron microscope (STEM). 

and packaging, joining methods, coatings, composite materials, catalysts, minerals, 
and biological tissues. 

There are three types of instruments that provide STEM imaging and analysis to 
various degrees: the TEM /STEM, in which a TEM instrument is modified to 
operate in STEM mode; the SEM/STEM, which is a SEM instrument with STEM 
imaging capabilities; and dedicated STEM instruments that are built expressly for 
STEM operation. The STEM modes of TEM/STEM and SEM/STEM instru- 
ments provide useful information to supplement the main TEM and SEM modes, 
but only the dedicated STEM with a field emission electron source can provide the 
highest resolution and elemental sensitivity. 

Analysis capabilities in the STEM vary with the technique used. Crystallo- 
graphic information may be obtained, including lattice parameters, Bravais lattice 
types, point groups, and space groups (in some cases), from crystal volumes on the 
order of m3 using CBED. Elemental identification and quantitative 
microanalysis have been developed for EDS and EELS. Detection limits for each 
technique are on the order of 0.1 wt % for one element combined with another. 
The EELS spectrum contains a rich variety of information concerning chemical 
bonding and dielectric constants in addition to elemental information. Since the 
STEM provides a through-section analysis (see Figure I), it is complementary to 
surface techniques and should be used in conjunction with them. Also analytical 
signals may be collected as the small STEM electron probe scans across the speci- 
men, providing compositional images in addition to the images typical of the SEM 
and the TEM. Compositional images showing elemental distributions have been 
obtained with spatial resolutions in the range 5-50 nm. 
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berm - 
Figure 2 Schematic of a STEM instrument showing the principal signal detectors. The 

electron gun and lenses at the bottom of the figure are not shown. 

The development of the STEM is relatively recent compared to the TEM and 
the SEM. Attempts were made to build a STEM instrument within 15 years after 
the invention of the electron microscope in 1932. However the modern STEM, 
which had to await the development of modern electronics and vacuum tech- 
niques, was developed by Albert Crewe and his coworkers at the University of Chi- 
cago.’ 

Basic Principles 

Electron Probe Formation 

An electron gun produces and accelerates the electron beam, which is reduced in 
diameter (demagnified) by one or more ekctromagnetic electron lenses. Electro- 
magnetic scanning coils move this small electron probe (i.e., the beam) across the 
specimen in a raster. Electron detectors beyond the specimen collect a signal that is 
used to modulate the intensity on a cathode-ray tube that is scanned in synchro- 
nism with the beam on the specimen. A schematic of the essential components in a 
dedicated STEM system is shown in Figure 2. 

The most important criterion for a STEM instrument is the amount of current 
in the small electron probe. Generally, 1 nA of probe current is required for high- 
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Figure 3 Bright-field (a) and dark-field (b) STEM images of crushed ceramic particles 
dispersed on a "holey" carbon film supported on an electron microscope grid 
(shown at the right). 

quality microanalysis. For TEM/STEM and SEM/STEM systems using thermi- 
onic electron sources (tungsten wire or LaBG), electron probes having diameters of 
10-30 nm (measured as full width at half maximum) carry about 1 nA, and may be 
used for imaging and analysis. Smaller probes may be used for imaging, but the cur- 
rent may not be adequate for microanalysis. For the highest spatial resolution and 
analytical sensitivity, a STEM instrument with a field-emission electron gun must 
be used to provide 1 nA of current in an electron probe about 1-2 nm in diameter. 
These systems must use ultrahigh-vacuum technology at least in the electron gun, 
and preferably throughout the microscope. 

Imaging 

The scanning electron beam produces a diffraction pattern beyond the specimen 
similar to that formed in the TEM, and in most cases the image may be interpreted 
as mass-thickness contrast, diffraction contrast, or phase contrast. Bright-field 
images are formed by using an aperture to select only the undeviated transmitted 
beam from the diffraction pattern Figure 2, as in TEM (see the article on TEM). In 
STEM, the electron signal is collected with either a scintillator-photomultiplier or 
a semiconductor detector. Bright areas in the image indicate regions of the speci- 
men that suffered little or no interaction with the electron beam (see Figure 3a). 
Dark-field images may be obtained in two ways: by selecting a single diffracted 
beam ghkl to be collected on the detector; or by collecting all of the electrons dif- 
fracted or scattered beyond a certain minimum angle on an annular dark-field 
(ADF) electron detector. The former method gives images similar to the TEM 
dark-field images used for defect analysis in crystals (see the TEM article). The lat- 
ter method provides a high-resolution, high-contrast image that is sensitive to spec- 
imen thickness and atomic number variations. Bright areas in the dark-field image 
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indicate regions of the specimen that are thick, strongly diffracting, or of high 
atomic number (see Figure 3b). 

The detailed contrast in a STEM image, compared to a TEM image of the same 
specimen feature, depends on the incident electron beam convergence angle and 
the electron collection angle at the detector. The theorem of reciprocity states that 
if appropriate beam angles in TEM and STEM are made equivalent and the sample 
is inverted, then the STEM and TEM images of a thin specimen will be identical 
(see Cowley’). For example, if the STEM collection angle is reduced to a value typ- 
ical of the TEM illumination angle, similar phase contrast lattice plane images and 
structure images may be observed in both STEM and TEM. Often, the STEM col- 
lection angle must be enlarged to provide an adequate signal level, which may alter 
the image contrast. Because of the scanning nature of image generation many other 
signals, such as secondary electrons and cathodoluminescence (light), also may be 
used for imaging. 

Convergent Beam Electron Diffraction 

When the electron beam impinging on the specimen has a high convergence angle 
(i.e., is in the form of a cone as shown in Figure l), the electron diffraction pattern 
becomes an array of disks rather than an array of sharp spots as in TEM. The vari- 
ous manifestations of this type of electron diffraction pattern are known as Conver- 
gent Beam Electron Diffraction (CBED). The distance of each diffraction disk 
from the central beam may be calibrated to yield the interplanar d-value for a par- 
ticular set of hklplanes. A diffraction disk containing no contrast detail is produced 
when a very thin region of a specimen (e 0.1 pm) is under the beam. Other than 
providing high spatial resolution (on the order of the electron beam size) this pat- 
tern of blank disks contains no more information than the typical selected area elec- 
tron diffraction pattern (see the article on TEM). 

Diffraction from thick crystals (0.1-0.5 pm) exhibits intensity variations within 
the disks caused by dynamicd diffraction effects (see Steeds’). In this case the sym- 
metry of the intensity variations provides information about the symmetry of the 
crystal that can be used as a “fingerprint” for phase identification.’ Because the con- 
vergent electron beam senses the three-dimensional aspects of the specimen, CBED 
patterns from a crystal thicker than about 0.1 pm may be used to determine its 
point group, and often its space group.’ If the magnification of the diffraction pat- 
tern is made very small and the convergence angle made very large so that the disks 
overlap, rings of intensity called higher order Laue zone (HOU) ring may be 
observed. These rings indicate that diffraction has occurred from other layers of the 
reciprocal lattice. If the crystal is tilted so that the beam is parallel to the [loo], 
[OlO], and [OOl] crystal directions, the crystal lattice parameters along those direc- 
tions may be determined. Also, fine details of a CBED pattern may yield a relative 
lattice parameter determination to better than 0.001 nm. 
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X-Ray Microanalysis 

When energetic electrons bombard a solid, characteristic X rays from each element 
are generated that form the signal used in microanalysis. Characteristic X rays arise 
from de-excitation of atoms suffering inner-shell electron ionizations, and these 
X rays allow qualitative elemental identification and quantitative elemental compo- 
sition determination. The X-ray signal is detected with an EDS placed close to the 
specimen inside the objective lens of the microscope (see the article on EDS). For 
materials science specimens, a quantification scheme for specific element pairs is 
well developed.'" The ratio of elemental concentrations of two elements in the thin 
specimen may be determined by multiplying the X-ray intensity ratios of these ele- 
ments by a sensitivity factor that depends only on the accelerating voltage and the 
X-ray detector configuration. When the elements in the specimen do not have large 
differences in their X-ray mass absorption coefficients, or when the specimen is very 
thin, corrections for X-ray absorption may be negligible and need not be applied to 
obtain an accuracy of 10-2OYo relative to the amount of element present. This 
modest level of analysis is still remarkable when it is realized that it may be obtained 
from regions of a specimen about 5 nm in diameter. To obtain quantitative results 
in the 5 1 0 %  range, an absorption correction should be applied using an estimate 
of the specimen thickness from CBED, EELS, or another method.55 Using EDS 
methods, elemental detection is possible down to a fay % wt. for elements having 
atomic numbers Z e 1 1 and down to 0.1-0.5 wt % for elements having Z > 1 1. 

Microanalysis by Electron Energy-Loss Spectrometry 

Electrons in the incident beam suffer inelastic collisions with atoms in the speci- 
men; the effect of these collisions may be detected by measuring the energy of the 
primary electron after it has traversed the specimen. To observe a useful signal 
above background, very thin specimens (about 10-50 nm thick) must be used. Of 
the several inelastic events possible, the most usefd for elemental analysis is the 
inner-shell ionization event that leads to characteristic X-ray and Auger electron 
emission. The shape of the spectrum at these characteristic inner-shell ionization 
energy losses is similar to the X-ray absorption edge. The signal intensity under the 
edge and above background can be related to the amount of the element in the 
~pecimen.~ This microanalysis method is somewhat less accurate than EDS X-ray 
analysis because the ionization cross section, which is needed to convert the col- 
lected intensity to chemical composition, is often not well known. Details in the 
EELS spectrum reveal bonding information and information about the dielectric 
constant from regions of the specimen as small as 0.5 nm in diameter. Detection 
limits are similar to EDS, but the method is best applied to the K-edges for light ele- 
ments from lithium to fluorine. 
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I 
Figure 4 Annular dark-field STEM image of individual gold atoms on a very thin carbon 

film: (a) individual gold atoms appear as bright spots; and (b) higher magnifi- 
cation image showing a single gold atom. The scan lines are caused by the 
0.25-nm electron beam traversing the gold atom about 15 times. (Courtesy of 
M. Isaacson) 

Examples of Common Analysis Modes 
The major STEM analysis modes are the imaging, diffraction, and microanalysis 
modes described above. Indeed, this instrument may be considered a miniature 
analytical chemistry laboratory inside an electron microscope. Specimens of 
unknown crystal structure and composition usually require a combination of two 
or more analysis modes for complete identification. 

Conventional Bright-Field Imaging 

Bright-field STEM images provide the same morphological and defect analysis typ- 
ical of TEM images, such as particle sizing, interface analysis, and defect analysis 
(see Figure 3a). While the contrast may differ from TEM for thin crystalline mate- 
rials, a dedicated STEM instrument using a field emission gun produces images 
that are similar enough to use the same image interpretation rationale developed for 
conventional TEM analysis. 

Annular Dark-field Imaging 

The annular dark-field detector of the field-emission STEM (see Figure 2) provides 
a powerful high-resolution imaging mode that is not available in the conventional 
TEM or TEM/STEM. In this mode, images of individual atoms may be obtained, 
as shown in Figure 4 (see Isaacson, Ohtsuki, and Utlaut'). Some annular dark-field 
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Figure 5 Images of a thin region of an epitaxial film of Ge on Si grown by oxidation of 
Ge-implanted Si: (a) conventional TEM phase contrast image with no compo- 
sitional information; and (b) high-angle dark-field STEM image showing atom- 
ically sharp interface between Si and Ge. (Courtesy of S.J. Pennycook) 

detectors have been modified to collect only the electrons that scatter into angles 
greater than 80 milliradians By collecting only the high-angle Rutherford-scattered 
electrons, images may be obtained that contain compositional information, as well 
as atomic-level image detail' (see Figure 5). 

Point Group and Space Group Determination 

Crystallographic structure determination is generally considered the realm of X-ray 
diffraction. However, three-dimensional sampling of the crystal by CBED allows 
first-principle determinations of point groups (crystal classes) for crystals as small as 
100 nm, which could never be accomplished by X-ray methods. Figure 6 shows 
CBED patterns of a phase at the triple point of aluminum nitride grains containing 
AI, N, and 0. These patterns helped to determine the point group and space group 
of this aluminum oxynitride spinel phase as m3m and Fd3m, respectively.'* 

Microanalysis 

Microanalysis of specimen regions in the nm-size range is one of the strongest rea- 
sons to use STEM. Figure 7 shows X-ray and EEL spectra taken simultaneously 
from the same area of a thin catalyst specimen. In each case the energy position of 
the peak or edge provides element identification, whereas the intensity above back- 
ground for each peak and edge allows quantitative assessment of the composition. 
The statistics for these data are atypical owing to an intentionally short acquisition 
time of a few seconds. Figure 8a shows the statistics for a more typical X-ray spec- 
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Figure 6 CBED patterns of aluminum oxynitride spinel along the [OOl] direction. Sym- 
metries in the patterns contributed to the determination of the point group 
and space group: (a) whole pattern showing 1st Laue zone ring; and (b) 0th 
order Laue zone. Both patterns show a fourfold rotation axis and two mirror 
planes parallel to the axis. (Courtesy of V. P. Dravid) 

trum collected over 100 s. Note the low-energy carbon and oxygen peaks collected 
with a windowless X-ray detector. 

Phase Identification 

Knowledge of the elements in an unknown phase, as determined by EDS or EELS, 
usually does not permit identification of the compound. However, this elemental 
information may be used in combination with interplanar spacing information 
(d-values) from one or more CBED patterns (or even the SAD patterns mentioned 
in the article on TEM) to render a positive identification. The task of searching all 
inorganic compounds to make a positive identification is now easier because of a 
new index to the JCPDS-ICDD Powder Diffraction File and the NIST Crystal 
Data File called the Elemental and Lattice Spacing Index.13 The elements deter- 
mined from EDS or EELS analysis are used for the primary search, which places all 
possible compounds on one or two pages for confirmation by matching to the ten 
largest interplanar spacings listed for each entry. 

Compositional Imaging 

Elemental distributions in a thin specimen may be obtained at high resolution from 
any properly prepared solid specimen using either EDS or EELS signals. These 
images are sometimes called elemental maps. Elemental images usually collected 
digitally by setting a region of interest in the spectrum for each element and storing 
the counts collected in these windows as a function of electron beam position (stor- 

3.4 STEM 169 



a 

7 8 9 10 11 

X-Ray Energy (keV) 

b 

800 900 1000 1100 1200 

Electron Energy Loss (eV) 

Figure 7 Microanalysis of a CuO/ZnO methanol synthesis catalyst with a field-emis- 
sion STEM: (a) EDS data showing Cu and Zn K-lines; and (b] EELS data show- 
ing Cu and Zn Ledges with dotted lines indicating background levels. Spectra 
were taken simultaneously from a 2-nm diameter area. Signal intensities 
above background show that approximately the same relative amounts of Cu 
and Zn were measured by each method. 

age at each image pixel), as shown in Figure 8b. An image of the X-ray background 
signal was collected separately ro determine that the distribution of sulfur in 
Figure 8 is real.14 Since the electron probe size is governed by the need for a large 
probe current (about 1 nA), image magnification, pixel density, and counting rime 
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Figure8 X-ray elemental imaging in a field-emission STEM: (a) EDS data of 
Pd /Ce /alumina catalyst particle poisoned with SO,; and (b) 128 X 128 digital 
STEM images formed using X-ray counts collected at each image pixel for alu- 
minum, palladium, cerium, and sulfur. (Courtesy of North-Holland Publish- 
e r s ~ ’ ~  

c. 

per pixel must be adjusted for the type of STEM instrument used. For example, if 
the pixel density is 128 x 128 with a counting time of 100 ms per pixel, a 
compositional image may be obtained in 28 min. However, for a thermionic source 
in a TEM-STEM system, where the counting time per pixel must be increased to 
3 s per pixel, the total frame time for a similar image is about 14 hours. When ele- 
ments are present in high concentration (>2O wt %), the resolution of the X-ray ele- 
mental image can be c 5 nm. Elemental images using EELS signals can be of even 
higher resolution, although more computation is necessary to subtract the back- 
ground. 

6wi,lL 

Sample Requirements 

Specimens suitable for imaging in TEM are usually acceptable for STEM imaging 
and analysis. The principal methods for producing suitable thin specimens are elec- 
tropolishing (metals only), ion-beam thinning (all hard materials), and ultramicro- 
tomy (polymers, some metals, and small hard par tide^).'^ In the first two cases the 
specimen is thinned to perforation, and analysis takes place around the edge of the 
hole. Ultramicrotomed specimens are relatively uniform in thickness, but the frag- 
ile thin sections must be supported by a specimen grid. Hard, brittle materials also 
may be crushed to a powder and dispersed on a carbon film supported on a speci- 
men grid, as in Figure 3. For microscopy of layered materials it is usehl to dice the 
specimen to reveal a cross section of the layers before ion-beam milling. Precipitates 
in a metal matrix may be extracted using the extraction replica technique. 

Microanalysis often places special constraints on the preparation of thin speci- 
mens beyond the general requirement to be transparent to 100-keV electrons. 
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CBED usually requires analysis along a particular crystallographic direction, and 
although specimen-tilting facilities are available in the microscope, ofien it is usefbl 
to orient the specimen before specimen preparation so that the thinned direction is 
along a crystal direction of interest. For high-quality microanalysis by EDS or 
EELS, the thin specimen must be free of surface films containing elements redis- 
tributed from the bulk or from contamination sources that would change the mea- 
sured through-section composition. Ion-beam milling for short times usually 
removes such films deposited by electropolishing; however, ion-beam milling for 
long times may introduce elemental redistribution by differential sputtering. Spec- 
imens prepared by ultramicrotomy, extraction replication, or crushing generally do 
not have these compositional artifacts. Occasionally microanalysis is performed on 
specimens prepared by one of the latter methods while images of the same material 
might be obtained from electropolished or ion-beam milled specimens. 

Artifacts 

The major artifact typical of STEM imaging is a buildup of hydrocarbon contami- 
nation under the electron beam. This contamination appears in the bright-field 
image as a dark area in the shape of the scanning raster or as a dark spot if the beam 
has been stopped for microanalysis. Besides obscuring features in the image, con- 
tamination layers can absorb X rays from the lighter elements and increase the 
background in EELS analysis. Contamination can be reduced by heating the speci- 
men in vacuum before examination, by cooling the specimen during analysis, and 
by improving the vacuum in the specimen chamber to better than lo4 Pa (about 
1 O* torr). 

In addition to cleanliness (contamination effects), surface morphology and the 
alreration of composition during specimen preparation can cause serious artifacts in 
microanalysis. In some older instruments, the microscope itself produces undesir- 
able high-energy X rays that excite the entire specimen, making difficult the accu- 
rate quantitation of locally changing composition. Artifacts also are observed in the 
EDS X-ray spectrum itself (see the article on EDS). 

Conclusions 
STEM can provide image resolution of thin specimens rivaling TEM, but in addi- 
tion can provide simultaneous crystallographic and compositional analysis at a 
higher spatial resolution than any other widely-used technique. Any solid material 
may be examined, provided that a specimen can be prepared that is less than about 
100 nm in thickness. 

Future developments of t h i s  instrumentation indude field emission electron 
sources at 200-300 kV that will allow better elemental detectability and better spa- 
tial resolution. Multiple X-ray detectors having large collection angles will also 
improve elemental detectability in X-ray microanalysis. The higher accelerating 
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voltages should allow EDS X-ray and EELS compositional measurements to be 
made on specimens of the same thickness, instead of requiring a much thinner 
specimen for EELS. Electronic capture of digital diffraction pattern images should 
make some automation of diffraction pattern analysis possible. Under complete 
digital control automated experiments will be possible that cannot be accomplished 
manually. 
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Introduction 

Electron Probe X-Ray Microanalysis (EPMA) is a spatially resolved, quantitative 
elemental analysis technique based on the generation of characteristic X rays by a 
focused beam of energetic electrons.'-3 EPMA is used to measure the concentra- 
tions of elements (beryllium to the actinides) at levels as low as 100 parts per mil- 
lion (ppm) and to determine lateral distributions by mapping. The modern EPMA 
instrument consists of several key components: 
1 An electron-optical column capable of forming a beam ranging in diameter from 

nm to pm and carrying a current ranging from PA to fi 
2 An energy-dispersive X-ray spectrometer and at least one wavelength-dispersive 

X-ray spectrometer 
3 An optical microscope for precise positioning of the specimen relative to the X- 

4 A vacuum system capable of operating at pressures ranging from 104 to lo4 Pa 
ray spectrometers 

1. Note: This artcle is a contribution of the United States Government and is 
not subject to copyright. 
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Figure 1 Schematic of inner shell ionization and subsequent deexcitation by the Auger 
effect and by X-ray emission. 

5 A computer system to control the beam, spectrometers, specimen stage, and 
quantitative data processing. 
The electron-optical performance of the EPMA system is indistinguishable from 

that of a conventional scanning electron microscope (SEM); thus, EPMA combines 
all of the imaging capabilities of a SEM with quantitative elemental analysis using 
both energy- and wavelength-dispersive X-ray 

Physical Basis of EPMA 
The physical basis of electron probe microanalysis is the generation of characteristic 
X rays by bombarding a solid with energetic electrons. Interactions of energetic 
electrons with matter include elastic scattering, which causes significant angular 
deviation of the electron trajectories, and inelastic scattering, which reduces the 
energy of the electrons and sets a limit to their range. Mechanisms of inelastic scat- 
tering include the production of secondary electrons, inner shell ionization, 
bremsstrahlung (continuum) X rays, long-wavelength electromagnetic radiation in 
the ultraviolet, visible, and i n k e d  regions, electron-hole pairs, lattice vibrations 
(phonons), and electron oscillations (plasmons). The rate of energy loss depends on 
the electron energy and the target composition, and is typically 0.1-10 eV/nm. 
Inner shell ionization, illustrated in Figure 1, occurs when the beam electron ejects 
a bound atomic electron by transferring sufficient energy to the atom to exceed the 
critical excitation (or binding) energy E, of an atomic electron. The resulting 
atomic vacancy is filled by a transition involving one or more outer shell electrons. 
The energy difference between shell levels can be manifested as an emitted X-ray 
photon, or the energy can be transferred to another outer shell electron, which is 
ejected as an Auger electron. Because the energy of the atomic shells is sharply 
defined, the emitted X ray or Auger electron has a precisely defined energy and is 
therefore characteristic of the atom species originally ionized by the beam electron. 
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For atoms having an atomic number greater than 10, the electron filling the inner 
shell vacancy may come from one of several possible subshells, each at a different 
energy, resulting in families of characteristic X-ray energies, e.g., the Ka, p family, 
the La, p, y family, etc. 

The beam electrons also produce X rays when they undergo deceleration in the 
Coulombic field of the specimen atoms, losing energy and emitting X rays known 
as “braking” radiation, or brmstrahlung. Since this energy loss can take on any 
value from 0 to the entire energy carried by the high-energy electron, the 
bremsstrahlung X rays form a continuum background spanning all energies. 
Bremsstrahlung X rays are indistinguishable from characteristic X rays that may 
occur at the same energy. Statistical fluctuations in this bremsstrahlung back- 
ground form the eventual limit that determines the ultimate sensitivity of electron 
probe X-ray microanalysis. 

The critical parameter for X-ray generation is the overvoltage U= &/E,,where 
& is the incident beam energy. The intensity of characteristic X rays is given by: 

lCh = aiB( u- 1)” 

where a is a constant, is the beam current, and the exponent n is approximately 
1.5. 

Equation (1) demonstrates that the analyst must choose a beam energy that 
exceeds the critical excitation energy for the species to be analyzed. In general, a 
value of U> 2 is required to achieve adequate efficiency in the production ofX rays. 

The volume of analysis, i.e., the diameter and depth of the analyzed region, is 
limited by a combination of the elastic and inelastic scattering.The maximum 
depth of the interaction volume is described by the Kanaya-Okayama electron 
range: 

where Zis  the atomic number, A is the atomic weight (g/mole), p is the density 
(g/cm3), and 4 is the incident beam energy (kev). The maximum width of the 
interaction volume is similar in value to the range. When the production of X rays 
is considered, the range is reduced because X rays for a particular element cannot be 
produced below E; for that element. Equation (2) is modified to reflect this condi- 
tion: 

Rx (pm) = (- 0.02764 ) ( - E:.67) 
z0.89P 

(3) 

Monte Carlo electron trajectory simulations provide a pictorial view of the complex 
electron-specimen interaction. As shown in Figure 2a, which depicts the interac- 
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Figure 2 (a) Monte Carlo simulation of electron trajectories in copper, beam energy 
30 keV. (b) Corresponding sites of K-shell ionization. 
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Figure 3 Depth distribution of generation of Cu KOr X rays for an incident beam energy 
of 20 keV, and the effect of absorption. 

tion volume of a beam incident perpendicularly on a flat specimen of copper, the 
interaction volume has dimensions on the order of pm. Generally, the spread of the 
electrons through the specimen, not the diameter of the incident probe, is the lim- 
iting factor in determining the spatial resolution of analysis. A focused beam carry- 
ing sufficient electron current for analysis can be obtained with a diameter that is 
generally a factor of 5-10 smaller than the dimension of the interaction volume 
given by Equation (3). For example, the range for production of Cu Ka X rays at an 
incident beam energy of 20 keV in copper is approximately 1 pm, while a beam 
diameter of 100 nm (0.1 pm) would carry sufficient beam current for analysis. The 
production of X rays within the interaction volume is illustrated in Figure 2b. An 
important concept related to the interaction volume is the depth distribution of X 
rays, the so-called $(pz) function shown in Figure 3. This function forms the basis 
for the development of matrix correction procedures in the quantitative analysis 
protocol described below. 

Measurement of X Rays 

The analyst has two practical means of measuring the energy distribution of X rays 
emitted from the specimen: energy-dispersive spectrometry and wavelength disper- 
sive spectrometry. These two spectrometers are highly complementary; the 
strengths of each compensate for the weaknesses of the other, and a well-equipped 
electron probe instrument will have both spectrometers. 

Energy Spectrometry (EDS) uses the photoelectric absorption of the X ray in a 
semiconductor crystal (silicon or germanium), with proportional conversion of the 
X-ray energy into charge through inelastic scattering of the photoelectron. The 
quantiry of charge is measured by a sophisticated electronic circuit linked with a 
computer-based multichannel analyzer to collect the data. The EDS instrument is 
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purely a line-of-sight device; any X ray emitted from the specimen into its solid 
angle of collection can be measured. To reduce thermal noise, the detector crystal 
and preamplifier are cooled to liquid nitrogen temperatures. For application to 
conventional electron-optical columns with a pressure on the order of IO4 Pa, a 
thin window of beryllium, diamond, boron carbide, or a metal-coated polymer is 
used to protect the crystal from condensing water vapor from the microscope envi- 
ronment. The window material, the gold surface electrode, and an inevitable “dead 
layer” of partially active semiconductor just below the electrode act to absorb 
X rays. With optimum low-mass window materials like diamond or boron carbide, 
the EDS can measure X rays as low in energy as the Be K level (0.109 kev). 

Wavelength Spectrometry (WDS) is based upon the phenomenon of Bragg dif- 
fraction of X rays incident on a crystal. The diffraction phenomenon is described by 
the expression: 

where h is the wavelength equivalent of the X-ray energy E h (nm) = 1.2398/E 
(kev), dis the crystal spacing for the diffracting planes: and 8B is the angle at which 
constructive interference occurs (i.e., the Brag% angle). The WDS instrument is 
mechanical in nature and is a focusing device (see Figure 1). The X-ray source at the 
specimen, the diffracting crystal, and the gas counter to detect the X rays must fol- 
low a specific geometry (a Rowland circle) to satisfy Equation (4); accurate posi- 
tioning is ensured by incorporating an optical microscope into the electron probe. 
To detect a wide energy range, different crystals with various d spacings are 
mounted on a mechanical turret, and are selectable under computer control. 

EDS and WDS spectra of a multielement glass, shown in Figure 4, illustrate 
some major strengths and weaknesses: 
1 Spectral acquisition. An EDS instrument can measure any X-ray photon 

that reaches the detector, and thus can continuously view the entire X-ray 
spectrum (0.1-20 kev), while the WDS instrument must be mechanically 
scanned with several crystal changes to acquire a complete spectrum over 
that same range. In Figure 4, for equivalent sensitivity, the WDS spectrum 
required approximately a factor of 10 greater acquisition time. When an 
unknown is examined, it is highly unlikely that a complete qualitative 
WDS scan will be made at every location chosen for analysis. Since EDS is 
always capable of measuring a complete spectrum, unexpected major and 
minor constituents can always be detected. For survey work of major and 
minor constituents in unknowns, EDS therefore has a significant advan- 
tage for rapid qualitative analysis. 
Spectral resolution. Consider a Mn Ka photon, which has a natural peak 
width (the full width at half maximum, or FWHM) of approximately 1 

2 
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Energy 

Wavelength 

Figure 4 Comparison of EDS and WDS spectra from a complex, mukielement glass. 
[Courtesy of Charles Fiori, National Institute of Standards and Technology) 

eV. In WDS, the diffraction process, diffraction crystal imperfections, and 
the mechanical construction degrade this peak to a FWHM of approxi- 
mately 10 eV. In EDS, the statistics of charge carrier creation degrade the 
peak to a FWHM of approximately 140 eV The effect of spectral resolu- 
tion can be seen readily in Figure 4, where a single peak in the EDS spec- 
trum is actually composed of Mn K a  (kev) + Ba La2,3. This double peak 
is easily resolved using MDS into two peaks that differ in relative intensity 
by a kctor of 10. Although powerful methods for mathematical spectral 
deconvolution of peaks can be applied to EDS spectra, deconvolution is 
likely to produce false solutions when the peaks are separated by less than 
50 eV, when the peaks are sharply different in relative intensity, and when 
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significant statistical fluctuations exist in the spectral data, which is usually 
the situation in practical analysis. A classic example of an EDS interference 
situation encountered in practical analysis is that of S Ka, p (2.307 kev), 
M o  La, p (2.29 kev), and Pb Ma, j3 (2.346 kev); this interference situa- 
tion is easily resolved by WDS. 
Peak-to-background ratio and limits of detection. The peak-to-back- 
ground ratio, which is a direct consequence of the spectral resolution, 
plays a major role in determining the limits of detection. A peak is more 
sharply defined with WDS than with EDS. The peak-to-background ratio 
is proportionally higher, since the intensity due to the characteristic radia- 
tion is spread over a smaller energy range of the X-ray continuum back- 
ground. In practical analysis situations, the limit of detection for WDS is 
100 ppm while that for EDS is approximately 0.1 % wt. (1 000 ppm) for 
elements having an atomic number > 11 (sodium). The detection limits 
are substantially poorer for light elements because of the high absorption 
losses in the specimen and spectrometer components. Depending on the 
matrix, the detection limit for light elements may be as high as 1-10% wt. 

Dead time and limiting count rate. The pulse-processing time (dead time) 
is on the order of 10-50 ps for EDS and 0.5-1 ps for WDS. Because the 
WDS makes use of the diffraction effect to disperse the X rays before the 
detector, the limiting count rate applies to a single X-ray peak of interest; 
limiting count rates of lo5 cps are possible and trace constituents can be 
measured with no dead time fiom major constituent peaks. The EDS 
instrument, which has a limiting count rate of approximately 2.5 x lo4 
cps, must process every X-ray photon in the range from the low-energy 
cutoff (approximately 100 ev) to the beam energy. The EDS dead time 
applies to the total spectrum rather than to a single peak of interest, mak- 
ing trace constituent measurement much more difficult. 
Spectrometer positioning. The WDS instrument is a focusing optical 
device, with an ellipsoid of volume in focus fbr uniform X-ray transmis- 
sion. The long axes of the ellipsoid have dimensions on the order of 100 to 
1000 prn, while the short axis is approximately 10 pm. Precise positioning 
is vital if consistent X-ray intensity measurements are to be obtained. On a 
formal electron probe, this positioning is ensured by incorporating an 
optical microscope with its shallow depth of field and mechanically trans- 
lating the specimen stage. The EDS instrument is a nonfocusing device, 
and it is therefore not critical to position it accurately relative to the speci- 
men. 

3 

4 

5 
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Qualitative Analysis 

Qualitative analysis is generally assumed to be a trivial procedure consisting of 
matching the observed peaks to tabulated energies. Identification of peaks of major 
constituents is possible with a high degree of confidence, but misidentification of 
low-intensity peaks from minor and trace constituents is very much a possibility 
unless a careful strategy is followed. A good qualitative analysis strategy consists of 
first identifying the principal peaks of a major constituent and then locating all 
associated low-intensity peaks, including other X-ray h i l y  members, as well as all 
spectral artifacts, such as escape and sum peaks for EDS; for WDS, multiple-order 
lines--n = 2, 3, 4, etc., in Equation (4)-and satellite lines must be located. Only 
then should remaining peaks be identified as minor and trace constituents. Gener- 
ally, the confidence with which a minor or trace constituent can be identified will 
be reduced because fewer peaks can be recognized above background. Absolutely 
no spectral smoothing should be applied in EDS spectra, since this introduces false 
“peaks” due to statistical fluctuations. 

Quantitative Analysis 

The keystone of practical quantitative electron probe microanalysis is Castaing’s 
first approximation, which relates the concentration for a constituent in the 
unknown to the concentration in a standard in terms of the ratio of X-ray intensi- 
ties generated in the target:’ 

ci Ii“ 

where Cis the mass concentration, IGis the generated characteristic peak intensity 
(corrected for dead time, peak overlaps, and background), i denoas a specific con- 
stituent, and * denotes the standard, such as a pure element. What is actually mea- 
sured is the ratio of emitted intensities 4!/<f , the so-called k value. The emitted 
X-ray intensity ratio deviates from the generated intensity ratio in Equation (5) 
because of interelement or matrix effects; that is, the intensity of element i is 
affected by rhe presence of other elementsj, k, I ,  etc., in the specimen. The origin of 
these matrix effects can be obtained by examining Figures 2 and 3. 

Matrix Corrections 

Atomic Number Effect 

A significant fraction-about 15% for aluminum, 30% for copper, and 50% for 
gold-of the beam electron trajectories intersect the surfice and escape as backscat- 
tered electrons (BSEs), as shown in Figure 2a. The majority of BSEs escape with 
more than half of their incident energy. Clearly, if these electrons had remained in 
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the specimen, they would have continued to scatter inelastically to produce addi- 
tional X rays; their loss reduces the totd possible generated intensity. The X-ray loss 
due to backscattering depends strongly on the specimen’s composition, and 
increases with average atomic number. A related effect concerns the stopping 
power, or rate of energy loss, of the electrons within the specimen, which is also 
composition dependent. 

Absorption Effect 

Figures 2b and 3 demonstrate that X rays are produced over a range of depth into 
the sample. The X rays must propagate along a finite path through the specimen to 
reach the detector, and are subject to photoelectric absorption and scattering, 
which follows an exponential relation: 

where I is the X-ray intensity; p / p  is the mass absorption coefficient (cm2/g), 
which depends on composition; z is the depth below the surface (an); and v i s  the 
detector take-off angle, which is the angle between the detector’s axis and the spec- 
imen’s surface. Figure 3 shows the distribution ofX-ray production with depth that 
escapes the specimen for Cu K a  and Al Kar in a 90% copper-10% aluminum alloy. 
Although the Al Kar X ray is actually produced deeper in the specimen according to 
Equation (3), self absorption of the X rays by the specimen limits the sampling 
depth to be less than that for Cu Kar X rays. The sampling depths are quite different 
for Cu Kar and Al K a  in this case because of the difference in the mass absorption 
coefficients. Note that the absorption effect becomes greater as the X rays are pro- 
duced deeper in the Specimen, which provides another reason to operate at the low- 
est practical beam energy to minimize the range of the electrons. 

Fluorescence Effect 

A consequence of absorption of X rays is the inner shell ionization of the absorbing 
atoms and the subsequent generation of characteristic X rays from the absorbing 
atoms, called secondary fluorescence, which raises the generated intensity over that 
produced by the direct action of the beam electrons. Secondary fluorescence can be 
induced by both characteristic and bremsstrahlung X rays. Both effects are compo- 
sitionally dependent. 

Quantitative Calculations 

Fortunately, the physics of interaction of energetic electrons and X rays with solid 
matter is sufficiently well understood to permit implementation of a quantitative 
analysis procedure, the so-called ZAF method, which is based upon a combination 
of theory and empiricism, to calculate separate correction hctors fbr each of the 
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matrix effects. Each factor-atomic number Z, absorption A, and fluorescence F- 
is calculated as a ratio for the postulated specimen composition compared to the 
known composition of the standard. These factors multiply the measured kvalue to 
give a concentration ratio: 

Since the composition of the unknown appears in each of the correction factors, it 
is necessary to make an initial estimate of the composition (taken as the measured 
k value normdized by the sum of all k values), predict new k values from the com- 
position and the ZAF correction factors, and iterate, testing the measured k values 
and the calculated kvalues for convergence. A closely related procedure to the ZAF 
method is the so-called $(pz) method, which uses an analytic description of the 
X-ray depth distribution function determined from experimental measurements to 
provide a basis for calculating matrix correction factors. 

A particular strength of Equation (7) is that the intensity ratio is formed between 
measurements of the same X-ray energy in both the unknown and standard. This 
procedure has significant advantages: First, there is no need to know the spectrom- 
eter‘s efficiency, a value that is very difficult to calibrate absolutely, since it appears 
as a multiplicative factor in both terms and therefore cancels. Second, an exact 
knowledge of the inner shell ionization cross section or fluorescence yields is not 
needed, since they also cancel in the ratio. 

Accuracy of Electron Probe Microanalysis 

Experience gained in the ZAF analysis of major and minor constituents in multiele- 
men1 standards analyzed against pure element standards has produced detailed 
error distribution histograms for quantitative EPMA. The error distribution is a 
normal distribution centered about 0%, with a standard deviation of approxi- 
mately 2% relative. Errors as high as 10% relative are rarely encountered. There are 
several important caveats that must be observed to achieve errors that can be 
expected to lie within this distribution: 
1 The characteristic peaks must be separated from the background. In EDS this is 

usually accomplished by mathematical filtering of the spectrum or by back- 
ground modeling. In WDS, the peak is sufficiently sharp to permit background 
measurement by detuning the spectrometer. 

powerful deconvolution algorithms exist for EDS and WDS. 
3 The unknown and scandards must be measured under identical conditions of 

beam energy and spectrometer parameters. The specimen’s surface must be ori- 
ented to known angles relative to the electron beam and the detector. All meas- 

2 The characteristic peaks must be deconvolved to eliminate peak interference; 
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urements must be normalized to the same electron dose. 
4 Differences in the specimen composition relative to the standard are the only 

source of difference in the measured X-ray intensities. There are no specimen size 
or shape effects influencing the electron-X-ray interactions, as in the case of par- 
ticles or rough surfaces. To ensure this, the specimen must be flat and mirror- 
polished, with fine-scale surface topography reduced to less than 2% of the 
dimensions of the interaction volume. The specimen must be of sufficient thick- 
ness, typically > 50 pm, to contain the electron-excited volume as well as the full 
range of X-ray induced secondary fluorescence. No chemical polishing or etch- 
ing can be tolerated because of the danger of modifying the near-surface compo- 
sition through selective leaching. 

5 The specimen must be homogeneous throughout the interaction volume sam- 
pled by the beam, since X rays of different energies originate from different 
depths. 

6 The atomic number of the analyzed species must be 1 1 (sodium) or higher. For 
light elements from beryllium to fluorine, the low energy of the characteristic 
X rays leads to high absorption situations and an absorption correction factor 
exceeding 2. The mass absorption coefficients for the X rays of these elements are 
poorly known, so that large relative errors exceeding 10% are often encountered. 
Consequently, in fully oxidized systems, oxygen is frequently calculated indi- 
rectly by means of assumed stoichiometry for the cation species. 

7 If all constituents are separately measured, or are calculated by stoichiometry, as 
in the case of oxygen, then the analytical total, which is the sum of all elements 
plus any calculated by stoichiometry, conveys useful information. If the analyti- 
cal total is above 102%, a possible mistake in the measurement of the electron 
dose or an unexpected change in spectrometer parameters is likely. If the analyt- 
ical total is significantly below 98%, an additional constituent is likely to have 
been missed. 
When multielement standards similar in composition to the unknown are avail- 

able, a purely empirical mathematical procedure, the Bence-Albee or Ziebold-Ogil- 
vie method, can be applied. This procedure is often used in the analysis of minerals 
for which close standards exist. 

The “standardless” approach attempts to apply first principles descriptions of 
X-ray production to the calculation of interelement relative sensitivities. Several of 
the key parameters necessary for first principles calculations are poorly known, and 
the accuracy of the standardless method ofcen suffers when different X-ray families 
must be used in measuring several elemental constituents in a specimen. 

Special Cases of Quantitative Analysis 
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Particles, rough surfaces, inclusions, layered film materials, and films on substrates 
represent special cases of considerable technological importance where the conven- 
tional quantitative analysis procedures Ed. In such materials, shape and dimensions 
can influence the interaction of the beam electrons and the production of X rays. 
Several different strategies have been developed for dealing successfully with such 
geometric These methods range from simple approaches, such as nor- 
malization of the analytical total to compensate for particle effects, to complex 
mathematical treatments, including theoretical or empirical modifications of the 
ZAF correction factors and rigorous Monte Carlo electron trajectory simulation of 
the exact geometrical boundary conditions of the specimen. Films on substrates, 
including multilayers, can be analyzed with corrections calculated by the g(pz) 
m e t h ~ d . ~  For particles and rough surfaces, errors in excess of 100% relative may be 
encountered with calculations uncorrected for geometrical effects; with simple nor- 
maliition the maximum errors will generally be less than 25% relative. When the 
feature of interest is an inclusion contained in a matrix of different composition, 
where the lateral and depth dimensions of the inclusion are less than the X-ray 
range, quantitative and even meaningfd qualitative analysis becomes impossible, 
since the interaction volume simultaneously samples both the inclusion and the 
surrounding matrix. In such cases, it may be necessary to mechanically or chemi- 
cally separate the inclusions, and to analyze them as freestanding particles. 

Compositional Mapping 

Because X-ray counting rates are relatively low, it typically requires 100 seconds or 
more to accumulate adequate counting statistics for a quantitative analysis. As a 
result, the usual strategy in applying electron probe microanalysis is to make quan- 
titative measurements at a limited collection of points. Specific analysis locations 
are selected with the aid of a rapid imaging technique, such as an SEM image pre- 
pared with backscattered electrons, which are sensitive to compositional variations, 
or with the associated optical microscope. 

Often, more detailed information is needed on the distribution of a constituent. 
The technique of X-ray area scanning, or dot mapping, can provide a qualitative 
view of elemental distributions. As the beam is scanned in a raster pattern on the 
specimen, a cathode ray tube scanned in synchronism is used to display a f i l l  white 
dot whenever the X-ray detector ( W D S  or EDS) detects an X ray within a certain 
narrow energy range. The pattern of dots is recorded on film to produce the dot 
map. Dot maps are subject to the following  limitation^:^ 
1 The information is qualitative in nature. The area density of dots suggests local 

concentration differences, but the count rate at each point, which is hndamen- 
tal informaaon required for quantitation, is lost. 

2 Because of count rate performance and peak-to-background, WDS is preferable 
to EDS for mapping, particularly fbr minor and trace constituents. 
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Figure 5 X-ray area scan (dot map) showing the distribution of zinc at the grain bound- 
aries of copper. 

Mapping of major constituents can be carried out in approximately 15-30 min- 
utes of scanning per image. Minor constituents require 0.5-3 hours, and trace 
constituents require 3-10 hours. An example of a dot map of zinc at concentra- 
tions in copper as low as 1 % is shown in Figure 5; 6 hours of scan time was 
needed to produce a dot map at this level. 
While low concentrations can be mapped against a background of 0 concentra- 
tion, as shown in Figure 5, dot mapping has poor contrast sensitivity. It would be 
difficult to map a 5% concentration modulation above a general level of 50% 
because there is no provision for subtracting the influence of the dominant gen- 
eral signal. 
Since no background correction can be made, dot maps of minor and trace con- 
stituents are subject to possible artifacts caused by the dependence of the 
bremsstrahlung on composition, particularly with EDS X-ray measurement. 
Quantitative compositional mapping overcomes the limitations of dot mapping 

by recording in computer memory the count rates for all constituents of interest at 
all picture elements in the scan.* Complete quantitative procedures are then 
applied to the count rate arrays: dead time correction, background correction, stan- 
dardization, and matrix correction. The resulting concentration arrays are pre- 
sented as images on a digital display with a gray or color scale encoding the 
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Figure 6 (a) Quantitative compositional map of the distribution of zinc at the grain 
boundaries of copper; gray scale corresponds to the concentration range 0- 
10% wt.; superposed compositional profile (vertical scale, 0-4.040 wt.) along 
the locus AB. (b) Contrast enhancement applied to emphasize low-concentra- 
tion structure (0.196 wt. = 1000 ppm) at arrows; image width 100 pm. 
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concentration information. Typical dwell times per pixel are 0.1-2 s, which 
restricts detection limits in imaging to approximately 500 ppm with high beam 
currents and WDS detection; comparable accuracy to single point analysis can be 
achieved in the mapping mode. An example is shown in Figure Ga of a digital com- 
positional map of the same area as Figure 5; concentration levels as low as 0.1 % wt. 
are visible. Digital compositional maps can be subjected to subsequent image pro- 
cessing to enhance features of interest. Contrast expansion of Figure Ga, shown in 
Figure Gb, reveals fine details in the zinc diffusion zone. This combination of 
images supported by complete numerical concentration d u e s  at every pixel, 
including the measurement statistics, is a powerful tool for solving a wide range of 
problems. 

Conclusions 

The electron probe X-ray microanalyzer provides extraordinary power for measur- 
ing the elemental composition of solid matter with lateral spatial resolution. 
The spatial resolution, limited by the spread of the beam within the specimen, per- 
mits pg samples to be measured selectively, with elemental coverage from boron to 
the actinides. By incorporating the imaging capability of the SEM, the electron 
probe X-ray microanalyzer combines morphological and compositional informa- 
tion. 

Several future trends are evident. The great utility of true compositional maps 
suggests that this mode of operation will replace the now antiquated dot maps. 
Greater use of computer-aided imaging and analysis will increase the efficiency of 
the instrument in applications where large quantities of data are required. 
Improved long-term stability will permit the long counting times required for rou- 
tine application of trace analysis. Continued development of advanced correction 
methods will address special difficulties raised by complex specimens such as multi- 
layers and inhomogeneous particles. Lastly, the need for improved lateral and depth 
spatial resolution will lead to increased application of low beam energy analysis. 

Related Articles in the Encyclopedia 

EDS, XRF, and SEM 
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