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  25.1   PRINCIPLES OF DRUG – DRUG INTERACTIONS 

  25.1.1   Introduction 

 Understanding the mechanisms and consequences of drug – drug interactions is 
essential for the development of new pharmaceuticals and for the design of multi-
drug regimens. Drug interactions occur when one drug (the  “ perpetrator ” ) changes 
the pharmacokinetic and/or the pharmacodynamic actions of another drug (the 
 “ victim ” ). This interaction can lead to changes in the clearance of the victim drug, 
which can infl uence its effi cacy and safety. For drugs with narrow therapeutic indices, 
such as warfarin, digoxin, and theophylline, small changes in plasma concentrations 
can lead to toxicity. 

 Even after drugs undergo rigorous safety and effi cacy testing during clinical trials, 
they can be withdrawn from the market due to the unanticipated possibility of 
toxic interactions with other drugs. For example, in the late 1990s the U.S. FDA 
recommended the withdrawal of the antihistamine terfenadine after it was discov-
ered that its coadministration with the antifungal ketoconazole was associated with 
cardiac toxicity, which in a few instances was fatal. Terfenadine has been replaced 
by its metabolite, fexofenadine, which has similar effi cacy but no known cardiac 
toxicity  [1] . 

 Drug – drug interactions are especially a concern for patients taking several drugs 
concurrently, such as the elderly and patients with serious medical diseases such as 
cancer or HIV. It is estimated that almost 40% of the elderly take fi ve or more drugs 
simultaneously  [2]  and that 90% of them also use over - the - counter (OTC) medica-
tions, some of which may also contribute to drug interactions  [3] . For example, the 
H2  receptor antagonist cimetidine inhibits several cytochrome P450s and interacts 
with the CYP1A2 substrate theophylline  [4] . Elderly patients are also thought to 
be 3 – 10 times more likely than younger patients to be susceptible to adverse drug –
 drug interactions due to changes in hepatic and renal clearance  [5, 6] . In addition, 
with the increasing use of complementary alternative medicines such as herbal 
supplements, the probability of drug – drug interactions is increased. For example, it 
is estimated that over 50% of cancer patients take herbal remedies, even though 
there is evidence for adverse drug interactions with several herbs such as kava - kava, 
Ginkgo biloba , ginseng, and echinacea  [6, 7] .

 Drug – drug interactions are not limited to prescription drugs, OTC drugs, and 
herbal remedies. Other substances such as foods, beverages, and excipients in drug 
tablets can enhance or inhibit the disposition of drugs. Grapefruit juice, for example, 
is an inhibitor of CYP3A, which is responsible for metabolizing an estimated 50% 
of prescription drugs. Further clinical trials demonstrated that grapefruit juice only 
inhibits intestinal CYP3A, and therefore, it is only expected to infl uence the phar-
macokinetics of drugs that undergo signifi cant enteric CYP3A metabolism  [8] , such 
as short half - life benzodiazepines  [9] . More recent evidence suggests that certain 
other fruit juices also have the potential to inhibit CYP3A. For example, Seville 
orange juice was shown to inhibit enteric metabolism of felodipine  [10]  to a similar 
extent as grapefruit juice. In addition, in vitro  and animal studies suggest that pome-
granate juice is also a signifi cant inhibitor of CYP3A  [11, 12] . 

 Interestingly, certain tablet excipients also infl uence absorption and bioavailabil-
ity. For example, the cremophores EL and RH 40, which enhance lipid solubility, 



have been shown to increase the oral bioavailability of saquinavir and digoxin, 
respectively  [13 – 15] . However, other excipients such as Tween 80 and HS15 can 
adversely affect the disposition of drugs by inhibiting the drug transporter P - 
glycoprotein (also known as ABCB1 and MDR1) and increasing intracellular levels 
of P - glycoprotein substrates such as the chemotherapy agent daunorubicin  [15] . 

 Drug – drug interactions can occur through four mechanisms of drug disposition, 
collectively known as ADME —  a bsorption,  d istribution,  m etabolism, and  e limina-
tion. Absorption of a drug across a lipid bilayer is infl uenced by several factors, 
including physicochemical properties of the drug, such as solubility, lipophilicity, 
the pH of the environment, gastric emptying rate, gastrointestinal motility, and 
bile secretion. Antacids such as H 2  receptor antagonists can inhibit the absorption 
of certain drugs, such as ketoconazole, which need an acidic environment, 
and the anxiolytic drug clorazepate, which needs an acidic environment to be con-
verted to its metabolite, desmethyldiazepam  [16] . Furthermore, multivalent cations, 
such as calcium, magnesium, zinc, iron, and aluminum, which form chemical com-
plexes, can inhibit the absorption of the antibiotics tetracycline and ciprofl oxacin 
 [17, 18] . Thus, the consumption of milk or nutritional supplements containing these 
minerals is contraindicated with tetracycline. Gastrointestinal motility is also 
impaired by the anticholinergic effects of marijuana or enhanced by the gastro-
kinetic agent metoclopramide. A decrease (or increase) in gastrointestinal motility 
can increase (or decrease) the exposure of the intestine to drugs and may result in 
toxicity  [17] . 

 It was previously believed that when a drug is displaced from its plasma protein 
binding site by another drug, the victim drug ’ s unbound concentration will increase, 
leading to increased effi cacy or possibly toxicity  [19] . There are actually very few 
cases where displacement from plasma protein causes clinically signifi cant interac-
tions  [20, 21] . Exceptions include drugs with high extraction and narrow therapeutic 
indices. For example, extensively albumin - bound compounds may theoretically dis-
place a drug such as warfarin; however, this effect is only transient and rarely of 
clinical importance  [22, 23] . Some interactions were previously attributed primarily 
to displacement but were found to be a result of inhibition of clearance. Phenylbu-
tazone, for example, inhibits the metabolism of warfarin  [24, 25] , while sulfonamides 
reduce the clearance of tolbutamide  [26, 27] . 

 Altered metabolism (including phase I and phase II) is the most common reason 
for drug interactions since many metabolic enzymes can be inhibited or induced by 
drugs. Inhibition and induction of transporter proteins, particularly P - glycoprotein, 
is also a clinically signifi cant pathway for drug – drug interactions and will be dis-
cussed in more detail in the following sections. 

 Clearly, it is impossible for the prescribing physician to remember all potential 
drug interactions. However, an understanding of the principles of drug – drug interac-
tions can aid in the design of a safe multidrug regimen. New analytical techniques 
and modeling tools combined with knowledge databases are enabling researchers 
to make better predictions of possible drug interactions. The goals of this chapter 
are to discuss (1) the common mechanisms of drug – drug interactions, (2) different 
experimental systems and modeling tools used to investigate possible drug interac-
tions, and (3) pharmacokinetic principles of drug interactions. In Sections  25.2  and 
 25.3 , we illustrate clinically signifi cant drug – drug and drug – herb interactions in two 
different case studies.  
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  25.1.2   Mechanisms of Drug – Drug Interactions 

Metabolic Interactions   While there are several possible mechanisms for drug 
interactions, most of the interactions occur through alterations of hepatic or enteric 
drug metabolism. Metabolic interactions occur when a perpetrator drug inhibits or 
induces the activity of a drug - metabolizing enzyme, resulting in either decreased or 
increased metabolism of a victim drug. Most of the known drug interactions involve 
the cytochrome P450s (phase I metabolism); however, interactions may also involve 
phase II enzymes such as the UDP glucuronidases  [28, 29] . Table  25.1  provides 
selected examples of some common prescription drugs that are inhibitors or induc-
ers of the cytochrome P450s and the transporter P - glycoprotein. According to most 
studies, CYP2D6 is not an easily inducible enzyme. However, there are some studies 
that suggest that CYP2D6 might be induced by phenobarbital  [30]  and carbamaze-
pine  [31] .   

 The cytochrome P450s implicated in most drug – drug interactions are CYP1A2, 
CYP2B6, CYP2C8, CYP2C9, CYP2C19, CYP2D6, and CYP3A4. The CYP3A 
family, particularly CYP3A4, is considered to be exceptionally important, since it 
mediates the clearance of many common prescription medications  [29, 32] . Many 
prescription drugs, such as the antifungals ketoconazole and fl uconazole, the macro-
lide antibiotic clarithromycin, and the antidepressant fl uoxetine, are potent inhibi-
tors of CYP3A and can lead to signifi cant drug interactions. As mentioned previously, 
the antihistamine terfenadine was withdrawn from the market after it was dis-
covered that coadministration with ketoconazole could lead to cardiac toxicity. The 
toxicity resulted from the accumulation of excess terfenadine in the bloodstream, 
since the CYP3A - mediated metabolism of terfenadine was inhibited by ketocon-
azole  [33] . Antifungal agents also interact with other classes of metabolic enzymes. 
It is thought that fl uconazole and miconazole can interact with the metabolism of 
warfarin, possibly by inhibiting CYP2C9  [6, 34] . However, not all CYP450 inhibitors 
lead to clinically signifi cant interactions. For example, the antibiotics azithromycin 
and dirithromycin are weak CYP3A inhibitors and have not been observed to cause 
toxic drug – drug interactions  [35 – 37] . 

 Selective serotonin reuptake inhibitors (SSRIs) are also known to interact with 
most of the major cytochrome P450s. CYP1A2 is inhibited by fl uvoxamine and to 
a lesser extent by citalopram, and CYP2D6 is known to be inhibited signifi cantly 
by fl uoxetine and paroxetine, and to a lesser extent by sertraline and citalopram. 
Many antineoplastic and antiretroviral drugs also interact with the CYP450s, which 
can be potentially dangerous when several of these drugs are coadministered. The 
anticancer drug paclitaxel, frequently used to treat breast and ovarian cancers, has 
been reported to cause toxicity when coadministered with CYP3A inhibitors such 
as the antiretrovirals delavirdine and saquinavir. Paclitaxel was also found to inter-
act with the chemotherapeutic agent valspodar, possibly through the inhibition of 
P - glycoprotein by valspodar  [6, 38] . 

 Complicating clinical practice is the interindividual variability due to genetic 
differences in the drug metabolism enzymes  [6] . Genetic differences in drug meta-
bolism were fi rst suggested in the 1950s. Hughes et al.  [39]  reported signifi cant 
interindividual variability in the acetylation of isoniazid and observed that  “ slow 
acetylators ”  were more likely to experience toxicity from the drug  [40] . In the years 
following this discovery, many epidemiological studies were carried out to confi rm 
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interindividual differences in drug metabolism. For example, the cytochrome P450s 
CYP2D6 and CYP2C9 have signifi cant genetic polymorphisms and they also 
metabolize an estimated 25%  [41]  and 16%  [42]  of prescription drugs, respectively. 
CYP2D6, in particular, has at least 80 allelic variants, resulting in a range from poor 
to ultrarapid metabolizers, and it is also inhibited by drugs such as fl uoxetine and 
methadone  [43] . CYP2C9 has fi ve alleles with varying prevalences among different 
ethnic groups. Genetic variations in CYP2C9 are also a concern, since CYP2C9 is 
responsible for metabolizing substrates with narrow therapeutic indices such as 
warfarin and phenytoin  [44] . 

 Some of the most signifi cant drug – drug interactions are due to mechanism - based, 
or irreversible, inhibition. In this case, the drug binds to the enzyme and can modify 
the heme, protein, or the complex through covalent binding and inactivate it 
irreversibly  [45] . Mechanism - based inhibitors include paroxetine (CYP2D6)  [28] , 
tamoxifen, erythromycin, and fl uoxetine (CYP3A4). The CYP3A inhibitor in grape-
fruit juice, 6 ′ , 7 ′  - dihydroxybergamottin, is also a mechanism - based inhibitor. In 
clinical trials where midazolam was used as a CYP3A probe, a 10   oz glass of white 
grapefruit juice led to approximately a 65% increase in midazolam ’ s area under the 
curve (AUC). Subsequent administration of midazolam demonstrated that com-
plete recovery of CYP3A takes about 3 days  [8] . 

 Although less investigated, drug – drug interactions also occur through enzyme 
induction. Induction is a much slower process than inhibition since it involves 
transcriptional activation of genes. CYP1A2 clearance is increased by cruciferous 
vegetables, charcoal - broiled beef, cigarette smoke, and omeprazole. The antibacterial 
rifampin is an inducer of CYP2C9, CYP2C19 and CYP3A4. CYP3A4 can be induced 
by a variety of compounds including barbiturates, glucocorticoids, phenytoin, carba-
mazepine, and St. John ’ s wort  [46] . Induction of cytochrome P450s typically occurs 
through the nuclear receptors primarily AhR, CAR, and PXR. In addition to inter-
individual differences among the cytochrome P450s, there are also differences in 
nuclear receptors  [47, 48]  and in their regulatory proteins  [49, 50] . Chang et al.  [51]  
measured the mRNAs of CYP2B6, CAR, and PXR in 12 human liver samples. They 
found a 240 - fold interindividual variability among samples in CAR mRNA levels, 
and a 278 - fold variability in the mRNA levels of CYP2B6. The variability in PXR 
was about 27 - fold and it also correlated well with the variabilities in CYP2B6 and 
CAR  [50] . Individual differences in drug disposition could also be due to genetic 
variations in drug transporters. In fact, there is recent evidence to suggest that inter-
individual variability in the metabolism of phenytoin and fexofenadine could be 
attributed to genetic differences in the transporter P - glycoprotein  [52, 53] .  

Interactions Through Nonneuronal Effl ux Transporters   Transporters are ubiqui-
tously located throughout the body and play an important role in the disposition of 
drugs, particularly in the liver, the intestine, and the kidneys. While some trans-
porters can interfere with the delivery of drugs inside the cells, they are essential 
for maintaining a physiologic barrier at several locations, such as the blood – brain 
barrier  [54] , testes, and placenta  [15] . Transporters include both uptake and effl ux 
proteins and have been classifi ed into several families, including the ATP - binding 
cassette transporters (ABCs), the organic anion transporting polypeptides (OATPs), 
organic anion transporters (OATs), and the organic cation transporters (OCTs). 
Inhibition or induction of transporters can lead to increased or decreased drug 



concentration inside the cells, and therefore a better understanding of these trans-
porters is essential for rational drug design and pharmacokinetic modeling. 

 The ABC family is further subdivided into several subfamilies such as ABCA, 
ABCB, and ABCC. The most widely recognized transporter is the multidrug 
resistance protein, MDR1, also known as ABCB1 or P - glycoprotein  [55] , and in this 
chapter we use P - glycoprotein as the model for demonstrating the importance of 
drug – drug interactions through transporters. 

 Some drugs such as the immunosuppressant cyclosporin A are interesting in that 
they are both substrates and inhibitors of P - glycoprotein  [15] . For example, it has 
been shown in vitro  that cyclosporin A inhibited transport of the cardiac drug 
digoxin, yet digoxin did not inhibit transport of cyclosporin A  [56] . P - glycoprotein 
is especially critical in maintaining the intactness of the blood – brain barrier and 
cyclosporin A has led to the accumulation of vinblastine in the brain of mice  [57] . 
In P - glycoprotein knockout mice, a normally harmless dose of the opiate loper-
amide (used as an antidiarrheal in humans) was lethal as the drug gained entry into 
the central nervous system  [58, 59] . In rats, cyclosporine inhibited P - glycoprotein in 
other organs such as the testes, where it led to the accumulation of doxorubicin  [60] . 
Cardiac toxicity in rats was also caused by another inhibitor of P - glycoprotein, 
verapamil, which increased the cardiac levels of the chemotherapeutic agent 
idarubicin  [61] . 

 While the presence of P - glycoprotein is associated with drug effl ux from cells, it 
is important to point out that not all substrates of P - glycoprotein have poor bioavail-
ability. Digoxin, in particular, has an oral bioavailability of 50 – 85%  [62, 63] . Ritona-
vir, another P - glycoprotein substrate, has a bioavailability of 60%  [63, 64] . The 
reason for the high bioavailability of these drugs is that bioavailability is also infl u-
enced by infl ux processes, which might outweigh the effects of the effl ux transporters 
for some drugs. In addition, similar to enzymes, P - glycoprotein effl ux is a saturable 
process. The Km  for many P - glycoprotein substrates, such as digoxin, verapamil, and 
indinavir, have been determined and the values are in the micromolar range. Thus, 
in theory, when the plasma concentration of the drug is signifi cantly higher than its 
Km  value, the drug might be expected to have high bioavailability  [62, 63] . 

 Inhibition of P - glycoprotein can occur through multiple mechanisms and can be 
classifi ed as competitive inhibition, noncompetitive inhibition, or cooperative stimu-
lation. Inhibition can occur if the inhibitor occupies an active binding site or if it 
inhibits the ATP hydrolysis process that is necessary for effl ux. Verapamil inhibits 
P - glycoprotein by occupying an active binding site, vanadate interacts with ATP 
hydrolysis, while cyclosporine inhibits P - glycoprotein through both mechanisms 
 [63, 65] . Cooperative inhibition occurs when two inhibitors act together to inhibit 
P - glycoprotein. P - glycoprotein is thought to have at least two binding sites, and 
sometimes inhibitors bind to both sites, leading to synergism between the two 
binding sites to inhibit P - glycoprotein  [66] . Inhibitors that were found to act at both 
sites included vinblastine, tamoxifen, and quinidine  [67] . Modeling inhibition can be 
quite complex, because in addition to the multiple binding sites on P - glycoprotein, 
there are also allosteric interactions when multiple binding sites are occupied. 

 Induction of P - glycoprotein has also been observed in response to common P450 
inducers such as 3 - methylcholanthrene  [68]  and dexamethasone  [69] . Certain cyto-
toxic agents such as adriamycin, daunomycin, and mitoxantrone have also been 
found to induce P - glycoprotein in rodent cells  [70] . There is now data to suggest 

PRINCIPLES OF DRUG–DRUG INTERACTIONS 885



886 MECHANISMS AND CONSEQUENCES OF DRUG–DRUG INTERACTIONS

that induction of P - glycoprotein may occur through multiple mechanisms including 
PXR. Thus, species differences in P - glycoprotein induction are probably due in part 
to differences in the activation of species - specifi c PXR  [63] . However, even within 
the same organism, P - glycoprotein is not necessarily induced to the same extent in 
every tissue, and the time until maximum induction can also vary signifi cantly. Jette 
et al.  [71]  compared induction of P - glycoprotein by 10   mg/kg/day cyclosporine A in 
various organs in the rat. Whereas P - glycoprotein increased by more than 250% in 
the stomach, it only increased 69% in the lungs  [63] . Furthermore, maximal response 
was observed after only 5 days in the heart, while it took 15 days for maximal 
response in the spleen and testes.  

Pharmacoenhancement or Augmentatics   In the previous sections we have dis-
cussed examples of adverse drug – drug interactions. However, the pharmacokinetics 
of HIV combination protease inhibitors demonstrate the principles of pharmacoen-
hancement, where the  “ perpetrator ”  drug actually improves the effectiveness of the 
 “ victim ”  drug. In this section we illustrate the principles of pharmacoenhancement 
by discussing the pharmacokinetics of HIV protease inhibitors. 

 Protease inhibitors (PIs), introduced in the mid - 1990s, are now standard therapy 
for HIV. However, in spite of their effectiveness, there is poor patient compliance, 
leading to treatment failure within 1 year in 40 – 60% of cases  [72, 73] . Reasons for 
poor patient compliance include unpleasant side effects, the need for frequent 
dosing, and food -  or fl uid - dependent administration regimens. Poor patient compli-
ance allows the viral load to get very high and can lead to resistance to the treat-
ment. Combination PIs, where multiple drugs are combined within one formulation, 
are more effective in suppressing viral replication by increasing the overall exposure 
to the boosted drug. In addition, clinical trials have suggested better patient compli-
ance because of fewer food restrictions, simpler dosing regimen, as well as lower 
interindividual variabilities. 

 Many PIs are combined with ritonavir as the  “ perpetrator ”  drug. Ritonavir, which 
is usually prescribed as 600   mg twice a day, is generally not well tolerated since it 
can lead to nausea, diarrhea, and other unpleasant side effects. However, a 100   mg 
dose of ritonavir has been shown to boost the effectiveness of several other PIs  [72] . 
All approved HIV PIs are predominantly metabolized by CYP3A4, and they are 
all substrates for P - glycoprotein. Of all PIs, ritonavir is the most potent inhibitor of 
both CYP3A4 and P - glycoprotein  [74] . The combination PI consisting of 400   mg of 
lopinavir and 100   mg of ritonavir has been shown to be well tolerated and effective 
 [75]  and is now a marketed drug as a twice - a - day prescription. The FDA has now 
approved other once - a - day regimens such as amprenavir and atazanavir for patients 
who are treatment - experienced. The effectiveness of administering lopinavir/
saquinavir once - a - day is being currently evaluated  [76] . Other drugs boosted by 
ritonavir include indinavir, amprenavir, saquinavir, lopinavir, atanazavir, and nel-
fi navir. Other PIs, such as efi varenz and nevirapine, are inducers of CYP3A4; thus, 
their inclusion in a treatment regimen might require an increase in the dose of other 
drugs  [74] . 

 The specifi c type of pharmacoenhancement with ritonavir depends on the indi-
vidual PIs. The effects will be either (1) to increase Cmax ,  Cmin , and AUC and modestly 
increase t1/2  (primarily  Cmax  boosting) or (2) to increase  t1/2  and  Cmin  and modestly 
increase AUC (primarily t1/2  boosting). An increase in  Cmin  is associated with higher 



effi cacy and an increase in  Cmax  also leads to higher drug exposure but could also 
result in toxicity unless the drug is well tolerated. A boosting of Cmax ,  Cmin , and AUC 
(the fi rst type of effect) is observed with lopinavir and saquinavir, which have high 
fi rst - pass metabolism. Indinavir and amprenavir have short half - lives and ritonavir 
primarily increases the t1/2  and  Cmin  and modestly increases AUC for these drugs 
(the second effect). It is also fortunate that the AUC and the Cmax  are not signifi -
cantly boosted since an increase in the Cmax  for these drugs has been associated with 
adverse side effects  [77] . 

 Double - boosted PIs are also gaining popularity, especially in treatment - 
experienced patients. The advantages of this type of treatment are that (1) the levels 
of several different PIs are increased simulataneously and they are effective against 
viruses that might have resistance against one particular drug, and (2) addition of 
a second booster might further enhance the pharmacokinetic properties of the treat-
ment. For example, addition of saquinavir to an atazanavir/ritonavir combination 
was reported to increase the Cmax  of atazanavir more than just adding ritonavir. The 
AUCs of atazanavir and saquinavir also increased compared to single - boosted regi-
mens  [78, 79] . 

 While ritonavir seems to be effective in combination PIs, not all patients can 
tolerate it due to its adverse side effects. Another booster drug is the nonnucleoside 
reverse transcriptase inhibitor delavirdine, which has been shown to increase the 
half - life, AUC, and  Cmax  of nelfi navir. Nelfi navir is metabolized partially by CYP2D6, 
which is missing in 7% of Caucasians and 1% of Asians  [74] . Other individuals are 
ultrarapid CYP2D6 metabolizers and need higher doses to reach therapeutic drug 
concentrations. Thus, interindividual variability in drug - metabolizing phenotype 
also needs to be taken into consideration when prescribing the specifi c combination 
PI therapy.   

  25.1.3   Methods and Systems for Analyzing Drug – Drug Interactions 

In Vitro  Systems   Several systems are available for studying drug – drug interactions 
and the choice of system depends on the predicted type of interaction. Clearly, the 
most relevant system is the human body; however, clinical trials are expensive and 
only a few compounds can be tested per trial. Furthermore, species differences 
may limit the usefulness of animal experiments. In vitro  and  in silico  (computa-
tional) studies can be useful in eliminating unlikely drug – drug interactions 
and determining the probable interactions that could be further investigated in 
clinical or animal studies. Microsomes are frequently used for inhibition studies 
because they are inexpensive and allow for simulataneous monitoring of several 
enzymes including the cytochrome P450s, the fl avin monooxygenases, and the 
UDP - glucuronosyltransferases. 

 Induction studies are carried out in hepatocytes, since the cellular machinery is 
necessary for upregulating the transcription of genes. However, primary hepatocytes 
are known to rapidly lose metabolic functions after isolation; thus, special media 
and culture conditions are necessary for maintaining them. The main challenge 
regarding hepatocyte culture is that most factors stimulate either regeneration or 
differentiation but not both  [40] . Long - term cultures of hepatocytes usually require 
a mitogenic compound, such as epidermal growth factor (EGF), which stimulates 
DNA synthesis. However, it has been shown that EGF leads to a downregulation 
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of the metabolic enzymes, specifi cally CYP1A, CYP2B  [80, 81] , CYP2C11  [82] , and 
CP3A  [83] . Cell density also infl uences cell proliferation and metabolism. A low cell 
density increases cell proliferation but reduces the expression and inducibility of 
metabolic enzymes  [84] . Culturing hepatocytes on structural matrix proteins, such 
as collagen, fi bronectin, and laminin, has been found to maintain cell morphology 
and metabolic functions better than plating them on plastic. Culturing hepatocytes 
in a sandwich confi guration is even more suitable for maintaining metabolically 
active cells. The most common matrices for sandwich cultures are collagen type I 
and Matrigel, an extract derived from the basement membrane of the Engelbreth –
 Holm – Sworm mouse sarcoma  [85] . Both collagen – collagen and collagen – Matrigel 
sandwiches have been shown to maintain morphology and albumin secretion for 
several weeks  [86] , and they are also inducible for both CYP1A2 and CYP3A4 in 
systems with human hepatocytes  [87] . 

 In addition to optimizing cell culture parameters, special cell lines have been 
engineered that constitutively express cytochrome P450s and are also inducible for 
specifi c enzymes such as CYP3A4. For example, the DPX - 3A4 cell line, which 
contains a luciferase - linked PXR promoter, has been shown to be inducible by a 
number of compounds such as rifampin, ginseng, and kava - kava  [88] . Other cell lines 
such as the Fa2N - 4 are inducible for multiple enzymes, including CYP1A2, CYP2C9, 
CYP3A4, and UGT1A and the MDR1 transporter  [89] . The WIF - B9 cell line, which 
is a fusion of rat hepatoma and human fi broblasts, has been shown to constitutively 
express both human and rat cytochrome P450s  [90] . 

 For transporter studies involving P - glycoprotein, the human intestinally derived 
Caco - 2 cell line is the most frequently used. The Madin – Darby canine kidney 
(MDCK) cells are also frequently tested since they require shorter culture period 
(3 – 5 days) and have high levels of P - glycoprotein expression  [91, 92] . The two main 
issues with using cells lines for transporter studies are (1) the infl uence of passage 
number on the expression of P - glycoprotein and (2) expression of other transporter 
proteins. In particular, Caco - 2 cells typically express the breast cancer resistance 
protein (BCRP) and the multidrug resistance - associated protein 2 (MRP2) 
 [93 – 95] . 

 Pharmacokinetic studies can also be carried out in more physiologic  in vitro
systems such as a bioartifi cial liver. The main challenge with such systems is design-
ing conditions that can maintain hepatocytes long enough for the studies. Cell lines 
are easier to maintain than primary hepatocytes, but they usually do not express 
drug - metabolizing enzymes. Several new cell lines have been developed for this 
purpose such as a pig hepatocyte cell line and a couple of human - derived lines. The 
pig hepatocytes have been shown to express most of the cytochrome P450s as well 
as glutathione S  - transferase and UDP - glucuronosyltransferase  [96] . A HepG2 -
 derived cell line was also found to express CYP3A4 at even higher levels than 
primary human hepatocytes  [97] . Furthermore, a human hepatocellular carcinoma 
cell line has been engineered to be inducible for CYP3A4. This cell line, FLC - 5, was 
cultured in a radial - fl ow bioreactor and shown to be inducible for CYP3A4 via PXR 
activation  [98] . Thus, the development of these cell lines is a promising step in 
designing physiologically based perfused bioreactors for drug metabolism and drug 
interaction studies.  

Computational Modeling and Data Processing Tools   Computational (or  in silico ) 
tools are also used widely in the pharmaceutical industry to evaluate possible 



metabolism and toxicity pathways for new drugs. While it is not possible to com-
pletely characterize most compounds  in silico , a lot of the technology is already in 
place and incorporation of new data could lead to more reliable tools in the near 
future  [99] . Quantitative structure – activity relationship (QSAR) models have been 
compiled for over 2000 compounds to determine possible substrates for the CYP450s 
 [100] . Although many other pathways and endogenous factors infl uence the phar-
macokinetics of drugs, these models can aid in modeling the binding potential of 
drugs to enzymes. Structure – activity models have been developed for the major 
cytochrome P450s, including CYP3A4, CYP2D6, and CYP2C9, and results from 
these models have shown over 90% correlation with experimental data  [101] . More 
in - depth QSAR models have been built for individual P450s, such as CYP2C9, to 
examine interactions of the enzyme with a variety of potential inhibitors and also 
to determine the effect of mutations on enzyme activity  [102] . Special computer -
 based models have also been developed for the prediction of drug – drug interactions, 
which incorporate all known data on drug metabolism enzymes. One example is 
Q - DIPS (quantitative drug interactions prediction system), which correctly pre-
dicted a potent inhibition of CYP3A4 by ketoconazole, and a weaker inhibition by 
fl uconazole  [103] . QSAR models have also been developed for drug transporters, 
especially P - glycoprotein. These models have identifi ed several potential modula-
tors of transporters in order to overcome drug resistance to many chemotherapeutic 
compounds  [104, 105] . Thus, these models can be useful for discovering new com-
pounds that could enter the drug pipelines; however, the development process of 
new drugs still relies heavily on  in vitro  and  in vivo  experimentation. 

 Another challenge of drug development is integration of all known data about 
a certain enzyme or the affected molecular pathway affected. Integration of data 
has become especially time consuming with the high throughput methods of genom-
ics, proteomics, and metabonomics, which generate vast amounts of data. The goal 
of systems biology is to combine experimentally generated data with modeling tools 
in order to discover potential drug interactions and new therapeutic targets. Although 
many models have been developed, they are far from being complete, since only 
15% of the human genome has known function. Nevertheless, these knowledge 
databases combined with high throughput screening have become useful for model-
ing ADME/Tox, discovering potential drug interactions and for visualizing the bio-
logical processes infl uenced by drugs  [106] .   

  25.1.4   Pharmacokinetic Principles of Drug – Drug Interactions 

  Kinetics     Pharmacokinetic modeling is an essential tool for understanding drug 
disposition and for designing safe and effective treatment regimens. The simplest 
approach assumes linear, fi rst - order Michaelis – Menten kinetics. This type of kinetics 
is described by

    v
V
K

=
+

max[ ]
[ ]
S
SM

 

  where  v  is the reaction velocity, [S] is the substrate concentration, and  K  M  is the 
substrate concentration at which the reaction velocity reaches half of the maximal 
velocity,  V  max . When [S]  <<   K  M  the reaction displays linear kinetics; thus, the rate is 
directly proportional to the substrate concentration. When [S] get close to  K  M  
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the enzyme starts becoming saturated and eventually the velocity,  v , reaches its 
maximum,  V  max . 

 If a drug is metabolized by more than one enzyme, the velocity of the reaction 
is the sum of the individual rates:

    v
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In this case each enzyme reaction has its own  V  max  and  K  M , denoted by the appropri-
ate subscripts. In order to recognize such a phenomenon, the data needs to be 
viewed on an Eadie – Hofstee plot ( v  vs.  v /[S]), which will illustrate the biphasic 
characteristic of the reaction  [28] . 

 Inhibition and induction occur through different mechanisms and there are 
different mathematical models and  in vitro  tools for studying them. Inhibition is 
primarily a chemical phenomenon involving a reversible or irreversible binding of 
the inhibitor to the enzyme. For this reason inhibition is usually concentration 
dependent and is usually quantifi ed by the inhibition constant  K  i  or the 50% inhibi-
tory concentration, the IC 50 . Inhibition can be competitive, noncompetitive, or 
uncompetitive. In competitive inhibition, the inhibitor binds to the active pocket of 
the enzyme and blocks the binding of the substrate. In noncompetitive inhibition, 
the inhibitor and the substrate bind independently to different sites, and in uncom-
petitive inhibition, the inhibitor binds to the substrate – enzyme complex and renders 
the complex inactive. In all three cases, the inhibitor interferes with the reaction 
velocity and the Michaelis – Menten kinetics are then modifi ed accordingly  [46] . 

 For competitive inhibition,

    v
V

K K
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+ +
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For noncompetitive inhibition,

    v
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For uncompetitive inhibition,

    v
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 The mechanism of inhibition can be determined from plotting experimental data. 
Figure  25.1  shows the plots of 1/ v , the reciprocal of the velocity, versus [I], the inhibi-
tor concentration, for the three types of inhibition (also known as Dixon plots)  [107] . 
Note that [I] and 1/ v  will be positive for all experimental data and the diagrammed 
intersection points can only be determined by extrapolating the lines. When the 
mechanism is competitive, the lines will intersect at the point where [I] =  −  K  i  and 
1/ v  = 1/ V  max , and when it is noncompetitive the intersection point is at [I] =  −  K  i  and 
1/ v  = 0. In uncompetitive inhibition, the slopes are independent of [S] and hence 



    FIGURE 25.1     Relationship between concentration of inhibitor, [I], and the reciprocal of 
velocity (1/ v ) at different substrate concentrations for (a) competitive, (b) uncompetitive, and 
(c) noncompetitive inhibition with the following parameters:  K  m  = 4.7  ×  10  − 5    M;  V  max  = 
22    μ Mol/(L    ·    min);  K  i  = 3  ×  10  − 4    M. The three substrate concentrations were [S] 1  = 2  ×  10  − 4    M, 
[S] 2  = 1  ×  10  − 4    M, and [S] 3  = 5  ×  10  − 5    M. 
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the lines will be parallel  [107] . Table  25.2  summarizes the changes in systemic expo-
sure during different drug interaction scenarios  [28] .     

 Determining the type of inhibition mechanism and calculation of the inhibition 
constant,  K  i , is very labor intensive, since the reaction velocity needs to be deter-
mined at several different inhibitor and substrate concentrations. Before determin-
ing the type of inhibition, it is helpful to investigate whether the inhibition is 
mechanism based, in which the case the inhibitor would irreversibly inactivate the 
enzyme. In this case, the inhibitor is preincubated with the enzyme for some time 
period before addition of the substrate. This preincubation allows the inhibitor to 
bind to the enzyme, and if the mechanism is irreversible, the reaction should proceed 
signifi cantly slower than without preincubation. 

 Calculation of the IC 50  is useful for determining whether the inhibitor is likely 
to have an  in vivo  signifi cance. The IC 50  can be determined by plotting the 
percentage of control (uninhibited) reaction velocity ( R ) versus the inhibitor con-
centration [I], at a constant substrate concentration. The resulting sigmoidal curve 
can be modeled with nonlinear regression and described with the following 
equation:

    R
E C

C IC

A

A A
= −

+
⎛
⎝⎜

⎞
⎠⎟100 1 max  

where  E  max  is the maximum fractional inhibition,  C  is the concentration of the inhibi-
tor,  IC  is the concentration that results in a reaction velocity of 50(2  −   E  max ), which 
is the velocity at half the maximal inhibition, and  A  is an exponent relating the sig-
moidal shape of the curve. The true IC 50 , producing a velocity that is 50% of the 
control value, is calculated as  [108] 

 TABLE 25.2     Pharmacokinetic Changes Due to Drug – Drug Interactions 

 Mechanism of Interaction 
 Change in Systemic 

Exposure 
 Theoretical Change in 

Exposure   a    

 Competitive Inhibition  Increased 
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(irreversible inactivation) 
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 Induction  Decreased 
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    a   AUC  i  denotes the area under the curve after administration of the inhibitor. These equations assume 
that [S]  <<   K  M .  

   Source :   Adapted from Ref.  28 .   
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 Using this approach, the calculation of IC 50  is model independent, since its value 
does not depend on the biochemical mechanism of inhibition (competitive vs. non-
competitive vs. uncompetitive). Lower IC 50  values indicate greater inhibitory potency 
and IC 50  will always be greater than or equal to  K  i , the inhibition constant. If the 
mechanism of inhibition is  “ noncompetitive, ”  they are equal  [109] . If the mechanism 
of inhibition is reversible (competitive or noncompetitive), the preincubation 
process will not affect inhibitory potency, or may actually decrease inhibitory 
potency (higher IC 50 ) due to metabolic consumption of inhibitor in the microsomal 
system. If the inhibition is irreversible, the preincubation will increase inhibitory 
potency (lower IC 50 ). 

 Many metabolic enzymes obey atypical or nonlinear enzyme kinetics. CYP3A4 
exhibits a sigmoidal saturation curve due to the existence of multiple binding sites 
on which substrates can bind cooperatively  [110] . The  v  versus [S] plot is described 
by the following equation:

    v
V
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n

n n
=

+
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in which  n  refers to a Hill coeffi cient (which has to be greater than 1.0), and  S  50  is 
the substrate concentration at which the velocity is half of  V  max   [28] . 

 Another possible complication in modeling drug – drug interactions is the possi-
bility of concurrent inhibition and induction. Ritonavir is an example, since it is an 
inhibitor of CYP3A, but long - term administration induces the enzyme through the 
PXR receptor  [111] . St. John ’ s wort was found to produce the same effect; certain 
components of it are potent inhibitors of CYP3A, yet St. John ’ s wort also activates 
CYP3A through PXR  [112] . Inhibition and induction can be distinguished from 
each other since they occur on different time scales. Inhibition is an immediate 
phenomenon and can be studied in microsomes, which do not have the cellular 
machinery for inducing enzymes. Induction is a time - consuming process, where 
transcription alone can take 4 – 6 hours; however, in clinical trials it could take days 
to see any inductive effects, especially if inhibition is competing with induction. For 
example, in a trial where ritonavir and alprazolam were coadministered, there was 
a small decrease in the plasma concentration of alprazolam after 12 days, suggesting 
that induction was overcoming inhibition  [28] . 

 Besides metabolism, effl ux transport is also a form of clearance and modeling of 
transporter systems is useful for determining the most important parameters in this 
process. Several computational models have been developed to study transporters. 
Jang et al.  [113]  modeled the P - glycoprotein - mediated effl ux of the anticancer drug 
paclitaxel. The P - glycoprotein - mediated effl ux rate can described as

    P-gp efflux rate
M,P-gp free,c

− = ⋅
+

J C
K C

max max  

In this equation, which is analogous to the Michaelis – Menten model,  J  max  is the 
maximum effl ux rate per cell,  K  M,P - gp  is the dissociation constant of the effl ux process, 
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and Cfree,c  is the free drug concentration inside the cells  [114] . The concentration of 
the drug is then modeled using mass balance equations, which describe the amount 
of paclitaxel inside and outside the cells as a function of time. Using this approach, 
it was determined that the most important factor infl uencing the transport process 
is the extracellular drug concentration, followed by intracellular binding capacity 
and binding affi nity, and fi nally P - glycoprotein expression. Furthermore, it was also 
shown that, similar to enzyme kinetics, P - glycoprotein effl ux is a saturable process 
 [115] . Pharmacokinetic modeling can also be used to determine which transport 
process is most relevant for a certain drug and what the rate constants are for a 
particular process  [116] .  

In Vitro /In Vivo  Scaling   Clearance is an important parameter for  in vitro/in vivo
scaling, particularly in drug – drug interaction studies.  In vitro  studies are usually 
conducted in liver microsomes and several assumptions need to be made for scaling. 
First, one must assume that liver metabolism is the major route of clearance and 
that oxidative metabolism is much more signifi cant than other forms of metabolism 
such as conjugation, hydrolysis, and reduction. Second, one must also assume that 
the rates of metabolism in vivo  will be similar to those  in vitro . The scaling factor 
is usually a function of the microsomal protein per gram liver and the weight of the 
liver in comparison to body weight. Livers are usually assumed to have 45 – 50   mg 
microsomes/gram liver. If one is to scale up from hepatocyte experiments, 120,000,000 
hepatocytes/gram liver could be used as a scaling factor  [28, 117] . If one is scaling 
up from hepatocyte experiments, it is not necessary to assume that oxidative meta-
bolism is dominant since hepatocytes are capable of carrying out the other forms 
of biotransformation. 

 One of the challenges of scaling  in vitro  to  in vivo  is estimating the inhibitor 
concentration, [I]. In a microsomal incubation, [I] can be calculated directly from 
the experimental conditions. However, in vivo  it is not clear what the proper [I] is, 
since the inhibitor concentration at the site of metabolism cannot be calculated from 
the administered dose. Some estimates of [I] include total inhibitor concentration 
in the plasma, unbound concentration in the plasma, or concentration at the target 
organ such as the intrahepatic concentration. So far, no general estimate has been 
found to correlate in vitro  [I] to an  in vivo  [I] in every specifi c case. Complicating 
factors include intestinal metabolism, transporters, and fl ow - dependent clearance. 
In general, the larger the IC 50  values, the less potent the inhibitor and the less likely 
that a clinically signifi cant interaction will occur. Conversely, small IC 50  values 
usually indicate a high likelihood of a clinical interaction. Large IC 50  values are 
considered to be those higher than 100    μ M, while small ones are usually less than 
1    μ M. The challenge is to interpret  “ intermediate ”  values of IC 50 . Calculating [I]/ Ki

can also be helpful in determining the likelihood of an in vivo  interaction. The larger 
the ratio the more likely the possibility of an interaction. If the ratio is less than 0.5, 
the interaction is unlikely; but if [I]/ Ki  is higher than 5, a clinically signifi cant inter-
action is probable  [109, 118] .   

  25.1.5   Conclusions 

 Drug – drug interactions can occur through multiple pathways, where the perpetrator 
drug can infl uence the absorption, distribution, metabolism, and elimination of the 



victim drug. Based on empirical data, the most common interactions occur through 
the inhibition or induction of the cytochrome P450s and the effl ux transporter 
P - glycoprotein. Clinically signifi cant drug interactions can lead to an increase in 
systemic blood concentrations (possibly causing toxicity), or a decrease in the plasma 
concentrations (corresponding to lack of effi cacy). The success of combination HIV 
protease inhibitors illustrates the principle of pharmacoenhancement, where the 
combined formulation of two drugs is designed such that one drug improves the 
effi cacy of the second drug. This improvement usually occurs by increasing the AUC, 
Cmax , or the half - life of the boosted drug, thus increasing the overall systemic expo-
sure to the compound. In this section we have also discussed the pharmacokinetic 
principles of drug – drug interactions as well as the challenges associated with 
predicting in vivo  interactions from  in vitro  data. It is clear that it is currently very 
diffi cult to make clinically signifi cant predictions based on  in vitro  data, even with 
the use of mathematical modeling. In  Case Study A , we discuss the pharmacokinet-
ics of benzodiazepines, particularly triazolam. We show several aspects of drug inter-
actions with benzodiazepines, including in vitro  and  in vivo  studies, prediction of 
clinical interactions, differences between males and females and different age groups, 
and also pharmacokinetic/pharmacodynamic integration. As is clear from the dis-
cussion so far, over - the - counter preparations (including herbal supplements) and 
foods can signifi cantly contribute to drug – drug interactions. In  Case Study B , we 
review the most commonly used herbs, mechanisms of drug interactions, and reports 
of clinically signifi cant adverse events.   

  25.2   CASE STUDY A: DRUG – DRUG INTERACTIONS WITH 
TRIAZOLAM AND OTHER BENZODIAZEPINES 

  25.2.1   Introduction 

 Among the most commonly prescribed benzodiazepines are triazolam, midazolam, 
lorazepam, diazepam, and alprazolam. Triazolam, a short half - life triazolobenzodi-
azepine, is now one of the accepted clinical probes for monitoring CYP3A activity 
in human studies as it is metabolized primarily by CYP3A  [119] . Since triazolam is 
a hypnotic, it has also been useful for pharmacodynamic experiments. The purpose 
of this case study is to review the series of in vitro  and  in vivo  experiments that 
explored the pharmacokinetics and pharmacodynamics of triazolam and related 
benzodiazepines in the presence of other drugs, particularly CYP3A inhibitors. 
This case study also discusses (1) contributions from different CYP3A isoforms, 
(2) hepatic versus intestinal CYP3A, (3) effects of benzodiazepines in young 
versus elderly individuals, and (4) pharmacokinetic/pharmacodynamic integration.  

  25.2.2   Metabolic Interactions 

 Triazolam is metabolized primarily by CYP3A4 and it forms the  α  - hydroxy and 4 -
 hydroxy metabolites  [120] . These compounds have less activity than triazolam and 
are further conjugated to the glucuronide metabolites  [121] . Triazolam metabolism 
is known to be inhibited by several classes of CYP3A inhibitors such as macrolide 
antibiotics  [122] , azole antifungal agents  [123] , and some SSRI antidepressants  [124] . 
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On the other hand, drugs that induce CYP3A would be expected to impair the 
effectiveness of triazolam. Coadministration of rifampin, an inducer of CYP3A4, 
greatly reduces the pharmacodynamic effects of triazolam  [125] . Coadministration 
of triazolam with ritonavir poses an interesting clinical dilemma because ritonavir 
has been shown to concurrently induce and inhibit CYP3A  [126] . During short - term 
administration, ritonavir inhibits the clearance the triazolam, but during long - term 
dosage the net effect of the coadministration is not easily predicted  [111] .  

  25.2.3    In Vitro  Studies 

 The metabolism of triazolam was examined  in vitro  in human liver microsomes in 
the presence of several CYP3A inhibitors including ketoconazole, erythromycin, 
and several types of SSRIs in order to assess the likelihood of a clinical interaction 
 [33] . Without inhibition, the  Vmax  and  KM    values for the formation of the 4 - OH 
metabolite were 10.3   nM/min/mg of protein and 304    μ M. For the  α  - OH pathways, 
these values were 2.4   nM/min/mg and 74    μ M, respectively  [124] . However, the 
Vmax / KM    ratios were the same for both metabolites, suggesting that each pathway 
contributes equally to clearance. 

 Ketoconazole was found to be the most potent inhibitor with a  Ki  of 0.006    μ M 
for the α  - OH metabolite and 0.023 for the 4 - OH metabolite. The weakest inhibitor 
was erythromycin with Ki  values of 36.6    μ M and 111    μ M for the  α  - OH and 4 - OH 
pathways, respectively. Several SSRIs were also inhibitors of CYP3A, including 
fl uoxetine, norfl uoxetine, and sertraline. 

 The metabolism of midazolam was also examined  in vitro  in the presence of 
SSRIs and azole antifungal agents  [127] . Midazolam also forms the  α  - OH and 4 - OH 
metabolites, and without inhibition the formation of the α  - OH metabolite was a 
higher affi nity process ( KM    = 3.3    μ M) than the formation of the 4 - OH metabolite 
(KM  = 57    μ M). Based on the  Vmax / KM  ratios, it was estimated that  α  - OH accounted 
for 95% of intrinsic clearance. Competitive inhibition constants ( Ki ) versus the for-
mation of the α  - OH metabolite for the antifungal agents ketoconazole, itraconazole, 
and fl uconazole were 0.0037    μ M, 0.27    μ M, and 1.27    μ M, respectively. The  Ki  values 
for the α  - OH pathway for fl uoxetine and its metabolite norfl uoxetine were 11.5    μ M 
and 1.44    μ M, respectively, which was consistent with previous clinical fi ndings, which 
suggested that fl uoxetine impairs the clearance of CYP3A substrates. Furthermore, 
these results suggest that most of the inhibition is due to the metabolite norfl uox-
etine rather than the parent compound fl uoxetine. 

 The CYP3A family is thought to consist of at least three isoforms — CYP3A4, 
CYP3A5, and CYP3A7. While CYP3A4 is considered to be the dominant isoform, 
CYP3A5 has been detected in 10 – 25% of adult livers  [128]  and CYP3A7 is thought 
to be present in up to 50% of adult livers, particularly from African - Americans 
 [129 – 131] . The metabolism of both triazolam and midazolam, as well as testosterone 
and nifedipine, was examined in human liver microsomes and recombinant CYP3A4 
and CYP3A5 to investigate the contribution of each isoform in the metabolism of 
these drugs  [132] . Overall, CYP3A4 contributed more than CYP3A5 in the metabo-
lism of all the compounds. Ketoconazole signifi cantly inhibited metabolism in 
microsomes and recombinant CYP3A4. The inhibition for CYP3A5 was 5 – 19 - fold 
less than for CYP3A4 for all substrates, suggesting that CYP3A5 might not be as 
signifi cant as CYP3A4 in drug interactions with ketoconazole. Although there seems 



to be a signifi cant interindividual variability in CYP3A5 content, with some samples 
having up to 25% as much CYP3A5 as CYP3A4, the overall net contribution is 
probably dominated by CYP3A4.  

  25.2.4   Pharmacokinetic Clinical Studies 

 It is important to note that clinically signifi cant drug – drug interactions are not very 
common and, most frequently, coadministration of two drugs results in no change 
in the pharmacokinetic or pharmacodynamic profi le of either drug. Occasionally, 
there is a change in the kinetic profi le but it is only rarely large enough to be clini-
cally signifi cant  [133] . 

 Inhibition of triazolam metabolism by ketoconazole was confi rmed in clinical 
trials where a 200   mg dose of ketoconazole reduced the oral clearance of 0.125   mg 
triazolam ninefold and prolonged half - life fourfold  [124] . This degree of inhibition 
was correctly predicted by an  in vitro – in vivo  scaling model, which assumed com-
petitive inhibition:

    Fractional decrement
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+ +
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  If  S  is much less than  K  M   , this equation can be approximated as
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This equation holds true in the case of noncompetitive inhibition regardless of the 
substrate concentration  [124] . 

 Triazolam is a relatively high extraction drug, metabolized primarily by CYP3A4, 
with oral bioavailability around 50%. The plasma levels of high extraction drugs are 
expected to be infl uenced signifi cantly when combined with inhibitors of the key 
metabolic enzymes. Figure  25.2  shows the pharmacokinetic and pharmacodynamic 
profi les of triazolam when the drug was coadministered with ketoconazole. After 
coadministration, there was a 10 - fold decrease in the clearance of triazolam, which 
was accompanied by a drop in the pharmacodynamic marker, the digit - symbol - 
substitution test (DSST). On the other hand, alprazolam is a low extraction drug 
(also metabolized by CYP3A4) with a bioavailability of 90%. After coadministra-
tion with ketoconazole, its clearance was only reduced threefold, in contrast to the 
10 - fold decrease observed with triazolam  [134] .   

 The expression of hepatic and intestinal CYP3A are infl uenced by different 
environmental factors and thus their contributions to the metabolism of drugs need 
to be distinguished. For example, 6,7 - dihydroxybergamottin, a component in grape-
fruit juice, primarily inhibits intestinal CYP3A and is thus only expected to interfere 
with drugs whose metabolism is primarily carried out by enteric CYP3A. In order 
to distinguish between the contributions of hepatic and intestinal metabolism, a 
drug is usually administered in two separate trials: once orally, when the drug under-
goes both hepatic and intestinal metabolism, and then intravenously when the con-
tribution from intestinal metabolism is considered negligible. Midazolam is also one 
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of the accepted CYP3A clinical probes and its metabolism was studied in the pres-
ence of ketoconazole to determine contributions from intestinal and hepatic CYP3A 
 [129] . After ketoconazole administration the AUC of intravenous midazolam 
increased fi vefold, whereas after oral administration it increased 16 - fold. The bio-
availability of the intestinal component also increased more signifi cantly than the 
hepatic component after ketoconazole therapy. These results suggest that intestinal 
CYP3A contributes signifi cantly to midazolam clearance after oral dosage. Interest-
ingly, females had a higher clearance of midazolam than males. Most other studies 
with benzodiazepines found no statistically signifi cant difference between males and 
females, although females in general have higher clearances than males, possibly 
because females have increased enteric CYP3A  [135] . However, the sample size in 
this study was small (three females and six males), thus larger studies would be 
needed to confi rm a difference. 

 On the other hand, the clearance of CYP3A substrates is found to decrease with 
age, particularly in men, possibly due to decreases in hepatic and renal clearance 
 [136] . A clinical trial with triazolam showed that elderly women (over 60 years of 
age) had a small increase in AUC and a decrease in clearance compared with 
younger women (20 – 36 years of age) but these differences were not statistically 
signifi cant. However, in elderly men the AUC values were 75% higher and clear-
ances were 28% lower than in younger men (Fig.  25.3 )  [137] . These fi ndings concur 
with previous research, which suggested that age - related decrease in clearance of 
CYP3A substrates might be more signifi cant in men.    

  25.2.5   Pharmacokinetic/Pharmacodynamic Integration 

 The goal of pharmacokinetic/pharmacodynamic (PK/PD) studies is to correlate 
changes in the plasma levels of drugs with observed pharmacodynamic effects. In 

    FIGURE 25.2     Pharmacokinetic and pharmacodynamic interactions between triazolam and 
ketoconazole. Healthy male volunteers received 0.25   mg   triazolam and 200   mg ketoconazole 
or placebos orally. The diagram on the left shows the mean (+SE)   plasma concentration of 
triazolam (ng/mL) with and without ketoconazole. The diagram on the right illustrates the 
results of the digit - symbol - substitution test (DSST) under the three conditions listed  [134] . 
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the previous section we discussed that the pharmacokinetics of triazolam were more 
affected than the pharmacokinetics of alprazolam. Pharmacodynamic studies 
consisting of electroencephalographic (EEG) beta activity and the digit - symbol -
 substitution test (DDST) also showed a similar pattern. For alprazolam, ketocon-
azole increased EEG and DSST by factors of 1.35 and 2.29, respectively, whereas 
these numbers increased by factors of 2.51 and 4.33, respectively, for triazolam  [134] . 
Thus, the consequences of coadministering a high extraction compound such as tri-
azolam with a CYP3A inhibitor could be clinically more important than administer-
ing the CYP3A inhibitor with a low extraction drug such as alprazolam. 

 The pharmacodynamics of triazolam in elderly volunteers followed a pattern 
similar to the pharmacokinetics. Probably due to decreased clearance, elderly sub-
jects experienced more pronounced pharmacodynamic effects such as sedation and 
impairment of motor coordination  [137 – 139] . For example, the values for percent 
decrement in the DSST after triazolam administration were  − 5.9  ±  1.9 and  − 8.6  ±  
1.9 in young and elderly women, respectively (Fig.  25.4 )  [137] . These values in young 
and elderly men were  − 5.4  ±  2 and  − 11.4  ±  2, respectively. It was of note that self -
 rated sedation actually decreased in elderly subjects after triazolam administration 
despite an increase in the observer - rated sedation and a decrease in the percent 
beta amplitude. It is possible that elderly subjects were not aware of their sedation 
or their reporting did not match with their true sedation levels. Thus, prescribing 
benzodiazepines for the elderly could be a concern if they are not fully aware of 
their sedation or cannot report the effects of these drugs.   

 Another concern with an elderly population is the increase in the likelihood of 
drug interactions within multidrug regimens. Steroid hormones, such as progester-
one, have been known to exert effects on the central nervous system  [140] . Thus, 
the pharmacodynamic interaction between triazolam and progesterone has been 
investigated in postmenopausal women, since this population previously was likely 
to be concurrently taking both drugs  [141] . In a randomized trial, one group received 
intravenous triazolam plus oral progesterone (300   mg) or intravenous triazolam plus 
oral placebo. The pharmacokinetic parameters such as AUC were similar between 

    FIGURE 25.3     Mean ( ± SE) plasma triazolam levels (ng/mL) for male and female volunteers 
in different age groups after administration of 0.25   mg triazolam. The age groups were young 
(20 – 36 years old), intermediate (40 – 56 years old), and elderly (60 – 75 years old)  [137] . 
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both groups but pharmacodynamic testing showed that progesterone potentiated 
the sedative effects of triazolam, suggesting that women taking progesterone might 
have an increased sensitivity to triazolam or other benzodiazepines. The pharmaco-
dynamic effects of progesterone are attributed to a metabolite 3 α  - hydroxy - 5 α  - 
dihydroprogesterone, which modulates the GABA receptor complex and regulates 
brain excitability  [141, 142] . 

 Pharmacodynamic effects are infl uenced not only by plasma levels but also by 
the concentration of drug in the brain and the binding of the drug to its receptor. 
Interestingly, the pharmacodynamic effects of triazolam in the presence of ketocon-
azole are less potent than expected based on plasma levels. Thus, the effects of 
ketoconazole on triazolam receptor binding were investigated in mice who received 
50   mg/kg ketoconazole and 0.1 – 0.3   mg/kg of triazolam  [143] . Ketoconazole was 
found in the brains at 31% of the plasma levels and its coadministration also 
increased triazolam levels in the brain compared to controls.  In vitro  binding 
studies also demonstrated that ketoconazole inhibits triazolam displacement of 
[ 3 H]fl unitrazepam binding by 36 – 89% depending on ketoconazole concentration. 
Thus, these data suggest that, in addition to inhibiting CYP3A metabolism, keto-
conazole also interferes with triazolam binding in the brain and could impair its 
pharmacodynamic effects. 

 The effl ux transporter P - glycoprotein, or MDR1, has been shown to be involved 
in drug disposition in many organs including the liver, kidney, intestines, and brain. 
As an effl ux transporter, MDR1 can limit the transport of drugs into epithelial cells 
and enhance the excretion of drugs from hepatocytes and renal tubules  [144] . The 
role of P - glycoprotein is especially critical in the blood – brain barrier, where the 
endothelial cells lining the blood vessels are joined so closely together that only 
lipophilic drugs can enter via passive diffusion  [63] . Since triazolam needs to cross 
the blood – brain barrier to reach its receptor, one of the questions is whether effl ux 
transport by P - glycoprotein infl uences the disposition of triazolam in the brain. The 
effect of P - glycoprotein on triazolam distribution was investigated by comparing 

    FIGURE 25.4     Percent change ( ± SE)   in digit - symbol - substitution test (DSST) scores for 
male and female volunteers in different age groups after administration of 0.25   mg triazolam. 
The age groups were young (20 – 36 years old), intermediate (40 – 56 years old), and elderly 
(60 – 75 years old)  [137] .  
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brain levels of ketoconazole and triazolam in P - glycoprotein - defi cient mice and 
matched controls  [145] . Interestingly, triazolam levels were the same in both mouse 
types, but P - glycoprotein - defi cient mice had higher levels of ketoconazole. Coad-
ministration of the two drugs did not alter their levels in the brain. Thus, while tri-
azolam is not a P - glycoprotein substrate in the blood – brain barrier, ketoconazole 
may be transported by P - glycoprotein.  

  25.2.6   Conclusions 

 We have discussed the methods for investigating different aspects of drug – drug 
interactions. An initial estimate of clinical signifi cance comes from  in vitro  studies 
with microsomes, which can be later confi rmed with clinical trials. In order to dif-
ferentiate between enteric and hepatic metabolism it is necessary to administer a 
drug in clinical trials orally and intravenously and compare the clearances from each 
administration. In vitro  studies have also shown that, among the CYP3A isoforms, 
CYP3A4 is probably an important contributor to the metabolism of benzodiaze-
pines. It is also important to specify the study population in clinical trials. As we 
have shown, there are signifi cant differences between age groups, both in terms of 
clearance of benzodiazepines and in their pharmacodynamic responses to the drugs. 
The elderly seem particularly susceptible to the sedative effects of benzodiazepines. 
This effect may be partially due to lower hepatic clearance. However, the 
conce ntration – effect relationship was also more pronounced in the elderly, suggest-
ing that the same concentration produces a more signifi cant effect than in younger 
volunteers. While a substantial difference between males and females could not be 
consistently demonstrated in benzodiazepine trials, CYP3A is known to be infl u-
enced by the hormonal environment. Thus, sex differences should also be considered 
as variables in human studies.   

  25.3   CASE STUDY B: DRUG INTERACTIONS WITH HERBS AND 
NATURAL FOOD PRODUCTS 

  25.3.1   Introduction 

 The consumption of herbal supplements is increasing among both adults and chil-
dren. Although estimates of the percentage of adults using herbals varies depending 
on survey methods (ranging from 12% to over 50%), the sales of herbals have been 
increasing about 25% a year with the approximate yearly sales now being over 4 
billion dollars  [146] . Herbal usage has become especially common among chroni-
cally ill patients, including cancer and HIV patients, who are on multidrug regimens 
and have an increased risk of drug – herbal interactions. There have also been reports 
of as many as 45% of adults giving their children herbal supplements as well as 45% 
of pregnant women consuming herbals  [147, 148] . 

 Increased consumption of herbals is a concern for drug manufacturers since the 
FDA requires proper labeling of pharmaceuticals regarding possible adverse inter-
actions. For example, the consumption of grapefruit juice is contraindicated on the 
labeling of several drugs, such as lovastatin, atorvastatin, and cyclosporine. Grape-
fruit juice is also reported to interact with other pharmaceuticals including calcium 
channel antagonists, sedatives, and HIV protease inhibitors  [149] . The FDA is very 
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aware of clinically signifi cant interactions with herbs and natural food products. In 
February of 2000 the FDA issued a warning after clinical trials showed a substantial 
decrease in the plasma levels of indinavir when combined with St. John ’ s wort. The 
FDA also warned against coadministration of St. John ’ s wort with all other nonnu-
cleoside reverse transcriptase protease, inhibitors, such as nevirapine  [147, 150] . 

 While herbs consist of chemical compounds just like pharmaceuticals, it is chal-
lenging to conduct a systematic investigation of potential herb – drug interactions 
because (1) herbs are regulated differently than pharmaceuticals, (2) they consist 
of several (sometimes over 100) active ingredients, and (3) there are many different 
preparations and batch - to - batch variations. Many reports of herb – drug interactions 
originate primarily from case studies rather than controlled trial studies, therefore 
cause – effect relationships are diffi cult to prove  [151] . In this section we discuss the 
regulation of herbal products, mechanisms of drug – herb interactions, and clinically 
signifi cant adverse events.  

  25.3.2   Regulation of Herbal Supplements 

 Herbs are considered dietary supplements and are regulated in the United States 
by the Dietary Supplement Health and Education Act of 1994. This legislation is 
signifi cantly more lenient than European and Japanese regulations, which treat 
herbal products the same way as pharmaceuticals  [152] . Herbal product manufactur-
ers are allowed to make claims on the function of herbs without proof regarding 
safety and effi cacy; however, they must also state that these statements have not 
been evaluated by the FDA. Under the Dietary Supplement Health and Education 
Act, the herb manufacturers are responsible for monitoring the safety of herbal 
products  [153]  but the safety guidelines are not well established. Surprisingly, accord-
ing to surveys almost 60% of adults believe that herbs need approval before being 
sold  [152] . However, manufacturers of herbal and dietary supplements do not need 
to report adverse events to the FDA, and the FDA needs to prove that supplements 
are unsafe before they can be removed from the market  [154] . 

 Commercially available herbal preparations vary substantially in their composi-
tions and frequently their labeling does not refl ect their true compositions. Thin -
 layer chromatographic analysis of 59 commercial echinacea preparations showed 
that the labeling was consistent with the content in only 31 samples and 6 samples 
contained no echinacea at all  [155] . Another study with ginseng products showed 
that there was a 15 – 200 - fold variation in the concentration of ginsenosides and 
eleutherosides, which are considered the biologically active ingredients  [146, 156] . 

 The most commonly used herbs in the United States are echninacea, garlic, 
Ginkgo biloba , saw palmetto, ginseng, grape seed extract, green tea, St. John ’ s wort, 
bilberry, and aloe  [146] . In order to illustrate the major concepts regarding herbal 
and food – drug interactions, this case study discusses primarily St. John ’ s wort, 
Ginkgo biloba , garlic, and echinacea.  

  25.3.3   Infl uence of Herbal Constituents on Drug Metabolism  In Vitro

 Herbs are complex mixtures of chemicals such as fl avonoids, polyphenols, alkaloids, 
triterpenoids, and anthraquinones — all of which have been shown to modulate 
CYP450 activity in vitro   [157] . As will be discussed, multiple components may 



induce or inhibit an enzyme, but frequently they do not lead to clinically signifi cant 
interactions.

 Hyperforin and hypericin are the two components in St. John ’ s wort believed to 
be responsible for the antidepressant effects. However, the inhibition and induction 
capacities of St. John ’ s wort are attributed primarily to hyperforin  [158] .  In vitro
studies with cDNA - expressed cytochrome P450 enzyme systems showed that hyper-
forin is a signifi cant inhibitor of CYP1A2, CYP2C9, CYP2C19, and CYP3A4 with 
IC50  values of 3.87, 0.01, 0.02, and 4.20    μ M, respectively. In general, potent inhibitors 
are considered those with IC 50  values less than 10    μ M  [159] , although clinically sig-
nifi cant interactions are expected when the IC 50  values are less than 1    μ M. Hyper-
forin also induces intestinal P - glycoprotein in isolated cells  [160]  and volunteers 
 [161] . This effect is also thought to be mediated by the binding of hyperforin to the 
pregnane X receptor (PXR) inducing CYP2B6, CYP3A4, and P - glycoprotein  [147, 
162, 163] . Other herbal inhibitors of P - glycoprotein include ginsenosides, piperine, 
sylmarin, and catechins from green tea  [164] . 

 Consumption of garlic is thought to be benefi cial for many health conditions 
including atherosclerosis and peptic ulcer disease and as a chemopreventative agent 
for gastric tumors  [165] . However, extracts from garlic, in particular, the volatile 
components, diallyl sulfi de, dipropyl sulfi de, and dipropyl disulfi de, have been shown 
to interact with a number of CYP450s in vitro   [166, 167] . CYP2C9, CYP2C19, 
CYP3A4, CYP3A5, CYP3A7, and CYP2E1 were shown to be inhibited, whereas 
CYP1A2, CYP2B, and CYP3A were induced  [168 – 170] . Interestingly, garlic seemed 
to have little effect on CYP2D6 activity (less than 10% inhibition). In the study by 
Foster et al.  [169] , modulation of CYP450 was compared across several garlic prepa-
rations, specifi cally garlic oil, odorless garlic preparations, freeze - dried garlic tablets, 
and three types of garlic bulbs (common, elephant, and Chinese). CYP3A4 was 
signifi cantly inhibited by all of the products and in the case of the tablets inhibition 
was over 95%. Inhibition of three CYP3A isoforms (CYP3A4, CYP3A5, CYP3A7) 
was also compared by the three types of garlic bulbs. All of the isoforms were inhib-
ited, but CYP3A4 was affected the most with inhibition ranging from almost 
40% to over 58%. Interestingly, these garlic preparations had little effect on P - 
glycoprotein compared with verapamil, the positive control  [169] . 

 An investigation of 29 constituents of  Ginkgo biloba  revealed inhibitory poten-
tial for all of the fi ve major cytochrome P450s (CYP1A2, CYP2C9, CYP2C19, 
CYP2D6, and CYP3A) in human liver microsomes  [171] . Quercetin and amento-
fl avone inhibited three or more isoforms and nine constituents inhibited CYP3A. 
The mean IC 50  values ranged from 0.035 to over 100    μ M, although most of the values 
were between 1 and 30    μ M. In cDNA - expressed cytochrome P450 enzyme systems 
(CYP1A2, CYP2C9, CYP2C19, CYP2D6, and CYP3A4), ginkgolic acids I and II 
inhibited CYP1A2, CYP2C9, CYP2C19, CYP2D6, and CYP3A4 with the IC 50  values 
being 4 – 5    μ M for CYP1A2 and CYP2C19, around 2    μ M for CYP2C9, 7 – 11    μ M for 
CYP2D6, and 6 – 7 for CYP3A4  [159] . Interestingly,  Ginkgo biloba  increased clear-
ance of the calcium channel blocker nicardipine in rats, suggesting induction of 
CYP3A2  [172] . Overall,  Ginkgo biloba  increased the expression of CYP2B1/2 and 
CYP3A1/2 in rats but did not affect CYP1A1/2, CYP2C11, or CYP4A1 
 [172, 173] . 

 While  Ginkgo biloba  modulated CYP3A  in vitro  and in animal studies, there 
are few controlled clinical case studies suggesting herb – drug interactions through 
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enzyme modulation by Ginkgo biloba   [166, 174] . It must be noted that the absence 
of evidence for clinically signifi cant   CYP3A4 inhibition in humans does not neces-
sarily mean that such an interaction could not occur. In vitro  studies have demon-
strated potent inhibition of this enzyme and confl icting fi ndings on  Ginkgo biloba
in clinical trials could be due to variations in Ginkgo biloba  preparations  [175] .  

  25.3.4   Clinically Signifi cant Drug Interactions 

 While many of these investigations have been successful at identifying drug - 
inducing or drug - inhibiting components, many  in vitro  studies did not correctly 
predict clinically signifi cant interactions  [166] . As mentioned in  Case Study A , clini-
cally signifi cant drug interactions are relatively rare and occur primarily when the 
therapeutic index is very narrow or if the perpetrator is a very signifi cant modulator 
of a metabolic enzyme. Table  25.3  shows representative examples of clinically sig-
nifi cant drug – herb interactions.   

 Warfarin, an example of a drug with a narrow therapeutic index, is metabolized 
almost exclusively by CYP2C9  [176] . In a small clinical study, American ginseng has 
been shown to cause a slight but statistically signifi cant decrease in the AUC of 
warfarin as well as the INR (International Normalized Ratio, a number used to 
characterize blood clotting) of patients, suggesting that ginseng could decrease the 
effi cacy of warfarin.  Ginkgo biloba  contains several inhibitors of CYP2C9, the most 
potent being amentofl avone with an IC 50  around 0.035    μ M  [171] . Several anectodal 
case reports suggested potentiation of warfarin coagulation by Ginkgo biloba ; this 
phenomenon could not be demonstrated in controlled clinical trials  [22, 177] . 

 Herb – drug interactions are a particular concern for the elderly since they (1) are 
usually on multidrug regimens, increasing the likelihood of interactions, and (2) have 
decreased hepatic and renal clearance compared to a younger population  [178] . 
Clinical studies with hyperforin in healthy elderly volunteers (60 – 76 years) showed 
a 140% induction of CYP3A4 compared to a 98% induction in young volunteers, 
despite the fact that the young volunteers were administered 2.5 times the dose of 
the elderly. Interestingly, the serum concentrations were also similar (42.6   ng/mL in 

 TABLE 25.3    Clinically Signifi cant Interactions Between Herbs and Prescription Drugs 

 Herb/Food Product  Clinical Interaction  Potential Mechanism 

 St. John ' s wort  Digoxin  [181] 
Simvastatin  [182] , alprazolam, 

midazolam [180, 185] 
Amitriptyline [183] , indinavir  [186] , 

nevirapine  [187] 
Buspirone  [184]  

 Induction of P - gp
Induction of CYP3A4

Induction of CYP3A4 and 
P - gp

Inhibition of serotonin 
reuptake

 Echinacea  Midazolam  [188] 
Caffeine  [188]  

 Induction of CYP3A4
Induction CYP 1A2 

 Garlic  Ritonavir  [191] , saquinavir  [192]

Warfarin  [195]  

 Induction of transporter, not 
necessarily P - gp  [169] 

Enhancement of 
anticoagulation

Ginko biloba  Aspirin, warfarin  [196] , ibupofen 
 [197] , rofecoxib  [147, 198] 

 Enhancement of 
anticoagulation



young vs. 51.2   ng/mL in old)  [179] . This data suggests that the elderly are particularly 
susceptible to the inductive effects of hyperforin on CYP3A4 activity. 

 The antidepressant effect of St. John ’ s wort has been confi rmed in clinical trials 
 [164]  and is attributed partially to hyperforin, which inhibits the uptake of neu-
rotransmitters in synapses. However, St. John ’ s wort has been linked to many clini-
cally signifi cant and even potentially fatal drug interactions. Long - term (2 weeks) 
St. John ’ s wort administration has been shown to induce both intestinal and hepatic 
CYP3A4  [147, 180] . St. John ’ s wort has been reported to interact with protease 
inhibitors, oral contraceptives, and anticoagulants, as well as cyclosporine, digoxin, 
amitryptiline, and theophylline. Effects of these interactions included organ rejec-
tion (with cyclosporine), unplanned pregnancies and intermenstrual bleeding (with 
contraceptives), and decreases in the effi cacies of antiretrovirals and anticoagulants 
 [158] . 

 In a clinical study, St. John ’ s wort was also shown to decrease plasma levels of 
digoxin, probably through the induction of P - glycoprotein  [181] . Clinical studies also 
reported decreased plasma concentration of simvastatin but not pravastatin when 
combined with St. John ’ s wort  [182] . Due to hyperforin ’ s ability to inhibit the reup-
take of brain neurotransmitters, such as serotonin, St. John ’ s wort can also interact 
with antidepressants and anxiolytic drugs. In clinical studies, St. John ’ s wort decreased 
the plasma and urine concentrations of the tricyclic antidepressant amitriptyline, 
presumably through the induction of P - glycoprotein and CYP3A4  [183] . In a 
reported case study, a patient experienced serotonin syndrome after combining St. 
John ’ s wort with the anxiolytic drug buspirone, which is a 5 - HT1 receptor agonist 
 [184] . In multiple clinical studies, the plasma levels of the CYP3A4 probes alpra-
zolam and midazolam were decreased after treatment with St. John ’ s wort  [180, 185] . 
The plasma concentrations of the antiretroviral drugs indinavir  [186]  and nevirapine 
 [187]  were also reduced when the drugs were combined with St. John ’ s wort. Such 
an interaction could have serious implications, including reduced treatment effi cacy 
and drug resistance  [147] . 

 Echinacea represents 10% of the U.S. herb market and is commonly used for 
immune system stimulation  [155] . Echinacea is also known to modulate CYP3A4 
and in human studies it was observed to induce hepatic CYP3A4 but inhibit intes-
tinal CYP3A4  [188] . Specifi cally, echinacea increased the systemic but not the oral 
clearance of midazolam by 34%. Increase in systemic clearance is probably due to 
induction of CYP3A4 (since in this case the contribution of intestinal CYP3A4 is 
considered negligible) whereas with oral clearance, hepatic induction might be 
counteracted with intestinal inhibition of CYP3A4. Echinacea also reduced the oral 
clearance of caffeine (CYP1A2 substrate) and tolbutamide (CYP2C9 substrate), 
although the latter increase was not statistically signifi cant. The clearance of the 
CYP2D6 substrate dextromethorphan was not affected. Thus, echinacea would be 
expected to interact with drugs that are substrates for CYP1A2 and CYP3A4 
 [188] . 

 Garlic has been cultivated for over 5000 years as a culinary and medicinal herb 
and it was one of the best - selling herbs in 2002  [175, 189] . In clinical studies garlic 
did not infl uence the clearance of caffeine, dextromethorphan, and the CYP3A4 
substrate alprazolam  [190] . While these clinical studies suggest that garlic does not 
affect CYP3A4, garlic has been shown to decrease the AUC of ritonavir  [191]  
and saquinavir  [192] . Thus, the interaction may occur through a transporter, but 
not necessarily P - glycoprotein  [169] . Garlic did not infl uence the metabolism of 
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acetaminophen  [193] , but it did enhance the anticoagulant effects of warfarin, 
leading to an increase in clotting time  [194, 195] . 

In vitro  studies reported that  Ginkgo biloba  is an inhibitor of CYP1A2, CYP2C9, 
CYP2C19, CYP2D6, and CYP3A4  [171] . Furthermore, several case studies have 
suggested that this interaction could be of clinical importance; however, this has not 
been confi rmed by clinical studies. In case studies  Ginkgo biloba  has been reported 
to lead to increased bleeding in patients taking nonsteroidal anti - infl ammatory 
drugs such as aspirin [196] , ibuprofen  [197] , and the cyclo - oxygenase - 2 inhibitor 
rofecoxib  [147, 198] , and in one case the combination of  Ginkgo biloba  and ibupro-
fen led to intracerebral bleeding and death  [197] . While in a case study  Ginkgo
biloba  has been reported to increase the anticoagulant effect of warfarin  [196] , a 
randomized clinical trial showed that recommended doses of Ginkgo biloba  did not 
affect the pharmacokinetics or pharmacodynamics of warfarin  [199] .  

  25.3.5   Conclusions 

In vitro  and clinical studies have clearly demonstrated the potential for serious and 
possibly fatal interactions between herbal supplements and prescription medica-
tions. In general, the public views these supplements as natural and safe, and more 
than half of adults believe that herbals need to be approved before reaching the 
market. With the FDA becoming increasingly aware of herb – drug interactions and 
requiring proper labeling (as in the case of grapefruit juice), drug developers need 
to consider the possibility of coadministration with herbal supplements. While it 
would be impossible to examine all the possible herb – drug interactions, the  in vitro
effects of most commonly used herbs have been examined. Thus, based on metabolic 
studies, one could predict which herbs a drug might interact with. 

 St. John ’ s wort is of particular concern, due to its potent induction of both 
CYP3A4 and P - glycoprotein. Clinical studies have confi rmed that this herb can lead 
to potent interactions with several prescription drugs such as digoxin, antidepres-
sants, benzodiazepines, and antiretrovirals. In the case of cyclosporine, an interaction 
could lead to organ rejection and be fatal. Other herbs such as echinacea, garlic, and 
Ginkgo biloba  have also been reported to interact with prescription drugs. While 
these are some of the most commonly used herbs, they are not the only ones sus-
pected of drug interactions. Other herbs such as kava - kava, ginger, ginseng, and 
green tea have also been reported to lead to adverse effects when coadministered 
with certain prescription drugs, and further clinical studies are necessary to the 
assess the effects of these herbs on medications  [147] .   
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  26.1   INTRODUCTION AND GENERAL ASPECTS 

 Species differences in metabolism may have signifi cant impact on pharmacokinetics 
and toxicity of drugs. Therefore detailed knowledge of comparative metabolism 
across species is key for species selection in preclinical safety testing and interpreta-
tion of any animal data in respect to relevance for humans. 

 From the safety perspective, the primary concern is to identify any unique or 
major human metabolites. Early identifi cation will allow for timely assessment of 
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potential safety issues in the development process and thereby reduce the risk for 
subjects included in clinical trials as well as for possible delays in the development 
process.

 Since in early drug development animal and human  in vivo  metabolism data are 
usually lacking, in vitro  species comparisons provide useful information to support 
a preliminary species selection for preclinical safety testing and interpretation of 
animal data. 

  26.1.1   Relevance of Liver Preparations for Metabolism Studies  In Vitro

 The liver is the major organ for biotransformation of xenobiotics including drugs. 
  The majority of xenobiotic metabolizing enzymes (XMEs) are expressed in the liver 
and usually their abundance is higher than in other organs or tissues. Several stan-
dard methods have been established to investigate hepatic metabolism in vitro  and 
there is comprehensive knowledge of their potential and limitations. Therefore, liver 
preparations such as tissue slices, hepatocytes, or microsomes are valuable and 
accepted tools for comparative studies on drug metabolism across species in vitro
(see Section  26.1.5 ). As orally administered drugs enter fi rst the liver via the portal 
vein before being distributed in the systemic circulation, and metabolism may have 
substantial impact on the toxicity of xenobiotics (see Chapter  28  in this volume), 
hepatotoxicity is a general concern in drug development (see Section  26.1.3 ). There-
fore, toxicity testing in hepatocytes along with metabolism studies may provide 
additional useful information in early drug development. 

 However, it should be kept in mind that the liver is not the only metabolically 
competent organ. For example, cytochrome P450 (CYP) 3A4 is also expressed at 
high levels in the gut and may substantially contribute to metabolism of drugs even 
before they enter the liver. CYP1A1 expression is signifi cantly induced in the lung 
by smoking but there is no such enzymatic activity in the liver, and several prodrugs 
are cleaved by plasma esterases. Accordingly, in vitro  metabolism data based on 
liver preparations alone are not always fully predictive for the situation in vivo . 
Therefore, additional testing using, for example, pulmonary, intestinal, or kidney 
(microsomal) preparations may be appropriate in specifi c cases.  

  26.1.2   Liver Microsomes Versus Hepatocytes 

 Liver microsomes and primary hepatocytes are the most common  in vitro  systems 
to assess species differences in metabolism in vitro . However, they differ in many 
respects (Table  26.1 ).   

 Microsomes are subcellular membrane fractions obtained by differential cen-
trifugation (see Section  26.2.1 ), which contain primarily the membrane - bound 
(smooth endoplasmic reticulum) phase I XMEs (CYPs). Liver microsomes of 
various species are commercially available (see Section  26.2.3 ) and are standard for 
screening of metabolic stability, CYP profi ling, and inhibition (see Chapter  21  in 
this volume). Besides CYP - dependent metabolism, fl avin - containing monooxy-
genase (FMO) and uridine diphosphoglucuronosyltransferase (UGT) metabolism 
can also be investigated in microsomes if the appropriate cofactors are added to the 
incubation (i.e., FADH 2  or UDP - glucuronic acid, respectively). Epoxide hydrolase 



 TABLE 26.1    Comparative Characteristics and Properties of Liver Microsomes and 
Primary Hepatocytes 

 Characteristic  Liver Microsomes 

 Primary Hepatocytes 

 Cryopreserved  Freshly Isolated 

Metabolic
competence

 Phase I (CYPs, EH)
No transporters
High enzyme 

activities
FMOs and UGTs (if 

supplemented with 
specifi c cofactors)

Carboxylesterases
(depending on 
preparation
method)

 Phases I and II
Transporters
Low enzyme activities 

 Phases I and II
Transporters
Low to intermediate 

enzyme activities 

Cofactors   To be supplemented  Intrinsic  Intrinsic 
Batch

characterization
 Usually 

precharacterized
(enzyme activities, 
protein content, 
genotyping)

 Usually 
precharacterized
(enzyme activities, 
inducibility,
viability,
genotyping)

 Limited 
precharacterization
(characterization
usually in parallel to 
experiment)

Incubation time 
(type)

 Up to 1 hour 
(subcellular
suspension)

 Up to 2 – 4 hours 
(suspension)

Days — weeks 
(plateda  ) 

 Up to 2 – 4 hours 
(suspension)

Days — weeks 
(plated)

Toxicity testing   Not possible  Limited  Various parameters 
possible

Species availableb  Many  Many  Some 
Availability   Excellent  Good  Unpredictable 
Costs   Less expensive  Expensive  Most expensive 

a Plating of cryopreserved hepatocytes is not possible with all species.  
b See Table  26.6 .   

(EH) and — depending on the preparation method — carboxylesterase activity may 
also be maintained. Enzyme activities are comparably high and compensate for the 
limited incubation time due to enzyme degradation over time. 

 The major limitation of liver microsomes is the lack of phase II metabolic com-
petence. Predictions for compounds that are readily conjugated may therefore be 
misleading. For example, compounds with free amino, carboxy, or hydroxy functions 
may be acetylated, glucuronidated, or sulfated without prior functionalization. 
Microsomal incubations may therefore overestimate the metabolic stability of such 
compounds. Similarly, the comparison of metabolic profi les over species is evidently 
limited if phase II metabolism is involved in biotransformation. 

 Primary hepatocytes overcome the obstacle of lacking phase II metabolism and 
provide the advantages of a  “ living ”  cellular test system such as intrinsic forma-
tion of cofactors, regeneration of XMEs (though not constant over time), and the 
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possibility to implement the assessment of liver function and toxicological parame-
ters (see Section  26.1.3 ). Hepatocytes allow also for investigation of XME induction. 
In addition, test substance concentrations at the enzyme are expected to be closer 
to the physiological situation compared to noncellular microsomal incubations due 
to the preserved natural orientation for linked enzymes and intact cellular and 
subcellular compartmentation as well as presence of transporters (see Chapter  12  
in this volume). Overall, primary hepatocytes provide a much more physiological 
test situation. Freshly isolated primary hepatocytes and some batches of plateable 
cryopreserved hepatocytes can be cultured for up to weeks ahead, maintaining 
hepatocyte properties and forming organ - like structures (e.g., polarity, junctional 
complexes, bile canaliculi, and glycogen particles)  [1, 2] , although nonparenchymal 
cells are usually underrepresented. 

 The major limitations of primary hepatocytes are the high interbatch variability 
and lower enzyme activities, which may further decrease signifi cantly during pro-
longed incubation. Also, primary hepatocytes are considerably more expensive than 
liver microsomes. Another drawback with freshly isolated primary hepatocytes as 
compared to cryopreserved hepatocytes and microsomes is the limited availability 
and lack of precharacterization; that is, the batch characteristics usually are only 
determined in parallel with the actual experiment.  

  26.1.3   Toxicity Testing in Primary Hepatocyte Metabolism Studies 

 During the last decade liver toxicity has been one of the most frequent reasons for 
pharmacovigilance safety reports and the withdrawal from the market of an approved 
medicinal product  [3] . 

 Accumulation of the parent drug itself or its metabolites in the liver (see Chapter 
 13  in this volume) and formation of reactive metabolites 1  are potential cause for 
concern. Even at therapeutic dose levels, drugs may affect expression of XMEs 
(induction or inhibition) and increase production of reactive metabolites. Therefore, 
the use of metabolically competent and potentially inducible hepatocytes is recom-
mended as an in vitro  tool for the early detection and mechanistic investigation of 
potential hepatotoxicity  [3] . The concomitant assessment of liver function and toxi-
cological parameters within comparative metabolism studies in hepatocytes offers 
the chance to link potential hepatotoxicity with critical metabolite(s) and identify 
possible species differences early on. This may help to interpret in vivo  fi ndings and 
their relevance for humans (Fig.  26.1 ). However, it should be stressed that cultured 
hepatocytes clearly do not represent the complex in vivo  situation and important 
mechanisms of liver toxicity such as those mediated via an immunological cascade 
or idiosyncratic reactions are not represented.   

 Many of the standard clinical chemistry parameters for liver injury measured 
in plasma samples in in vivo  studies can also be assessed in the supernatant of 
hepatocyte cultures in vitro  (Table  26.2 ).  In vivo , increases in the levels of alanine 
aminotransferase (ALT) and aspartate aminotransferase (AST) in serum, in com-
bination with increased bilirubin levels, are actually considered to be the most 

1    Potential structural alerts for hepatotoxicity are furans, quinones, epoxides, thiophenes, carboxylic acids, 
phenoxyl radicals, phenols, acyl halides, acyl glucuronides, aniline radicals, and aromatic and hydroxy 
amines.



    FIGURE 26.1     Prediction of human hepatotoxicity. Combining human  in vitro , animal  in 
vitro , and animal  in vivo  data improves the prediction of human hepatotoxicity  in vivo . 
Human hepatocytes can provide the  “ missing link ”  for species extrapolation while animal  in 
vivo  data  “ test ”  the relevance of the respective  in vitro  data. 
 

Animals

In vivo

Animal

Hepatocytes

Human

Hepatocytes

Human

In vivo

Experimental

Data

Hepatotoxicity ?

 TABLE 26.2     Examples for Liver Function and Toxicological Parameters in Hepatocytes 

 Parameter  Correlation/Function  Assessment 

  Cell morphology and 
general appearance  

 General cell viability, 
necrotic or apoptotic cells, 
extra -  or intracellular 
precipitates, etc. 

 Microscopical  “ in - life ”  
examination of cells in culture 
well 

  Albumin secretion   Synthesis competence  Clinical chemistry of supernatant 
  ALT   Hepatocellular damage  Clinical chemistry of supernatant 
  AST   Hepatocellular damage  Clinical chemistry of supernatant 
  LDH   Hepatocellular damage  Clinical chemistry of supernatant 
   g  - GT   Hepatobiliary damage  Clinical chemistry of supernatant 
  aP   Hepatobiliary damage  Clinical chemistry of supernatant 
  GLDH   Mitochondrial damage  Clinical chemistry of supernatant 
  Lactate   Mitochondrial damage  Clinical chemistry of supernatant 
  ATP   Mitochondrial damage  Terminal intracellular detection 
  GSH   Redox status  Terminal intracellular detection 
  Trypan blue exclusion   Membrane integrity  Terminal staining of cells in well 
  Neutral red uptake   Membrane integrity  Terminal staining of cells in well 
  MTT reduction   Mitochondrial activity  Terminal staining of cells in well 
  XTT reduction   Mitochondrial activity  Terminal staining of cells in well 
  Sulforhodamine B 

staining  
 Protein content  Terminal staining of cells in well 

  Hoechst 33258 staining   DNA content  Terminal sampling of cells/DNA 
  Expression profi ling   mRNA (or protein) levels  Terminal sampling of cells/mRNA 

relevant signal of liver toxicity, and an increase of ALT activity in the range of two -  
to fourfold and higher compared to concurrent control average or individual pre-
treatment values should raise concern as an indication of potential hepatic injury 
 [3] . ALT is considered a more specifi c and sensitive indicator of hepatocellular 
injury than AST.   
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 In addition, in cultured hepatocytes conventional cytotoxicity staining or expres-
sion profi ling can be terminally performed (Table  26.2 ). Toxicogenomic data may 
support the elucidation of hepatotoxic mechanisms or interspecies differences and 
the development of appropriate biomarkers for liver toxicity.  

  26.1.4   Species Characteristics and Differences in Metabolism 

 As pointed out earlier, the knowledge of qualitative and quantitative interspecies 
differences in metabolism is key in species selection for preclinical safety studies 
and interpretation of any animal data. 

 Although there are some  “ general rules ”  on species differences in drug metabo-
lism and pharmacokinetics (DMPK) (Table  26.3 ) like a decreasing rate of metabo-
lism with an increasing size of organism, that is, mouse >  rat  >  dog  >  human (see 
Chapter  29  in this volume for allometric scaling), which is also refl ected  in vitro , 
experimental testing of individual compounds is conditio sine qua non  as there are 
also numerous more subtle but often decisive distinctions and the metabolic fate of 
a new chemical entity (NCE) cannot be reliably predicted today. The complexity of 
interspecies differences in the XME pattern is probably best exemplifi ed by the 
many species differences in CYP isoforms  [4] . Similarly, several species differences 
in isoforms have been identifi ed for the major phase II XMEs: UGTs  [5] , sulfotrans-
ferases (SULTs)  [6] ,  N  - acetyltransferases (NATs)  [7] , and glutathione  S  - transferases 
(GSTs)  [8] . Information on typical phase I and II XME activities in liver prepara-
tions of different species is available on the websites of commercial vendors (Table 
 26.4 ) or, for example, in Refs.  9  and  10  (see Section  26.2.1 ).     

 For example, species comparison of 7 - ethoxycoumarin (7 - EC) phase I and II 
metabolism in vitro , which is typically used for (pre)characterization of human and 
animal hepatocytes (Table  26.5 ), suggests that human metabolism is best repre-
sented in cynomolgus monkeys with respect to the metabolite profi le (glucuroni-
dated metabolite (7 - HCG)  >  sulfated metabolite (7 - HCS)  >  O - deethylated 
metabolite (7 - HC)); however, rats would be the more appropriate model with 
respect to the rate of metabolism (monkey ≈  rabbit  ≈  dog  >  rat  >  human)  [10] .    

  26.1.5   Regulatory and Strategic Aspects 

 The importance of species comparisons in metabolism for safety assessment 
of NCEs and their metabolite(s) during drug development is refl ected in several 

 TABLE 26.3    General Rules on Interspecies Differences in  DMPK

 Species  DMPK Characteristics 

Human   Polymorphisms (e.g., CYP2C9, CYP2C19, CYP2D6, NAT1, NAT2) 
Dog   Low acetylation, high capacity for deacetylation; different absorption due 

to higher pH in gastrointestinal tract than in humans (consider use of 
synthetic gastric fl uid to mimic human situation) 

Rat   Often gender differences that are not observed in other species; abundant 
tetrahydrofolate (protects, e.g., against methanol ocular damage) 

Rabbit   Low sulfation 
(Mini)Pig   Low sulfation; gastrointestinal conditions similar to humans 
Cat   Low glucuronidation; high sulfation 



 TABLE 26.4    Examples of Commercial Sources for Liver Preparations and/or Specialized 
 CRO  s  for  In Vitro  Metabolism Studies (Status August 2006) 

 CRO/Vendor  Website @ www.  Comment  a

 BD Biosciences   bdbiosciences.com  ( gentest.com )  M, cH, fH, Services 
 GenPharmTox BioTech AG   genpharmtox.com   Services 
 In Vitro Technologies, Inc.   invitrotech.com   M, cH, fH, Services 
 tebu - bio   tebu - bio.com   M, cH, Services 
 XenoTech, LLC   xenotechllc.com   M, cH, fH, Services 

a M, microsomes; cH, cryopreserved hepatocytes; fH, freshly isolated hepatocytes.   

 TABLE 26.5    Typical Marker Reactions for (Pre)Characterization of Human and Animal 
Liver Microsomes and Hepatocytes 

 XME  Marker Reaction 

  Phase I 

 CYP(s)  7 - Ethoxycoumarin O - deethylation (formation of 7 - hydroxycoumarin) 
 Human isoenzyme 
    CYP1A2  Phenacetin O - deethylation 
    CYP2A6  Coumarin 7 - hydroxylation 
    CYP2B6 S  - mephenytoin N - demethylation 
    CYP2C8  Taxol 6 - hydroxylation 
    CYP2C9  Diclofenac 4 ′  - hydroxylation 
    CYP2C19 S  - mephenytoin 4 ′  - hydroxylation 
    CYP2D6  Bufuralol 1 ′  - hydroxylation 
    CYP2E1  Chlorzoxazone 6 - hydroxylation 
    CYP3A4/5  Testosterone 6 β  - hydroxylation 

  Phase II  

 UGT(s)  7 - Hydroxycoumarin glucuronidation 
 SULT(s)  7 - Hydroxycoumarin sulfation 
 GST(s)  1 - Chloro - 2,4 - dinitro - benzene glutathione conjugation 
 NAT1 (human) p  - Aminobenzoic acid N - acetylation 
 NAT2 (human)  Sulfamethazine N - acetylation 

regulatory guidance documents (status August 2006; see Chapter  37  in this 
volume  ): 

 •   ICH M3, 1997:  Guidance for Industry on Nonclinical Safety Studies for the 
Conduct of Human Clinical Trials for Pharmaceuticals   [11] .  

 •   EMEA, 2000:  Note for Guidance on Repeated Dose Toxicity   [12] .  
 •   FDA/CDER, 2005:  Draft Guidance for Industry on Safety Testing of Drug 

Metabolites   [13] .  
 •   FDA/CDER, 1997:  Guidance for Industry: Drug Metabolism/Drug Interaction 

Studies in the Drug Development Process: Studies In Vitro   [14] .    
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 According to ICH M3,  “ exposure data in animals should be evaluated prior to 
human clinical trials. Further information on ADME 2  in animals should be made 
available to compare human and animal metabolic pathways. Appropriate informa-
tion should usually be available by the time the Phase I (Human Pharmacology) 
studies have been completed. ”  

 The EMEA  Note for Guidance on Repeated Dose Toxicity  emphasizes the impor-
tance of comparative metabolism data for species selection in preclinical safety 
studies:  “ Within the usual spectrum of laboratory animals used for toxicity testing, 
the species should be chosen based on their similarity to humans with regard to 
pharmacokinetic profi le including biotransformation. Exposure to the main human 
metabolite(s)3  should be ensured. If this can not be achieved in toxicity studies 
with the parent compound, specifi c studies with the metabolite(s) should be 
considered. ”

 And the FDA/CDER  Draft Guidance for Industry on Safety Testing of Drug 
Metabolites  encourages that  “ attempts be made to identify as early as possible 
during the drug development process differences in drug metabolism in animals 
used in nonclinical safety assessments compared to humans. It is especially impor-
tant to identify metabolites that may be unique to humans. ”  

 Although the ultimate confi rmation and justifi cation on species selection can only 
be made after animal and human in vivo  metabolite profi les are available (see 
Chapters  23  and  27  in this volume), this is, not before Clinical Phase I,  in vitro  species 
comparisons including human material provide an important — and the only — 
possibility to rationalize the species selection for pre - IND safety studies; usually on 
genotoxicity and repeated dose toxicity in one rodent and one nonrodent animal 
species  [11]  (see Chapter  37  in this volume). They further offer the possibility to 
compare human and several standard laboratory and potentially also nonstandard 
animal species in a relatively effi cient approach. In addition, though obviously pref-
erable, in contrast to in vivo  studies, radiolabeled test substance is often not neces-
sarily required to obtain at least qualitatively comparable metabolite profi les and 
 “ identify ”  the major metabolite(s) if state - of - the - art analytical equipment, usually 
  HPLC/MS, 4  is available (see Chapter  27  in this volume). 

 While the early identifi cation of unique or major metabolites will allow for timely 
assessment of potential safety issues, the discovery of unique or major human 
metabolites late in drug development can cause development delays and could have 
possible implications for marketing approval. 

 Accordingly, sponsors are encouraged by regulators  “ to conduct  in vitro  studies 
to identify and characterize unique human or major metabolites early in drug devel-
opment ”   [13] . Liver preparations such as microsomes, hepatocytes, or tissue slices 
are considered appropriate for this purpose. This approach is also regarded as the 
 “ best practice ”  in the U.S. pharmaceutical industry  [15, 16] . 

In vitro  metabolism studies are not classical safety studies and regulatory agen-
cies in the Unites States, Europe, and Japan therefore do not require compliance 

3    The FDA/CDER  Draft Guidance for Industry on Safety Testing of Drug Metabolites  defi nes major 
metabolites primarily as those identifi ed in human plasma that account for greater than 10% of drug -
 related material (administered dose or systemic exposure, whichever is less). 

2    ADME: absorption, distribution, metabolism, excretion. 

4    HPLC,   high performance liquid chromatography; MS, mass spectrometry  . 



with  “ Good Laboratory Practice ”  (GLP) regulations. However, testing under GLP 
may be considered since this may add to quality and improved processing and docu-
mentation, especially if studies are outsourced to contract research organizations 
(CROs), and there appears to be increasing interest in GLP compliance by regula-
tors also for safety - related studies.   

  26.2   MATERIALS, METHODS, AND TECHNICAL ASPECTS 

  26.2.1   Preparation and Characterization of Liver Microsomes and Hepatocytes 

  Preparation of Liver Microsomes     The generalized procedure for preparation of 
(liver) microsomes by differential centrifugation is shown in Fig.  26.2 . Tissue samples 
are homogenized and centrifuged at a lower force (e.g., 9000    g ) to form a premicro-
somal pellet containing cell debris, nuclei, peroxisomes, lysosomes, and mitochon-
dria. The resulting postmitochondrial supernatant is subsequently centrifuged at a 
higher force (e.g., 138,000    g ) to precipitate the microsomes. The cytosolic superna-
tant may directly be used in metabolism studies; the microsomal pellet is resus-
pended in buffer and is ready for direct use or storage below  − 70    ° C until use.   

 A more detailed description of the procedure is given in Ref.  17 . The assessment 
of different protocols  [18 – 24]  shows that there are a number of methodological 
variables such as the number of strokes used to homogenize the liver samples (four 
to eight), the centrifugation parameters (9000    g  for 20   min to 18,000    g  for 10   min in 
the fi rst step and 100,000 – 143,000    g  for 60 – 90   min in the second step), compositions 
of the homogenization and fi nal suspension buffers (EDTA, potassium chloride, 

    FIGURE 26.2     Preparation of (liver) microsomes. The generalized differential centrifuga-
tion procedure for preparation of microsomes is shown. For more detailed information (e.g., 
on tissue homogenization, buffer composition, repetition of steps), please refer to the refer-
ences as given in the text. 
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glycerol, sucrose), and repetition of steps for more thorough extraction. Relative 
volumes, concentrations, and dilutions of the samples also differ. These variables 
may signifi cantly affect the recovery and specifi c activities of microsomal compo-
nents but do not appear to affect enzyme kinetics  [17] .  

Preparation of Freshly Isolated Hepatocytes   There are two principal methods for 
isolation of primary hepatocytes: (1) in situ  liver perfusion in anesthetized animals 
and (2) perfusion of human or animal liver samples after liver resection. 

 For the fi rst method, the animal is anesthetized and the liver is perfused  in situ
via the vena portae with EGTA 5 /washing buffer to remove blood and prevent clot-
ting of the capillaries. Subsequently, perfusion is continued with collagenase buffer 
to dissociate the cells from their matrix. After perfusion the liver is removed from 
the animal, the liver capsula is removed, and the cells are dissociated carefully in 
suspension buffer. The liver cell suspension is fi ltered and the fi ltrate is gently cen-
trifuged for sedimentation of the hepatocytes. The cell pellet is washed in suspension 
buffer, centrifuged again, and resuspended in suspension buffer. 

 For the second method, the resected liver tissue is immediately transferred into 
ice - cold suspension buffer for storage and transport up to some hours until further 
processing. Liver samples are perfused with EGTA/washing buffer to remove blood 
and prevent clotting of the capillaries. Perfusion is performed by (several) blunt - end 
cannulae inserted into vessels of the cut surface. Thereafter, perfusion is continued 
with collagenase buffer to dissociate the cells from their matrix. The tissue is trans-
ferred into a large Petri dish with suspension buffer and the liver cells are gently 
scraped out with a spatula. The liver cell suspension is fi ltered and the fi ltrate is 
gently centrifuged for sedimentation of the hepatocytes. The cell pellet is washed in 
suspension buffer, centrifuged again, and resuspended in suspension buffer. 

 Detailed procedures for the isolation of primary rat and human hepatocytes by 
these methods are described in Ref.  9 . Like with the preparation of microsomes, 
multiple variations of the general procedures have been described  [25 – 31] . In prin-
ciple, both methods are suitable for different species such as mouse, rat, rabbit, dog, 
minipig, or monkey. However, applicability may be limited by size of the organ or 
tissue sample or due to practical limitations; for example, human and sometimes 
animal livers may not be available for perfusion in situ  but only after resection. 

 The freshly isolated primary hepatocytes may be used directly in suspension 
 [9, 32] , culture plated on collagen - coated wells (Fig.  26.3 )  [1, 26, 27, 29, 33] , or cryo-
preserved and precharacterized for later use  [9, 32, 34, 35] .    

(Pre)characterization of Liver Preparations   Microsomes and cryopreserved 
hepatocytes are usually precharacterized for XME activities and total protein and 
CYP content or cell viability and inducibility, respectively. Liver preparations of 
individual human donors are usually supplemented with information on the respec-
tive donor, such as age, gender, race, smoking habits, and premedication, and some-
times are also genotyped for polymorphic XMEs such as CYP2C9, CYP2C19, 
CYP2D6, NAT1, or NAT2. This enables one to select batches of preferred charac-
teristics for the intended type of study and compound under investigation (Section 
 26.2.3 ). 

5    EGTA, ethylene glycol bis( β  - aminoethyl - ether) -  N , N , N′ , N′  - tetraacetic acid. 



 If freshly isolated primary hepatocytes are directly employed after isolation, 
precharacterization is usually limited to cell viability and donor information but 
further indepth characterization (e.g., for enzyme activities) may only be performed 
concomitant to the actual experiment. 

 Typical marker reactions for (pre)characterization of human and animal liver 
microsomes and hepatocytes are listed in Table  26.5 . A more comprehensive list of 
preferred and acceptable substrates, inhibitors, and inducers for in vitro  experiments 
and the respective concentration ranges is given on the FDA website Drug Develop-
ment and Drug Interactions: Table of Substrates, Inhibitors and Inducers  at  http://
www.fda.gov/cder/drug/drugInteractions/tableSubstrates.htm#major . Information 
on typical marker substrate activities for phase I and II XMEs in liver preparations 
of different species are available on the websites of commercial vendors (Table  26.4 ) 
or, for example, in Refs.  9  and  10 .   

  26.2.2   Experimental Study Design 

 In the following, the principal experimental study designs for investigating meta-
bolic stabilities and metabolite profi les of NCEs in liver microsomes, hepatocyte 
suspensions, and cultured hepatocytes are described. Depending on the test item 
properties and intended purpose of the study (e.g., for screening or a development 
project), manifold variations may be advisable, which cannot be discussed in detail 
here. However, some general points to consider will be highlighted later in the sub-
section  “ Points to Consider. ”  

FIGURE 26.3     Light microscopical picture of plated primary human hepatocytes in culture. 
(Courtesy of GenPharmTox BioTech AG, Martinsried, Germany.) 
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Metabolic Stability and Metabolite Profi le in Liver Microsomes   An aliquot of 
test item stock solution(s) is added to the prewarmed reaction mix(es) including liver 
microsomes of the desired species, incubation buffer, and NADPH or a NADPH 
regenerating system and is incubated at 37    ° C for different time intervals (usually 
10 – 60   min). The reaction is terminated by addition of organic solvent (e.g., ice - chilled 
acetonitrile or methanol) and kept cool during sample preparation. In many cases, 
after centrifugation of the precipitated microsomal components, the supernatant can 
be directly submitted to HPLC - UV/VIS, 6   - FLD,  - RD, and/or  - MS analysis. 

 The loss of parent compound and/or formation of metabolite(s) is calculated 
compared to a zero time point control, a control without test item, and/or a control 
without NADPH to correct for chemical degradation, non - CYP - dependent metabo-
lism, and artifact peaks. From this the rate of metabolism (i.e., metabolic half - life, 
intrinsic clearance, or simply percentage of test compound metabolized/remaining 
after a certain time) and/or qualitative information on the metabolite profi le (i.e., 
minor, intermediate, major abundance of phase I metabolites) is derived.  

Metabolic Stability and Metabolite Profi le in Hepatocyte Suspensions   An aliquot 
of test item stock solution(s) is added to the prewarmed reaction mix(es) including 
hepatocytes of the desired species and incubation buffer and is incubated at 37    ° C 
under slight agitation (e.g., at 40   rpm in a shaking water bath) for different time 
intervals (usually 15 – 120   min, maximum 4 hours). The reaction is terminated by 
addition of organic solvent (e.g., ice - chilled acetonitrile or methanol) and kept cool 
during sample preparation. In many cases, after centrifugation of the precipitated 
hepatocytes and other components, the supernatant can be directly submitted to 
analysis. The loss of parent compound and/or formation of metabolite(s) is calcu-
lated compared to a zero time point control and/or a control with heat - inactivated 
hepatocytes to correct for chemical degradation and artifact peaks. From this the 
rate of metabolism and/or qualitative information on the phase I and II metabolite 
profi le is derived.  

Metabolic Stability and Metabolite Profi le in Cultured Hepatocytes   An aliquot 
of test item stock solution(s) is added to the preincubated hepatocyte culture 
(attachment phase of at least 4 hours, for long - term cultures often overnight) includ-
ing hepatocytes of the desired species and incubation buffer and is incubated at 
37    ° C and 5% CO 2  for different time intervals (usually 2 – 24 hours, maximum several 
days). The reaction is terminated by addition of organic solvent (e.g., ice - chilled 
acetonitrile or methanol) and/or removal of the supernatant and kept cool during 
sample preparation. In many cases, after centrifugation of the precipitated hepato-
cytes and other components, the supernatant can be directly submitted to analysis. 

 The loss of parent compound and/or formation of metabolite(s) is calculated 
compared to a zero time point control and/or a control with heat - inactivated hepa-
tocytes to correct for chemical degradation and artifact peaks. From this the rate of 
metabolism and/or qualitative information on the metabolite profi le is derived. 

 As discussed in Section  26.1.3 , it should be noted that cultured hepatocytes 
in addition allow for the concomitant assessment of several liver function and 

6    HPLC, high performance liquid chromatography; UV/VIS, ultraviolet/visible light detector; FLD, fl uo-
rescence detector; RD, radiometric detection; MS, mass spectrometry. 



toxicological parameters, thereby offering the chance to link potential hepatotoxic-
ity with critical metabolite(s) and identify possible species differences early in drug 
development.

Points to Consider   Low solubility of the test item in aqueous buffer at physiologi-
cal pH is often a challenge in in vitro  drug metabolism studies.   Precipitation in the 
incubation mix is diffi cult to note due to the turbidity of the suspension; light micros-
copy with cultured hepatocytes may sometimes reveal precipitates, but in general 
solubility may already be limited before any precipitate is visible. The situation is 
even complicated by potentially solubilizing effects of lipids and proteins within the 
incubation.

 Usually, stock solutions of the test item in organic solvent such as dimethyl sulf-
oxide, acetonitrile, ethanol, or methanol are prepared to enhance solubility for the 
serial dilution as well as within the actual incubation. If the high concentration stock 
solution was prepared in solvent, serial dilutions should also be prepared with 
solvent — not medium — to assure correct concentrations of the lower concentration 
stock solutions (i.e., to prevent precipitation during the serial dilution). Usually, 
fi nal concentrations of up to 1% organic solvent are employed and tolerated by 
(sub)cellular test systems. However, it should be noted that different solvents inter-
act with different XMEs even at considerably lower concentrations  [36] . Another 
aspect linked with test item solubility is the recovery rate, which, if possible, may be 
worthwhile examining for proper interpretation of in vitro  metabolism data. 

 Test item concentrations generally vary between 0.1 and 100    μ M. In most cases, 
in early development the actual concentration in plasma or liver in vivo  is not known 
but will usually be within this range. For determination of the rate of metabolism, 
lower concentrations of 0.1 or 1    μ M are recommended in order not to overload the 
test system, while higher test item concentrations of 10 or 100    μ M will facilitate 
detection of (minor) metabolites due to a higher absolute amount of metabolism. 
It should, however, be noted that metabolite profi les ( in vitro  and  in vivo !) may 
differ for very high versus very low test item concentrations due to other sets of 
XMEs being preferred; for example, UGTs are low affi nity but high capacity enzymes 
while SULTs show high affi nity but low capacity. Appropriate test system concentra-
tions, buffer composition, and detailed incubation/cultivation procedures may be 
derived from the commercial vendor ’ s information (Section  26.2.3 ) or the refer-
enced literature. 

 Incubation times are generally limited by loss of enzyme activity to about 1 or 2 
hours for microsomes and hepatocyte suspensions, respectively. If minor metabolism 
is observed, incubation times may be extended (for up to 4 hours in suspension 
cultures) or cultured hepatocytes should be used, enabling incubation for up to 
several days. Chemical stability of the test item under the incubation conditions 
should also be considered. 

 For examination of metabolite profi les (see Chapter  27  in this volume), the use 
of a radiolabeled test item is obviously preferable as drug - related peaks are easier 
to differentiate from background and artifacts; metabolites can — at least approxi-
mately — easily be quantifi ed and recovery can be assessed. However, metabolite 
profi les can also be derived from cold test substance if appropriate detection is pos-
sible, for example, by UV/VIS or FLD for absorbing compounds or by full - scan or 
targeted mass detection. In each case, it should be carefully considered which kind 
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of metabolites would be detected — or missed — with the respective analytical method 
given its limitations and the structure and properties of the test compound (see 
Chapter  27  in this volume).   

  26.2.3   Commercial Suppliers and  CRO  s  

 There are a number of commercial sources for liver preparations and/or CROs for 
outsourcing in vitro  metabolism studies (Table  26.4 ). Standard species for which 
microsomes and hepatocytes are available are listed in Table  26.6 . Preparations from 
other species are sometimes also available as  “ custom preparations, ”  however, 
usually at substantially higher costs and sometimes unacceptable timelines.   

 When purchasing liver preparations, besides precharacterization data, quality, 
price, and a well established shipment procedure should be considered. Especially 
when liver preparations of  “ critical ”  species such as minipig (agricultural species) or 
monkey (strict animal welfare legislation) are purchased from vendors abroad, customs 
may delay delivery and biomaterials may degrade if not maintained appropriately. 
Therefore, especially in the case of freshly isolated hepatocytes, although there are 
elaborate shipment procedures established nowadays, it may be preferable to choose 
a local supplier in order to ensure the best possible quality and prompt delivery. 

 While some milligrams of test substance per species should usually be suffi cient, 
it is diffi cult to give even a general rule on costs and timelines for outsourcing studies 
on species comparisons/metabolite profi les due to the many different possible study 
designs (number of replicates, time points, controls, etc.) and analytical methods 
(cold versus radiolabeled test substance, metabolite profi le  “ scan ”  versus metabolite 
identifi cation, etc.).   

 TABLE 26.6    Standard Species a    for Which Microsomes and Hepatocytes Are 
Commercially Available at the Vendors Listed in Table  26.4   (Status August 2006) 

 Species  Strain  Liver Microsomes 
 Cryopreserved 

Hepatocytes
 Freshly Isolated 

Hepatocytes

 Human  Individual donor
Pooled

 +
+

 +
+

 + 

 Monkey  Cynomolgus 
Rhesus
Marmoset

 +
+
+

 +
+
+

 + 

 Minipig  Goettingen 
Yucatan
Sinclair

 +
+
+

 +       

 Dog  Beagle  +  +  + 
 Rabbit  New Zealand White  +  +     
 Guinea pig  Dunkin – Hartley  +  +     
 Hamster  Golden Syrian  +         
 Rat  Sprague – Dawley

Wistar Han
Fischer 344 

 +
+
+

 +
+

 + 

 Mouse  CD - 1
B6C3F1

 +
+

 +  + 

a Additional species may be available as  “ custom preparations. ”    
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  26.3   CONCLUSION 

 Species differences in metabolism may have signifi cant impact on pharmacokinetics 
and toxicity of drugs. Therefore detailed knowledge of comparative metabolism 
across species is key for species selection in preclinical safety testing and interpreta-
tion of any animal data in respect to relevance for humans. Although there are some 
 “ general rules ”  on species differences in drug metabolism and pharmacokinetics, 
experimental testing of individual compounds is conditio sine qua non , as there are 
also numerous more subtle but often decisive distinctions and the metabolic fate of 
an NCE cannot be reliably predicted today. 

 Liver preparations such as tissue slices, hepatocytes, or microsomes are valuable 
and accepted tools for comparative studies on drug metabolism across species in
vitro . While liver microsomes of various species are easily commercially available 
and are standard for screening of metabolic stability, CYP profi ling, and inhibition, 
freshly isolated or cryopreserved hepatocytes in suspension represent a well estab-
lished, commercially readily available, and easy - to - handle  in vitro  system that gener-
ally correctly predicts interspecies differences in phase I and II metabolism of NCEs. 
If longer incubation periods are required (i.e., if the rate of metabolism is low or 
minor metabolites are to be assessed), hepatocyte culture systems may be used. Such 
systems allow in addition for the concomitant assessment of liver function and toxi-
cological parameters within comparative metabolism studies and thereby offer the 
chance to link potential hepatotoxicity with critical metabolite(s) and identify pos-
sible species differences early on. This may help to interpret in vivo  fi ndings and 
their relevance for humans. 

 Although all  in vitro  systems have their inherent limitations and the ultimate 
confi rmation and justifi cation on species selection can only be made after animal 
and human in vivo  metabolite profi les are available,  in vitro  species comparisons 
including human material provide an important — and the only — possibility to ratio-
nalize the species selection for early in vivo  safety studies, and they further offer 
the possibility to compare human and several standard laboratory and potentially 
also nonstandard animal species in a relatively effi cient approach.  
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  27.1   INTRODUCTION 

 In the pharmaceutical and agrichemical arena, transformation of a compound into 
its metabolite(s) via in vivo  or  in vitro  biochemical reactions is referred to as 
biotransformation reactions. Metabolite profi ling refers to the process of identifying 
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all drug related metabolites generated through biotransformation reactions in 
animals or in in vitro  systems. In animals, this process may result in the presence 
of metabolites in the circulation and in any and all tissues as well as the excreta, 
collectively referred to as animal matrices. In general, biotransformation reactions 
deactivate/detoxify xenobiotics and render them more water soluble and hence 
more amendable to excretion (Fig.  27.1a ). This leads to clearance of drugs from 
the body. However, there are clear examples of bioactivation of compounds 
after biotransformation, which may lead to generation of pharmacologically or 
toxicologically active metabolites. As depicted in Fig.  27.1b , biotransformation 
can be benefi cial in timely degradation of drugs so they do not accumulate in the 
body and exert their effects continuously. Also, generation of pharmacologically 
active metabolites can be viewed as a benefi cial aspect of biotransformation. At the 
same time, the process of biotransformation can have deleterious effects on drug 
action when it results in rapid clearance of a drug or transforms it into toxic 
metabolites.   

 The goal of the ensuing discussion is to provide readers unfamiliar with the fi eld 
of drug metabolite identifi cation and profi ling with an overall knowledge of the 
concepts involved and to enable them to understand the literature in this area of 
science.

  27.2   WHY IS METABOLITE PROFILING IMPORTANT? 

 Metabolite profi ling should be conducted as early in the process of drug discovery 
and development as possible for several reasons. 

  27.2.1   Biotransformation - Assisted Drug Design and Discovery 

 By identifying metabolite(s) of a compound in  in vitro  systems early in the discovery 
process, one may uncover the metabolic  “ weak spots ”  on a molecule. Medicinal 
chemists should be informed as soon as metabolites have been identifi ed in order 
to stabilize  “ weak spots ”  on the experimental molecules via chemical modifi ca-
tions. This allows medicinal chemists to engender metabolic stability into and lower 
metabolic clearance of the chemical series of interest in a timely fashion  [1] . 
Additionally, metabolites with chemical features capable of generating adverse 
effects should be pointed out to guide chemists to eliminate progenitors to such 
moieties.

  27.2.2   Discovery of Pharmacologically Active Metabolites 

 In some instances, biotransformation of a drug can lead to a pharmacologically 
active metabolite (Fig.  27.1a ). Although one may envision a more extensive defi ni-
tion, the literature defi nes a pharmacologically active metabolite as a metabolite 
with activity against the same pharmacological target as the parent drug  [2, 3] . 
An example of a published pharmacologically active metabolite is Clarinex TM

(desloratadine), which is a metabolite of Claritin TM  (loratadine) with a 10 - fold 



    FIGURE 27.1     (a) Drug metabolism results in deactivation or bioactivation of a drug. Bio-
activation of a drug leads to formation of either pharmacologically or toxicologically active 
metabolites. Toxic metabolites may or may not be chemically reactive in nature. (b) Drug 
metabolism is a process that can be viewed as benefi cial or deleterious depending on the 
outcome. It may be benefi cial if it generates pharmacologically active metabolites and 
degrades the drug slowly. However, it will be viewed as a deleterious process if it generates 
reactive metabolites and/or results in rapid clearance of drugs. 
 

(a)

(b)

increase in its potency, longer half - life, and greater exposure  [2] . Other examples 
include 6 -  O  - glucuronide of morphine with higher levels of exposure and lower 
incidences of side effects, Allegra TM  (fexofenadine) with no cardiac side effects as 
opposed to terfenadine, its parent drug, and Zyrtec TM  (cetirizine) with a higher 
affi nity for H1 receptor and a lack of distribution to brain (therefore nonsedative) 
as opposed to its parent drug, Atarax TM  (hydroxyzine). 

 Early knowledge of the metabolic profi le of a compound allows one to monitor 
it in plasma during pharmacokinetic (PK) and effi cacy studies. In the discovery 
setting, this establishes the relevance of metabolites generated  in vitro  to  in vivo  

WHY IS METABOLITE PROFILING IMPORTANT?  939



940 METABOLITE PROFILING AND STRUCTURAL IDENTIFICATION

fi ndings and potentially uncovers pharmacologically active metabolites. Knowledge 
of active metabolites can assist in establishment of better PK/PD (pharmacokinetic/
pharmacodynamic) correlations. Determination of the extent of contribution of an 
active metabolite to the effi cacy of a drug is needed for more accurate dose selection 
in the clinic. Furthermore, pharmacologically active metabolites can be synthesized 
and tested as potential drugs themselves  [3] .  

  27.2.3   Detection of Toxicologically Active Metabolites 

 Early identifi cation of metabolites may assist in safety assessment of molecules in 
the discovery process. From a regulatory and safety perspective, it is critical to 
demonstrate that all human metabolites are present in animal species tested in 
toxicology studies. This could be partially assessed by conducting in vitro  studies 
with hepatocytes, S9 fractions, or microsomes from human and preclinical species, 
as discussed later. 

 In 2002, a group of scientists from the pharmaceutical industry proposed a guide-
line,  “ metabolites in safety testing ”  or  “ MIST, ”  for assessing the safety of metabolites 
 [4] . It was primarily proposed that human metabolites present in circulation at 25% 
or more of the total drug related material should be considered for testing. In 2005, 
in order to address this issue, the U.S. Food and Drug Administration (FDA) put 
forth a draft guidance ( http://www.fda.gov/cder/guidance/6366dft.pdf ). This docu-
ment makes recommendations on when and how to identify, characterize, and 
evaluate major metabolites or metabolites unique to humans for safety. Unique 
metabolites are defi ned as metabolites that occur in humans only, and therefore 
have not been adequately tested for safety in preclinical species in toxicology 
testing. Major metabolites are defi ned as those identifi ed in human plasma that 
account for greater than 10% of the drug related material (administered dose or 
systemic exposure, whichever is less), which again were not present in the preclinical 
species at signifi cant amounts. The FDA recommends that attempts be made to 
identify any major metabolites or metabolites unique to humans, as early as possible 
so these molecules can be synthesized and properly tested for safety in a timely 
manner. It is warned that discovery of major metabolites or metabolites unique to 
humans late in the development process can cause delays and have possible implica-
tions for marketing approval of new drugs. 

 Although a cutoff point of 10% of circulating drug related material is used by 
the FDA, the Environmental Protection Agency (EPA) regards the threshold for 
metabolite identifi cation and toxicological testing at 5%  [5] . There are clear exam-
ples of metabolites circulating at levels below 10%, which have been reported to 
cause toxicity. Therefore it has been stated by the FDA that the issue of safety con-
cerns should be handled on a case - by - case basis regardless of how a  “ major metabo-
lite ”  is defi ned  [5] . 

 Some examples cited by the FDA include felbamate, cyclophosphamide, and 
acetaminophen. Felbamate, used for the treatment of epilepsy, has been associated 
with aplastic anemia and hepatotoxicity, both attributed to a reactive metabolite, 
atropaldehyde  [6] . Atropaldehyde is found as a mercapturic acid urinary metabolite 
(∼ 2% of felbamate concentration in urine) and mercapturic alcohol ( ∼ 13% 
of felbamate concentration in urine). Cyclophosphamide is not directly cytotoxic. 
However, it is metabolized to several toxic metabolites, one of which, 4 - 



hydroxycyclophosphamide, represented about 8% of total plasma exposure  [7] . 
Acetaminophen liver toxicity is attributed to  N  - acetyl -  p  - benzoquinonimine 
(NAPQI), detected in urine as thioether metabolites. The thioethers constitute 
approximately 9% of a therapeutic dose of acetaminophen  [8] . Figure  27.2  shows 
the decision tree presented by the FDA regarding metabolite testing for safety. It 
is important to note that reactive metabolites often are too reactive to remain in 
the matrix. This makes their detection in circulation diffi cult and they may only be 
observed as conjugates in excreta or not detected at all (bound residues in tissues). 
Reactive metabolites have been implicated in idiosyncratic reactions as well. This 
is a subject worthy of a lengthy discussion; however, it is not the focus of this chapter 
so the reader is referred to a recent review article on this subject  [9] . In brief, more 
than 10% of acute liver failures from consumption of drugs are due to idiosyncratic 
reactions. Liver failure is now a leading cause of drug failure in the clinic. Remark-
ably, most routine animal toxicology testing fails to predict this problem in humans. 
In fact, idiosyncratic reactions do not occur in most patients at any dose, but, when 
they take place they can be fatal. These reactions are characterized by immune 
reactions and are generally referred to as hypersensitivity, allergic, type B, or type 
II reactions.   

 Smith and Obach  [10]  have proposed that decisions regarding safety testing of 
metabolites should be based on absolute abundance of the molecules rather than 
their relative abundance (compared to the parent) as was proposed by MIST or 
FDA guidelines. This suggestion was based on the consideration that the presence 
of a metabolite as some percentage of the parent drug does not convey the concen-
trations to which an animal or target cells are exposed. For example, given equal 
potencies, exposing an animal to a metabolite present at 1% of the dose of drug A 
dosed at 100   mg/kg would constitute a greater risk than exposing the same animal 
to a metabolite present at 50% of drug B dosed at 1   mg/kg. These authors have 

    FIGURE 27.2     FDA decision tree for safety testing of metabolites. 
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proposed a new fl owchart for metabolite testing. The reader is encouraged to follow 
the development of this matter carefully by looking for future FDA guidelines. 

 It is noteworthy that all of the guidelines or recommendations just discussed 
require a human study using radiolabeled drugs to conduct thorough metabolite 
identifi cation and profi ling studies before accurate measurements of each circulat-
ing metabolite can be assessed.   

  27.3   HOW ARE METABOLITES GENERATED? 

 Although many organs are capable of metabolizing xenobiotics in animals, the liver 
is universally recognized as the major site of drug metabolism. Therefore, it is 
common to use hepatic subcellular fractions such as microsomes and S9 fractions 
for the generation of metabolites. Some of the advantages offered by the use of 
subcellular fractions include relative ease of preparation (Fig.  27.3 ), ease of storage, 
commercial availability, relative low cost, fl exibility in the manner of use, amenabil-
ity to high throughput screening, and utility in mechanistic studies with inhibitors. 
The disadvantages of the use of microsomes and S9 fractions include potential 

    FIGURE 27.3     A scheme for preparation of subcellular fractions. Buffers other than phos-
phate buffer may be used provided the pH values indicated are observed. 
 



inactivation of some enzymes during preparations (FMOs), loss of cellular compart-
mentalization, lack of all cellular enzymes resulting in limited metabolism, and 
absence of cofactors, which will need to be added or regenerated during the course 
of an incubation. Consequently, the utility of intact hepatocytes offers a viable and 
advantagous alternative for generation of hepatic metabolites. When prepared cor-
rectly  [11] , these cells have all their subcellular fractions and compartments intact 
and functioning, do not require cofactors, will provide sequential metabolism of 
compounds, and are therefore more representative of in vivo  metabolism. Addition-
ally, hepatocytes are correctly predictive of interspecies differences in drug metabo-
lism  [12] . The most important factors prohibiting the use of hepatocytes are that it 
is more complicated to isolate intact fresh hepatocytes than subcellular fractions, it 
is more costly to procure commercial cryopreserved hepatocytes, and there are 
limitations associated with cell viability during incubation and freezer storage. It has 
been recommended that the incubation of hepatocyte suspensions should not exceed 
4 hours  [12] . It was demonstrated that while this period is suffi ciently long to deter-
mine metabolic stability and to allow generation of the main metabolites of a test 
compound, it may be too short to allow generation of some minor, particularly phase 
II, metabolites  [12] .   

 Regardless of which  in vitro  system is used, it is recommended that human bio-
logical reagents be utilized in parallel to those from animal species used for phar-
macokinetic and effi cacy studies. This allows the investigator to quickly determine 
species differences in metabolite generation and have a chance for an early look 
into the possibility of formation of metabolites unique to humans. Furthermore, 
such studies may unravel species differences in rates of clearance and assist in selec-
tion of animal species most relevant to the human. Additionally, they assist in 
determination of whether the metabolic clearance is the cause of rapid clearance in 
animal species used in PK studies. 

 In addition to the  in vitro  mixtures, animal matrices are valuable sources of 
metabolites. These matrices include plasma, urine, bile, feces, and specifi c tissues. In 
order to better understand when and how to best utilize these matrices, one must 
understand the anatomy and physiology of the test subject. Figure  27.4  is a diagram 
of the anatomical features of an animal as it relates to drug metabolism. As can be 
observed, after oral administration (left side of the diagram) a drug enters the 
stomach and is exposed to gastric hydrochloric acid. In humans, the pH of the 
stomach can be as low as 1 during the fasted state and as high as 5 in the fed state 
 [13] . In animals, varying levels of acidity are observed in different species  [14] . The 
low pH may result in chemical degradation of drugs in the stomach. The basicity of 
the gastrointestinal tract is elevated going from the stomach to the colon and 
rectum, where the pH is around 8  [15] . In the small intestine, hydrolytic enzymes 
secreted by the pancreas may metabolize a drug. The large intestine has a large 
reservoir of microbial populations, which can perform hydrolytic and reductive 
biotransformations of the drugs and/or their metabolites. These metabolites, along 
with any unchanged drug molecules, are excreted in the feces.   

 The major site of absorption is the small intestine. A drug molecule and/or its 
metabolites or degradation products can be absorbed through the wall of the 
small intestine and enter the portal vein. The intestinal epithelial cells, also known 
as enterocytes, are enzymatically active and can metabolize xenobiotics. Once 
these molecules enter the portal vein, they are carried to the liver, where further 
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metabolism may take place; a process referred to as  “ fi rst - pass effect. ”  Some of the 
unmetabolized drug and/or its metabolites may be secreted into the bile and return 
to the small intestine via the bile duct. A fraction of these molecules can be reab-
sorbed through the small intestine wall and enter the portal circulation again, a 
process referred to as  “ enterohepatic recirculation. ”  When molecules leave the liver 
they enter the hepatic vein and move toward the systemic circulation, which in turn 
carries them to the peripheral tissues and organs. These molecules can go back into 
the systemic circulation and travel back to the liver and bile duct. Other molecules 
present in circulation can enter the lung and kidney, both of which are metabolically 
active organs. In the lung, drug molecules can be converted into metabolites or be 
extensively metabolized to CO 2  and exhaled. In the kidney, both parent drugs and 
their metabolites can be fi ltered out of circulation at the glomerulus or be secreted 
out by the epithelial cells of the loop of Henle into the urine  [13] . These molecules 
are then excreted in urine (or may be reabsorbed within the loop of Henle). Blood 
itself is a metabolizing tissue, which has circulating enzymes such as esterases. Addi-
tionally, cells such as neutrophils in the blood contain myeloperoxidases capable of 
metabolizing drugs  [16] . 

 In the following sections, examples describe how some of the matrices described 
earlier may be used in metabolite profi ling. In PK and effi cacy studies, plasma 
samples are prepared routinely from serially collected systemic blood. Identifi cation 
of circulating metabolites in PK studies can prove very valuable in validating the 
importance of the metabolites identifi ed in  in vitro  studies. Also, by simultaneous 

    FIGURE 27.4     A schematic of mammalian anatomy as it relates to drug metabolism. 
 



monitoring of a parent compound and its circulating metabolites, one may be able 
to identify pharmacologically active metabolites. This is helpful when there are 
inconsistencies between maximum plasma concentration and the time to reach that 
concentration and the maximum effi cacy and the time to reach that effect for a drug 
candidate. Of course, it is important to note that delayed effects are not always due 
to late forming metabolites and can simply be due to delayed pharmacological 
effects of a parent molecule. When animals are dually cannulated in the bile duct 
and portal vein (Fig.  27.4 ), metabolite profi ling of the blood from the portal vein 
offers a way to differentiate between hepatic and prehepatic (intestinal) metabo-
lism. In these studies, it is imperative to have animals dually cannulated to prevent 
hepatic metabolites from enterohepatic recirculation via the bile duct (Fig.  27.4 ).  

  27.4   WHAT ARE BIOTRANSFORMATION REACTIONS AND HOW DO 
THEY GENERATE REACTIVE METABOLITES? 

 Enzymatic reactions responsible for the transformation of xenobiotics to their 
metabolites are referred to as biotransformation reactions. As mentioned previously, 
these reactions are generally designed to render xenobiotics more water soluble and 
therefore more amenable to excretion. The liver is the main site of biotransforma-
tion. However, other organs, although usually not to the same extent, are capable of 
participating in this process. These reactions reduce the half - life of a compound 
and diminish its oral bioavailability due to the fi rst - pass effect in the liver. Tradition-
ally, biotransformation reactions are grouped into phase I and phase II reactions 
(Table     27.1 ).   

 TABLE 27.1    List of Phase I and II Drug Metabolizing Enzymes 

 Enzyme  Reaction 

 Phase I 
    Cytochrome P450s (CYP450)  Oxidation and reduction 
    Monoamine oxidases (MAOs)  Oxidation 
    Flavin - containing monooxygenases (FMOs)  Oxidation 
    Alcohol dehydrogenases (ADHs)  Oxidation and reduction 
    Aldehyde dehydrogenases (ALDHs)  Oxidation and reduction 
    Xanthine oxidases (XOs)  Oxidation 
    Epoxide hydrolases (EHs)  Hydrolysis 
    Carboxylesterases and peptidases  Hydrolysis 
    Carbonyl (keto) reductases  Reduction 
 Phase II 
    UDP - glucuronosyltransferase  Glucuronidation 
    UDP - glycosyltransferase  Glycosidation 
    Sulfotransferase  Sulfation 
    Methyltransferase  Methylation 
    Acetyltransferase  Acetylation 
    Amino acid transferases  Amino acid conjugation 
    Glutathione -  S  - transferase  Glutathione conjugation 
    Fatty acid transferases  Fatty acid conjugation 
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 Phase I reactions include hydrolytic, reductive, and oxidative reactions. Esterases, 
amidases, and epoxide hydrolases are among the hydrolytic enzymes. There are 
many reductive enzymes such as keto - reductases that catalyze phase I reactions. 
Finally, oxidative reactions of phase I enzymes are catalyzed by cytochrome P450s, 
dehydrogenases (i.e., alcohol or aldehyde dehydrogenases), and fl avin - containing 
monooxygenases (FMOs). These highly prevalent oxidative reactions serve to intro-
duce hydroxyl groups on xenobiotics as well as to modify molecules by oxidative 
N - , S - , and O - dealkylations, which in turn serve to generate free amines, sulfhydryls, 
and alcohols. A survey of 300 commonly prescribed drugs from multiple therapeutic 
areas has revealed that cytochrome P450s are responsible for the biotransformation 
of about half of the marketed drugs  [17] . Cytochrome P450s are a superfamily of 
heme - containing isozymes. They are embedded primarily in the lipid bilayer of the 
endoplasmic reticulum of liver cells, which are converted into microsomes during 
homogenization of liver samples. These enzymes have broad substrate specifi cities 
and require reduced nicotinamide adenine dinucleotide phosphate (NADPH) as a 
cofactor. The dominant cytochrome (CYP) isozymes involved in human metabolism 
of drugs are CYP3A4, CYP2D6, CYP2C9, CYP2C19, CYP1A2, and CYP2E1; 
ranked according to their order of importance  [18] . CYP3A4 were found to be 
responsible for ∼ 40% of CYP - catalyzed drug metabolism. 

 Phase II reactions catalyzed by transferases are characterized as conjugation 
reactions (Table     27.1 ). These include glucuronidation, sulfation, glutathione and 
amino acid conjugation, acetylation, and methylation reactions of drugs. Glucuroni-
dation reactions, catalyzed by uridine - diphosphoglucuronosyltransferase or UDPGT 
(microsomal) using UDP - glucuronic acid (UDPGA) as the endogenous reagent, 
are the most common phase II reactions. UDPGTs are ubiquitous to most tissues 
 [18] . The net result of this reaction is addition of  β  - glucuronic acids to alcohols, 
carboxylic acids, amines, and sulfhydryls. These glucuronides can be deconjugated 
by β  - glucuronidases, which are often used as biochemical tools to free the parent 
compound during the metabolite identifi cation process. Drug glucuronide conju-
gates formed in the liver or intestinal enterocytes are excreted into the small intes-
tine after secretion into the bile. Once in the small intestine, these conjugates can 
be hydrolyzed back to the parent drug by β  - glucuronidases secreted into the lumen 
of the small intestine by the pancreas. The drug molecule can then be reabsorbed 
(enterohepatic recirculation). The kidney is also a signifi cant site of glucuronidation 
and is capable of excretion of glucuronides into the urine. 

 It is not the objective of this chapter to discuss all the biotransformation reactions 
extensively, as this subject has been reviewed at length in comprehensive review 
articles  [19, 20] . However, a brief overview of this subject is presented to provide 
the reader with the basic understanding of the subject. Selected examples of phase 
I biotransformation reaction mechanisms are presented in Fig.  27.5 . These general 
reactions show oxidation of double bonds, heteroatoms, and carbons. Mechanisms 
of oxidation alpha to heteroatoms like nitrogen, oxygen, and sulfur, which ultimately 
can lead to cleavage of the carbon – heteroatom bonds, are also depicted. It is worth 
discussing the reaction mechanism for glucuronidation (Fig.  27.6 ) because of its 
prevalence and implication in the development of adverse effects, which will be 
discussed later. As can be observed, the lone pairs of electrons from an alcohol 
conduct an SN2 attack on the anomeric carbon of glucuronic acid, which has a 
phosphoester linkage to the uridinyldiphosphate molecule in UDPGA. This results 



    FIGURE 27.5     Selected examples of P450 oxidative reaction mechanisms. 
 

in a substitution of the UDP, an inversion of the bond into a  β  - bond and hence, 
formation of a  β  - glucuronide conjugate.     

 Reactive metabolites have become an increasingly important topic of discussion 
in recent years due to the adverse effects associated with them. They are the unin-
tended products of what was traditionally referred to as  “ detoxifi cation pathways ”  
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 [21] . In general, reactive metabolites can be categorized as electrophilic or nucleo-
philic compounds (Fig.  27.7 ). After metabolic activation into a nucleophilic com-
pound, a xenobiotic can react with an electrophilic endogenous molecule and form 
a stable covalent bond. Xenobiotics with a potential to form electrophilic metabo-
lites draw reactions from nucleophilic endogenous molecules and form adducts. In 
such a way, reactive metabolites can cause enzyme deactivation, lead to off target 
toxicity, and cause idiosyncratic reactions. As shown in Fig.  27.8 , the methylene-
dioxyphenyl moiety present in many xenobiotics such as Ecstasy (methylenedioxy-
amphetamine, MDA) can be metabolized to a nucleophilic carbene metabolite, 
which can covalently bind the heme group within the active site of P450s like 
CYP2D6, hence resulting in severe toxicity  [22] . Demethylenation of the methyl-
enedioxy moiety may play a role in the toxicity of such groups due to formation of 
quinone type intermediates    [20, 23] . Aniline is an example of a compound that can 
be metabolized to form an electrophilic reactive metabolite, namely, a reactive 
nitrene (Fig.  27.8 ).     

    FIGURE 27.6     UDPGA transferase mechanism of glucuronidation. A conjugating nucleo-
phile displaces the uridinyldiphospho   moiety of UDPGA by an SN2 attack on the anomeric 
carbon of glucuronic acid. 
 

    FIGURE 27.7     Covalent binding to cellular constituents can be conducted by nucleophilic 
or electrophilic reactions. 
 



    FIGURE 27.8     Selected examples of nucleophilic and electrophilic reactions of reactive 
metabolites. 
 

 Diclofenac, a widely used nonsteroidal anti - infl ammatory drug (NSAID), can 
cause a rare but serious hepatotoxicity  [24] . Around four in 100,000 users (180 con-
fi rmed cases in the fi rst three years of marketing in the U.S.) of diclofenac users 
developed severe liver damage with an 8% rate of fatality  [24] . Diclofenac contains 
two masked anilines and a carboxylic acid moiety, all of which provide opportunities 
for reactive metabolite formation. Figure  27.9  describes biotransformation of the 
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anilinic groups of diclofenac into electrophilic reactive metabolites capable of 
binding nucleophilic molecules. As shown, the two aromatic rings can be hydroxyl-
ated  para  to the nitrogen by CYP2C9 and CYP3A4 or myeloperoxidases (MPOs). 
Further metabolism results in the two respective  para  - aminoquinones, which can 
undergo nucleophilic attacks at  meta  positions to the nitrogen by nucleophiles like 
glutathione or macromolecules to form covalent adducts. The carboxylic acid moiety 
on this, as well as many other drugs, is a suitable site for acyl glucuronidation.   

 A glucuronide conjugate of a carboxylic acid is referred to as an acyl glucuronide. 
Acyl glucuronides, but not ether glucuronides (of alcohols), have been implicated 
in irreversible binding of proteins resulting in haptenization and immune reactions. 
The fi rst documentation of such adduct formation was by Smith et al.  [25]  using 
zomepirac, an NSAID with adverse effects, in human plasma and  in vitro  using 
albumin. The mechanism of toxin formation was described as shown in Fig.  27.10 , 
based on mechanisms previously described for reaction of bilirubin glucuronides 
 [26] , glycosylation of hemoglobin  [27 – 29] , and albumin  [30, 31] . As illustrated in Fig. 
 27.10 , a 1 -  O  - acyl glucuronide, which is formed via the mechanism described in Fig. 
 27.6 , can undergo several routes of metabolism. The arrow labeled as  1  shows intra-
molecular migration of the constituent. During this process the hydroxyl group on 
C2 of the glucuronic acid substitutes the hydroxyl group of the anomeric carbon 
(C1) via an SN2 reaction. This process is referred to as  “ acyl migration ”  and the acyl 
group can continue to migrate to the other hydroxyl groups on C3 and C4. The 
transacylated metabolite, 2 -  O  - acyl glucuronide, can exist in two isomeric forms, one 
of which can undergo a ring opening to yield a reactive aldehyde. Reaction of this 
aldehyde with an amino group on a protein, referred to as  “ glycation ”  of the protein, 
results in a Schiff base formation. This constitutes a stable covalent linkage of the 
acyl group to the protein mediated by the glucuronic acid. At this point, the acyl 
group – protein complex is haptenized and recognizable by the immune system as an 
antigen. Formation of antibodies against this hapten will be problematic and a 

    FIGURE 27.9     Potential bioactivation of diclofenac to reactive species. 
 



potential reason for idiosyncratic reactions. Indeed, circulating antibodies against 
diclofenac – liver protein adducts have been detected in the sera of seven out of seven 
patients with diclofenac - induced hepatotoxicity  [24] .   

 Additionally, the same observation was made in 12 of 20 subjects on diclofenac 
without hepatotoxicity, and none of the control subjects had this circulating anti-
body  [24] . The other path for an acyl glucuronide metabolism is path  2  in Fig.  27.10 . 
In this case, a nucleophilic moiety such as an amine, sulfhydryl, or hydroxyl group 
of another molecule will displace the glucuronide moiety to form an acyl amide, 
thioester, or ester. If these transacylating groups are positioned on macromolecules, 
haptenization may take place depending on the stability of the covalent bond, this 
time through a direct linkage of the xenobiotic to a macromolecule. 

 In order to understand whether reactive metabolites are formed by a drug or 
drug candidate and to estimate the extent of their formation, elaborate methods 
have been developed using trapping agents  [32] . From a practical standpoint, during 
the course of drug discovery and development, most compounds with reactive 
metabolites, if capable of generating signifi cant adducts and adverse effects, will be 
excluded due to their poor pharmacokinetics (i.e., exposure) or  in vitro  and  in vivo  
toxicity. Furthermore, it is diffi cult to justify eliminating a compound from the dis-
covery process simply based on its ability to form reactive metabolites, unless these 
data are coupled with toxicity data. This is because there are  in vivo  mechanisms to 
degrade most covalently bound adducts and prevent adverse effects. Until there are 
elaborate correlations established to link particular types and levels of adduct for-
mation to incidences of adverse effects and idiosyncratic reactions, the utility of 
reactive metabolite trapping experiments in the discovery setting is unclear. This is 
particularly true in most discovery groups because to quantitate the extent of adduct 

    FIGURE 27.10     Formation of an acyl glucuronide and its reactivity. 
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formation, radiolabeled drugs are needed and these generally are not available in 
the early discovery process. However, trapping experiments may be useful in con-
fi rming or removing doubts about specifi c chemical moieties ’  ability to generate 
reactive metabolites if such moieties are associated with toxicity.  

  27.5   HOW ARE METABOLITES ISOLATED AND IDENTIFIED? 

 Many techniques are employed for isolation and identifi cation of metabolites. Due 
to the complexity of matrices that contain metabolites, often one has to use a chro-
matographic method to separate metabolites from each other and from unrelated 
chemical entities such as endogenous compounds. In the past, gas or liquid chroma-
tography (GC or LC) was used to accomplish such a task. Analytes were fi rst 
extracted from the matrices using volatile organic solvents and injected onto a GC 
column. The compounds of interest eluting off the GC column could be condensed 
and isolated into cooled vessels and reconstituted in appropriate solvents for the 
purpose of structural analysis. In the case of liquid chromatography, analytes eluting 
from the LC column were collected manually or using an automated fraction col-
lector. After evaporation of the LC solvent, analytes of interest were reconstituted 
into solvents appropriate for structural analysis. 

 With development of tandem gas chromatography/mass spectrometry (GC/MS), 
the need for isolation of analytes was eliminated. GC/MS methods for the study of 
metabolites had a limitation in that the metabolites of interest had to be volatile or 
had to be derivatized to become volatile enough to elute off a GC column and enter 
into the mass spectrometer  [33] . This added a degree of complexity to metabolism 
studies, because not only a derivatization step was required, but also the heat used 
to volatilize the analytes could cause chemical degradation of the analytes. With the 
advent of tandem liquid chromatography/mass spectrometry (LC/MS), the need for 
sample collection was alleviated. In LC/MS studies, each analyte eluting from the 
LC system enters the mass spectrometer for structural analysis. In addition to LC/
MS techniques, there are other methods that couple the LC separation to a variety 
of techniques such as UV, IR, and NMR. The main focus of this discussion is modern 
LC/MS techniques due to the dominant role of mass spectrometry in metabolite 
identifi cation. 

  27.5.1   Mass Spectrometry 

 The goal of this discussion is to provide the reader with a basic understanding of 
mass spectrometry as it relates to the identifi cation of metabolites. Therefore, 
detailed information regarding the architecture of mass spectrometers will not be 
provided. A mass spectrometer is an instrument designed to distinguish gas - phase 
ions according to their mass - to - charge ( m / z ) ratios. Figure  27.11  depicts an over-
simplifi cation of an LC/MS instrument. Generally, analytes separated by the LC 
column enter a chamber referred to as an ion source before entering the high 
vacuum chamber of a mass spectrometer via a vacuum interface component. The 
mass analyzer components, as well as the mass detector unit, are placed in a high 
vacuum chamber to minimize the possibility of intramolecular collisions and to 
assist in movement of the ions toward the detector. The mass analyzers may be 



operated with electric, magnetic, or both fi elds. These fi elds are utilized to move ions 
to the detector after they enter the high vacuum environment in order to produce 
a signal. The mass - to - charge ratios (and not just the mass) of ions are responsible 
for separation of the ions in the electrical and/or magnetic fi elds.   

  Ion Generation     Analytes are introduced into a mass spectrometer via an interface 
called a probe. Details of how an ionization probe operates are not discussed here. 
It is only pointed out that the analytes suspended in the HPLC solvent pass through 
a capillary tube within the probe and are introduced into the ion source chamber 
(discussed later) as a fi ne mist of droplets. There are several ways in which analytes 
may be ionized in LC/MS. Atmospheric pressure ionization (API) is a term used 
commonly to refer to the technique used to generate ions in the ion source and 
prior to entry into the chambers operated under vacuum. API techniques include 
electrospray ionization (ESI), atmospheric pressure chemical ionization (APCI), 
and atmospheric pressure photoionization (APPI). All of these are referred to as 
soft ionization techniques. 

   •      In the ESI technique, the ions are generated in the mobile phase of the HPLC 
by adding a proton donor such as acetic or formic acid or a proton acceptor 
such as ammonium hydroxide. ESI is a solution phase, soft ionization technique 
used for any type of analyte, regardless of its volatility. With this technique, 
special attention should be paid to the p K  a  of the analyte and the pH of the 
mobile phase to ensure ionization and to determine whether positive or nega-
tive ions will be generated. This in turn determines whether the mass spectrom-
eter should be operated under positive or negative modes. While ESI can be 
used for most analytes, it seems to be very effective in analysis of polar com-
pounds with large mass ranges. In ESI, the ions are generated in [M + H] +  or 
[M  −  H]  −   depending on the mode used.  

   •      In the APCI technique, the analytes reach the ion source in a neutral state. They 
become vaporized within the HPLC mobile phase using temperature and appli-
cation of a high voltage needle positioned into the corona discharge. This leads 

    FIGURE 27.11     An oversimplifi ed depiction of the components in a triple - quadrupole mass 
spectrometer. 
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to their gas phase ionization through a complex process. APCI is typically used 
for analytes of medium to low polarity that have some volatility. This technique 
is often used with small molecules with molecular weights of up to ∼ 1500 
daltons and is extremely robust and not subject to minor changes in buffers 
and/or buffer strength. As was the case for ESI, APCI can be operated in both 
positive and negative ion modes.  

 •   APPI is the newest of the three techniques. It is another gas - phase ionization 
technique, where the ionization is accomplished using a UV light source. The 
ions are generated in positive mode only and in the form of [M] +  and [M + 
H]+ .    

 Once the ions are formed they leave the ion source and enter the fi rst vacuum 
region of the mass spectrometer, commonly referred to as  “ Interface to Vacuum, ”  
through a narrow orifi ce leading to an ion transfer capillary tube. These ions then 
move toward the ion guides (quadrupoles 00 and 0 or Q00 and Q0). Ion guides are 
multipole rod assemblies that operate with radiofrequency (RF) voltage. In this 
environment, all ions have a stable trajectory and pass through the system while 
being focused into ion beams on their way to the mass analyzer. All the neutral and 
oppositely charged ions are pumped away or crash into the surface before the orifi ce 
of the capillary tube. Regardless of the type of ionization, the differences in the 
design and utility of the mass analyzer differentiates different types of mass 
spectrometers.

Mass Analyzers 

Triple Quadrupole     In a triple quadrupole or  “ triplequad ”  mass spectrometer, the 
mass analyzer is divided into three segments, each referred to as a quadrupole or a 
quad. The reason for the name is that each quadrupole consists of four poles or rods 
assembled parallel to each other (Fig.  27.12 ). Rods opposite each other in the quad-
rupole assembly are considered a pair. Voltages of the same amplitude and polarity 
are applied to an opposing pair of rods. The voltages applied to the other pair are 
the same amplitude, but opposite polarity. As the polarity of voltages in each pair 
of rods oscillates between positive and negative, the ions of interest within each 
quadrupole are focused and directed toward the detector end of the instrument. In 

FIGURE 27.12     Movement of ions through a quadrupole. 



addition to focusing ions, quadrupoles act as selection devices. The voltages used 
are of AC and DC nature and because the frequency of the AC voltage is in the 
radiofrequency range, it is referred to as RF voltage. When selecting for a specifi c 
ion, the amplitudes of RF and DC voltages are kept constant, only ions with an m / z
that resonate with that particular condition will have stable trajectories to pass 
through the quadrupole assembly to be detected. All other ions will be destabilized 
and crash onto the rods and become eliminated. In cases where the RF and DC 
voltages are ramped up, a process referred to as scanning upward, ions of succes-
sively higher m / z  ratios will be mobilized and reach the detector through stable 
trajectories. Therefore the ratio of the RF to DC voltages determines the ability of 
the mass spectrometer to separate ions of different m / z  ratios.   

 The fi rst and third quads (Q1 and Q3) are mass analyzers, which, depending on 
the type of experiment, can be confi gured in a specifi c manner to detect an ion of 
interest. The second quad (Q2) is a collision cell fi lled with an inert gas like argon 
when conducting collision - induced dissociation (CID) or MS/MS (MS 2 ) experi-
ments. CID is a transfer of energy to an ion through collision with a neutral molecule 
(inert gas) resulting in vibration, cleavage, and/or rearrangement of one or more 
bonds on the ion. The weakest bonds in an analyte cleave fi rst and to a greater 
extent resulting in fragments. The resulting fragments are used to assemble the 
structure of the parent ion. One limitation of a triple quad mass spectrometer is that 
it will not conduct MS experiments beyond MS 2 . While for most metabolite identi-
fi cation projects MS 2  data is suffi cient in determining general sites of metabolism 
on a molecule, for a more detailed analysis one may resort to an ion - trap instrument 
(as described later). Triple quads can be used to conduct several types of experi-
ments. These include full scan, selected ion monitoring, product or daughter ion scan, 
precursor or parent ion scan, selected or multiple reaction monitoring (SRM or 
MRM), and constant neutral loss scan. 

full scan mass spectrometry     Full scan is an MS 1  experiment, which is used to 
detect any molecule with an m / z  within a certain range in the analyzed sample. A 
full scan experiment is inclusive of all ionizable molecules in the matrix that enter 
the mass analyzer and fi t the mass range criteria designated by the operator. Figure 
 27.13  depicts the steps involved in conducting a full scan experiment. As shown in 
Fig.  27.13 , in an MS 1  experiment, Q1 is set to scan the mass range of interest, while 
Q2 and Q3 are turned off and Q2 does not contain any collision gas. Alternatively, 
Q1 and Q2 can be turned off while only Q3 is in the scanning mode. The mass range 
of interest is scanned by ramping RF/DC voltages to select ions from the lowest to 
highest m / z  repeatedly and once every few milliseconds (scan time). Every ion 
exiting Q1 then gains a clear path through Q2 and Q3 to an electron multiplier 
detector and its m / z  is recorded. In an LC/MS experiment, as analytes are separated 
by the chromatography column, they enter the mass spectrometer one by one and 
this, coupled with the fast scanning capability across a mass range, generates a total 
ion chromatogram (TIC), which includes all ions eluting from the HPLC. The data 
output obtained from a full scan experiment is a TIC and a mass spectrum associ-
ated with each TIC signal (Fig.  27.13 ). It should be noted that the selected mass 
range is shown on the x  - axis of each mass spectrum.   

 As was mentioned before, full scan experiments can be used to gather data on 
all the ionizable compounds in a mixture. Once this process is fi nished, one can 

HOW ARE METABOLITES ISOLATED AND IDENTIFIED? 955



956  METABOLITE PROFILING AND STRUCTURAL IDENTIFICATION

search for a specifi c ion (a process referred to as  “ mass extraction ” ), to detect the 
presence of compounds with a specifi c  m / z . The limitation of this experiment is that 
one cannot distinguish the compound of interest from isobaric compounds because 
a full scan dataset only provides information on the overall mass of a compound, 
and not its structural features. In cases when the operator is limited to the use of a 
single quad mass spectrometer and is unable to perform MS 2  experiments, any TIC 
peak that shows the  m / z  of interest may be collected as it elutes from the HPLC 
and further analyzed by other techniques such as NMR.  

    FIGURE 27.13     A schematic of a full scan experiment. All ions pass through the triple 
quadrupole mass spectrometer to be detected. A full scan TIC and mass spectra are 
generated. 



selected ion monitoring     This experiment is useful to detect minute quantities of 
a known analyte in a complex mixture. Therefore, while it is useful in detection of 
known metabolites, it is not particularly useful in identifi cation of unknown metabo-
lites. Selected ion monitoring (SIM) or selected ion recording (SIR) is another MS 1

experiment. In contrast to a full scan experiment, where a mass range is scanned 
repeatedly, in an SIM experiment the mass spectrometer is confi gured to acquire 
and record ions with one or a few selected mass - to - charge ratios. SIM is therefore 
a more sensitive experiment than full scan because all the scan time is used to focus 
on a specifi c mass rather than a broad mass range, as was the case for full scan.  

product or daughter ion scanning     This MS 2  experiment is useful in understand-
ing the fragmentation pattern of a molecule in the mass spectrometer. In a product 
ion scanning experiment, a particular ion (parent or precursor) entering Q1 is frag-
mented through collision with an inert gas in Q2 (collision - induced dissociation, 
CID) to give rise to its product ions (this utility will be discussed later). In the 
example presented in Fig.  27.14 , the Q1 is set to select only ions with  m / z  600 into 
Q2, while Q2 is fi lled with the collision gas and Q3 is scanning for a wide mass range 
(m / z  100 – 800 as seen on the  x  - axis of the product ion mass spectrum) selected by 
the operator to capture all fragments. Therefore, in this example, the ion with m / z
600 passes from Q1 to Q2 (or the collision cell) and fragments. These fragments, 
m / z  150 and 450, as well as any unfragmented parent ion are detected and captured 
in the product ion mass spectrum. The product ion TIC will represent the parent 
ion of m / z  600 detected by Q1 and is linked to the mass spectrum containing the 
fragment ion masses detected by Q3; in this case 150, 450, and 600.   

 The intensity of the TIC peak depends on the number of ions with  m / z  600 
detected in Q1. The intensity of ion signals in the resulting mass spectrum depends 
on the abundance of each ion after CID. Therefore, in this particular example, the 
intensity of the TIC depends on how many ions of m / z  600 enter Q1, which is a 
function of the concentration of the analytes in the sample and its ionization poten-
tial. On the other hand, the intensity of the fragment ions in Q3 depends on how 
well the parent ion fragmented in Q2. By elevating collision energy in Q2, one can 
completely shatter the ion at m / z  600 and even fragment its product ions at  m / z  150 
and 450 further into their respective product ions. Respectively, by lowering the 
collision energy, one will observe more of the parent and less of the product ions in 
the product ion spectrum. It is recommended to optimize the experimental condi-
tion such that around 5 – 10% of the parent ion is detected in the product ion spec-
trum to prevent excessive fragmentation.  

precursor or parent ion scanning     This experiment is useful in understanding the 
ions from which a particular fragment originates. In a precursor ion scanning experi-
ment, all the ions produced in the ion source enter Q1 where they are scanned and 
sequentially transmitted to Q2. After CID in Q2, the product ions enter into Q3 
where only the product ion of interest will be selected and transmitted to the detec-
tor. In the example given in Fig.  27.15 , Q1 is set to scan a wide range of ions ( m / z
100 – 800), and therefore all ions within that range are scanned and transmitted to 
Q2. CID of all of these ions generates their product ions, which all enter into Q3. 
However, Q3 is set to scan for a specifi c product ion of  m / z  150. In this case, only 
one of the two molecules gives rise to that product ion. Generation of product ion 
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FIGURE 27.14     A schematic of a product or daughter ion scan experiment. Selected ions 
enter the collision cell and their product ions are detected. A product ion TIC and mass 
spectra are generated. 

m / z  150 is linked to the parent ion with  m / z  600. The data output of this experiment 
is a TIC of the precursor ion linked to its mass spectrum. Generally, the choice of 
which product ion to scan in Q3 depends on a previously conducted MS 2  experiment 
(i.e., infusion of the parent compound). Ideally, one optimizes the experimental 
conditions (i.e., collision energy) for the fragment ion of interest and uses the same 
experimental conditions for conducting the precursor ion scanning experiment. This 
maximizes the sensitivity of precursor ion detection.    

constant neutral loss scanning     This MS 2  experiment is useful in detecting 
conjugates (i.e., glucuronide or sulfate) of known compounds. In a constant neutral 



loss experiment, Q1 and Q3 are linked together and they scan at the same rate, over 
the same mass range. The respective mass ranges, however, are offset by a mass of 
a neutral moiety. For example, for detection of a glucuronide conjugate, Q3 will scan 
176 atomic mass units below Q1 in order to identify a precursor ion, which after 
CID in Q2 will give rise to an ion 176 mass units lower than itself. This is indicative 
of the loss of a glucuronide moiety (from the precursor molecule). In the example 
depicted in Fig.  27.16 , Q1 and Q3 are scanned and only one product ion ( m / z  676) 
is found that is 176 atomic mass units higher than an ion ( m / z  500) scanned and 
transmitted from Q3. The data output of this experiment includes a TIC that shows 
signals from all parent ions capable of losing m / z  176 and this TIC is linked to the 
mass spectra of such ions.   

FIGURE 27.15     A schematic of a precursor or parent ion scan experiment. Precursors to 
selected product ions are determined and precursor TIC and mass spectra are generated. 
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 A constant neutral loss is diffi cult to optimize for detection of unknown conju-
gated metabolites due to unavailability of synthetic metabolites. In the absence of 
an optimized method, one risks over -  or underfragmenting ions of interest. By using 
too high of a collision energy, one may not only fragment all of the conjugated 
metabolite but may also go too far and fragment the product ion (deconjugated 
ion). By using inadequate levels of collision energy, one may not fragment all of the 
conjugated metabolites into the product ion. In both cases the sensitivity of constant 
neutral loss experiments is compromised. Therefore, the operator is left with limited 
choices. In cases when it is the parent drug itself that has been conjugated, the rec-
ommendation is to use a level of collision energy such that minimal fragmentation 
(∼ 5%) of the parent drug is obtained. In most cases, this is enough energy to 

FIGURE 27.16     A schematic of a constant neutral loss scan experiment. Specifi c precursors 
to specifi c product ions are determined. A product ion TIC and mass spectra are 
generated.



tease the conjugated drug apart into the drug, without fragmenting the drug 
signifi cantly.  

selected reaction monitoring or multiple reaction monitoring ( mrm )     This MS 2

experiment is very sensitive and useful in detection of trace levels of analytes in a 
complex mixture. Generally, this experiment is used for quantitation purposes. 
However, one can potentially use this method to monitor for existence of a particu-
lar metabolite if its fragmentation pattern is known. In setting up for an MRM 
experiment, one must have prior knowledge of the m / z  of the molecule of interest 
and its major fragment resulting from CID of the molecule of interest. This informa-
tion can be hypothetical or obtained from an infusion experiment prior to the LC/
MS experiment utilizing MRM. In an MRM experiment, the intensity of the signal 
obtained is based on transition of parent m / z  to the fragment  m / z . In these studies, 
all the ions produced in the ion source enter Q1, where they are scanned and only 
the selected parent ion of interest is transmitted to Q2. After CID in Q2, the product 
or daughter ions enter into Q3, where only the ion of interest will be transmitted 
to the detector. In the example depicted in Fig.  27.17 , the operator has previously 
determined that the parent molecule ( m / z  600) fragments into a major product ion 
with m / z  150 under the employed experimental conditions. Therefore, the targeted 
transition will be 600 →  150. During the conduct of the study, all product ions enter 
Q1 and become scanned to select m / z  600. Only the parent ion with  m / z  600 is 
transmitted to Q2 and fragmented. If and when a product ion of m / z  150 is detected 

FIGURE 27.17     A schematic of a selected or multiple reaction monitoring (MRM) experi-
ment. A specifi c ion transition is detected and only a TIC is generated. 
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by Q3, then a TIC signal representing the transition of 600  →  150 is recorded. All 
other precursor ions with  m / z  600, which do not yield a product ion of 150, are dis-
missed. As depicted in Fig.  27.17 , the output of an MRM experiment is a TIC, which 
represents a particular ion transition. Mass spectral data are not obtained in an 
MRM experiment.     

  Ion Trap     As mentioned before, the differences between mass spectrometers are 
based mainly on the mass analyzers. Generally, all the steps before the mass analyzer 
in an ion trap mass spectrometer are similar to those described for triplequads. But 
there is a fundamental difference between an ion trap and a triple quadruple mass 
spectrometer. Unlike the experiments performed on triplequads that are tandem in 
space, experiments conducted on ion traps are tandem in time. 

 Figure  27.18a  simplifi es components of a conventional ion trap. After ions enter 
the trap through the entrance endcap, RF is applied to the ring electrodes to attract 
or repel the ions. At any one moment the entrance and exit endcaps have an RF of 
the opposite charge to that of the ring electrodes. This oscillation between opposite 

    FIGURE 27.18     A schematic of different types of ion trap mass analyzers. (a) A traditional 
ion trap with a cubic confi guration and  xy  dimensions for ion movement. (b) A linear ion 
trap with an elongated confi guration and  xyz  dimensions for ion movements. 
 

(a)

(b)



polarities keeps ions moving around within the trap by being attracted to or rejected 
by the electrically charged components. Helium gas is used to stabilize the ion 
movement within the trap and prevent chaotic large orbital motions that result in 
poor spectral resolution. There are four basic functions in the operation of ion traps 
and these include ion collection, isolation, excitation, and ejection.   

 During ion collection, ions enter into the ion trap and are retained there. In the 
simplest possible type of experiment — a full scan — all ions are trapped, scanned, 
and ejected to give rise to a spectrum that displays the m / z  of all ions that were 
collected. In ion isolation, all the ions are fi rst collected in the trap as described 
earlier and then specifi c RF/DC voltages are applied to eject ions that are not of 
interest from the trap. This allows only the ion(s) of interest to be retained and 
transmitted to the detector. This feature can be used for SIM experiments. Also, for 
the purposes of MS 2  after isolation of the ion of interest, voltages are applied to 
excite the precursor ion. This occurs by increasing the vibrational energy and its 
collision with the helium gas in the trap to cause its fragmentation. For an MS 3

experiment of a precursor ion, all the ions are collected and the precursor ion is 
isolated by ejecting all other ions. The precursor ion is excited to fragment (MS 2 ), 
the fragment of interest is isolated by ejecting all other fragments, and the fragment 
of interest is excited to generate MS 3  fragments. The MS 3  fragments are then scanned 
and detected. 

 For all practical purposes, the mechanisms for trapping ions in linear ion traps 
are similar to the traditional ion traps. The basic difference between the two systems 
is depicted in Fig.  27.18b . The linear ion trap is made up of a quadrupole and the 
trapped ions move through the triplequad toward the detector in a corkscrew 
fashion ( z  - axis). Therefore, in the linear ion trap, the ions are trapped in the  xy  plane   
as well as the z  - axis, providing a longer trajectory path to the detector, during which 
more of the undesirable ions are ejected. This makes linear ion traps more sensitive 
instruments than their predecessor ion traps. 

 It is not possible to conduct the MS 2  experiments such as precursor ion, product 
ion, constant neutral loss scanning, or MRM experiments using ion traps. Ion traps 
can only conduct full scan and SRM experiments. However, one signifi cant advan-
tage of the ion traps over the triplequad mass spectrometer is their ability to conduct 
data - dependent acquisition experiments. In this type of experiment, as analytes pass 
through the HPLC column and into the ion trap, the sequence of events taking place 
in the ion trap are a full scan followed by an MS n  of any detected ion. This is an 
extremely powerful technique in that it eliminates the tedious need to fi rst examine 
the full scan data and then to select ions to study further using MS n  in a different 
experiment. At the end of each data - dependent acquisition experiment, one can 
examine the full scan (MS 1 ) as well as MS n  data from an ion of interest. The inher-
ent diffi culty remains to know what ions are drug related and therefore of interest. 
In order to facilitate identifi cation of drug related material, one may analyze blank 
samples at the same time and identify TIC signals in the samples that are absent in 
the blank samples using baseline subtractions. Alternatively, one may conduct a 
manual search for MS 2  fragments, which are expected to be present in the metabo-
lites of a drug, in the MS 2  spectra obtained during the course of a data - dependent 
acquisition experiment. In fact, the net result obtained from this manual exercise is 
equivalent to that of a precursor ion scan experiment conducted on a triplequad. 
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Another manner by which this type of dataset is useful is to devise a list of 
hypothetical metabolites based on knowledge of the structure of the parent mole-
cule and potential enzyme reactions responsible for degrading it. This subject 
requires a considerable level of knowledge of drug metabolizing enzymes and is 
discussed briefl y at a later point. One may then manually search the full scan data 
for m / z  of these potential metabolites and, if found, study the MS n  data that is 
already obtained in the data - dependent acquisition in detail to decipher its struc-
ture. Another potential manner by which one may identify drug related compounds 
is to use inline UV detection. This method requires that the drug and its metabolites 
exhibit intense UV absorptivities. Otherwise, utility of this technique in metabolite 
profi ling requires major quantities of the drug and its metabolites in the matrix. 
Finally, the best method for linking a metabolite to a drug at this time remains the 
use of radiolabeled drugs and online radiochemical detectors.  

Quadrupole Linear Ion Trap     As mentioned previously the triplequad systems 
have the advantage of conducting experiments such as precursor ion and constant 
neutral loss scanning as well as MRM experiments for quantitation. However, tri-
plequads cannot perform fragmentations beyond MS 2  for structural analysis. Ion 
traps can perform MS n , however, they are not capable of conducting precursor ion, 
constant neutral loss scanning, and MRM experiments. The Q - Trap TM  system 
is a hybrid of a triple quadrupole and a linear ion trap system. For example, a 
Q - Trap instrument may be set up to conduct a large set of MRMs and product ion 
(MS3 ) and/or neutral loss scan experiments at the same time. This makes a Q - Trap 
a very elegant system capable of both quantitation and metabolite identifi cation 
 [34] .  

Accurate Mass Techniques     Accurate mass refers to good mass accuracy. This is 
often confused with the concept of  “ high resolution. ”  The two concepts are not 
related. It is much easier to obtain good mass accuracy with a high resolution instru-
ment; however, it is possible to have one without the other. Simply put, resolution 
refers to how well the separation is between two adjacent masses, while accurate 
mass refers to how precise the mass assignment is for an ion. Therefore it is possible 
to accurately assign masses to different ions without high resolution; however, to 
eliminate interference from an isobaric compound one needs to fi rst resolve it from 
the ion of interest using a high resolution instrument. In order to better understand 
the power of high resolution mass spectrometers and the utility of accurate mass 
measurements, one needs to understand the concepts of  “ mass resolution ”  and 
 “ mass defect. ”  

 The term  “ resolution ”  in the context of mass spectrometry refers to the ability 
of the instrument to distinguish between two adjacent peaks (masses) in a mass 
spectrum. Mass resolution is calculated by dividing the mass of one ion by the dif-
ference between that mass and the next higher mass ( R = M / ΔM ). The higher the 
resolution of an instrument, the more effectively it distinguishes between two adja-
cent masses. By rearranging the above formula, one can estimate what adjacent ions 
may be separated on mass spectrometers of different resolutions ( ΔM = M / R ). For 
example, a mass spectrometer with a resolution of 1000 can separate an ion with 
m / z  400.2000 from another ion only if it is more than 0.4002   amu ( ΔM ) apart. This 
means the next highest mass that can be resolved from m / z  400.2000 is  m / z  400.6002. 



However, a second mass spectrometer with a resolution of 10,000 can separate an 
ion with m / z  400.2000 from another ion even if it is 0.0400   amu ( ΔM ) apart. This 
means the next highest mass that can be resolved from m / z  400.2000 is  m / z
400.2400.

 Mass defect is the difference between the monoisotopic accurate (exact) mass of 
an atom and its nominal mass. For example, the monoisotopic accurate mass of 
oxygen is 15.9949 and its nominal mass is 16. Therefore, the calculated mass defect 
for oxygen is (15.9949 −  16) or  − 0.0051. Mass defect of a molecule is the sum total 
of its atomic mass defects. For example, the mass defect of a molecule with molecular 
formula C 8 H 14 N 3 O 3  will be 0.1036 and its accurate and nominal masses will be 
200.1036 and 200, respectively. Using a low resolution mass spectrometer, it would 
not be possible to distinguish C 8 H 14 N 3 O 3  from C 8 H 16 N 4 O 2  because they both have 
the same nominal mass of 200 and exhibit m / z  201.1 (MH +  in positive ion mode). 
However, because their atomic composition is different, they each have different 
mass defects. As mentioned previously, the mass defect of C 8 H 14 N 3 O 3  is 0.1036 while 
that of C 8 H 16 N 4 O 2  is 0.1275. This means that their accurate masses in positive ion 
mode will be 201.1036 and 201.1275, respectively, and therefore will be separated 
with the right mass resolution. 

 Using the formula  R = M / ΔM , one can calculate that a high resolution mass 
spectrometer with a resolution of ∼ 8000 ( M  = 201.1036,  ΔM  = 0.0239) will be able 
to separate the two isobaric compounds C 8 H 14 N 3 O 3  and C 8 H 16 N 4 O 2  from each other. 
Assuming that these were unknowns, once distinguished from each other, different 
molecular formulas could be assigned to these compounds based on their accurate 
masses. This added feature of high resolution mass spectrometer software provides 
an investigator with elemental composition of unknown ions and their fragments. 
This is an extremely powerful tool for metabolite structure assignments of unknowns 
with a high degree of confi dence. 

 Currently, the more frequently used high resolution mass spectrometers for small 
molecule structural work include the quadrupole time - of - fl ight (Q - TOF)  [35] , the 
TSQ Quantum AM  [36] , and the hybrid LTQ/Orbitrap mass spectrometers  [37] .    

  27.5.2    LC / NMR  

 Nuclear magnetic resonance (NMR) spectroscopy has been used widely for struc-
tural elucidation of natural products and metabolites  [38] . In brief, an NMR instru-
ment includes a strong magnet (up to 800 megahertz) that generates a homogeneous 
fi eld, a radiofrequency transmitter, a receiver, a recorder, a calibrator, and an inte-
grator. The sample is dissolved in the appropriate deuterated solvent, placed in an 
NMR tube, suspended in the magnetic fi eld, and spun. The appropriate combina-
tions of radiofrequency and magnetic fi elds are used to study the environment 
around 1 H,  13 C,  15 N,  19 F, and other nuclei as well as their relationship to other nuclei 
in a molecule. This technique is based on absorption of electromagnetic radiation 
by the sample as a function of the magnetic environment the molecule experiences 
inside the magnet. A plot of the frequencies of the absorption peaks versus peak 
intensities is the data output of an NMR experiment  [39] . From an NMR plot, 
information regarding chemical shifts (specifi c magnetic environment), multiplicity 
of signals (the interaction between neighboring nuclei), integration of signals, and 
intramolecular relationships can be extracted. In the case of 1 H - NMR, once protons 
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on an analyte have been characterized using one - dimensional  1 H - NMR, two - 
dimensional NMR experiments such as 1 H –  1 H correlation spectroscopy (COSY) 
may assist in establishing the relative positions of these protons on a molecule. 
Positional relationships of protons and carbons can be established by several differ-
ent types of 1 H –  13 C two - dimensional NMR experiments. 

 Integration of LC with modern NMR has created a powerful technique for iden-
tifi cation of metabolites and without a need for prior isolation. A limitation of 
this technique is the necessity of using expensive deuterated HPLC solvents and 
its relative lack of sensitivity. The stop - fl ow LC system allows for prolonged acquisi-
tion of data and in part overcomes the sensitivity issue. Additionally, with the 
development of solvent suppression softwares to hide signals from protonated 
solvents and CryoFlowProbes TM  to improve sensitivity, the use of NMR has become 
even more feasible. In fact, with current technology the use of protonated organic 
modifi ers mixed with D 2 O and sample sizes as small as 5    μ L are possible  [38] . 
Additionally, interfacing LC NMR and MS will provide an even more powerful 
and complementary technique  [40] . For example, chemical moieties such as 
carboxylic acids that are 1 H - NMR silent due to their proton – deuterium exchange 
are easily detectable by MS. Conversely, closely eluting or even coeluting isomeric 
or isobaric compounds are likely to be missed by MS but not by NMR  [38] . In the 
arena of drug metabolism, urine after solid - phase extraction and cleanup appears 
to be the most analyzed matrix using NMR  [40] . Bile has presented a challenge 
due to its content of bile salts, micelles, and detergents  [38] . Finally, NMR unlike 
MS is not a destructive method and the analyzed samples can be retrieved after 
analysis.

  27.5.3   Other Analytical Techniques 

Radioactivity   Compounds radiolabeled with  3 H or  14 C provide excellent and 
facile means for metabolite detection. This is the most effective method for estab-
lishing drug relevance. The radionuclide of choice is 14 C because  3 H may exchange 
with water in vivo  or  in vitro  and create confusion during metabolite profi ling. 
However, because of the lower cost and ease of radiosynthesis, 3 H has been employed 
in metabolism studies, particularly in late stage discovery programs. The decision on 
the location of the radionuclide on a molecule should be a joint decision among the 
medicinal chemists, radiochemists, and biotransformation scientists. It is crucial to 
choose a site on a molecule that is stable and is subject to minimal or no biotrans-
formation reactions. In cases where there is an expectation of cleavage of a molecule 
due to metabolism, sites on either side of the cleavage may be labeled to ensure the 
presence of radionuclides in all or most of the metabolites. Radiolabeled drug can-
didates are generally used during preclinical or clinical development due to the cost 
of synthesis and the timelines associated with radiosynthesis. The matrices contain-
ing these compounds and their metabolites can be analyzed by HPLC while collect-
ing fractions. These fractions can be analyzed on liquid scintillation counters after 
adding scintillation fl uids to reconstruct a radiochromatogram. It is also possible to 
collect fractions into microplates, dry the solvents under nitrogen, and count the 
radioactivity on a TopCount microplate counter  [41] . 

 Alternatively, an online detection of radioactivity may be employed using a 
variety of radioactivity detectors to establish a radiochromatogram of the eluting 



metabolites. HPLC – radiochemical detection requires the use of scintillation fl uids 
for sensitivity. This eliminates the possibility of isolation of radiolabeled metabolites 
for MS or NMR analysis. It is possible to use online radiochemical detectors that do 
not utilize scintillation fl uid and allow for fraction collection and metabolite isola-
tion. However, this mode of radiodetection is considerably less sensitive than the 
previous method. A more recent development has been the invention of LC - accurate 
radioisotope counting (LC - ARC TM ). This system uses liquid scintillation fl uid and, 
due to its stop - fl ow design, it is the most sensitive online mode of radiodetection 
available. The limit of detection for this method is 5 – 20 DPM for  14 C and 10 – 40 DPM 
for 3 H, which enables this system to generate thorough metabolite profi les for radio-
labeled compounds. It is possible to collect parallel fractions from this instrument 
that do not contain any scintillation fl uids and allow for metabolite isolation. Addi-
tionally, it is possible to interface this technology to LC/MS systems  [41] .  

Infrared ( IR) Detection   The electromagnetic region between the visible and 
microwave regions is called infrared radiation. For determination of unknown struc-
tures, the region between 4000   cm  − 1  and 666   cm  − 1  is of the greatest utility  [39] . An 
IR spectrum is characteristic of an entire molecule. However, certain chemical moi-
eties generate the same signals regardless of what molecule they reside on. The 
presence of specifi c signals hints at the presence of certain chemical moieties in a 
molecule but does not provide any information about the structural makeup or 
architecture of a molecule. This technique may be useful in providing complemen-
tary or confi rmatory information for structure elucidation of unknowns, as demon-
strated in the case study in Section  27.5.5 .  

Ultraviolet ( UV) Detection   Wavelengths in the UV region of the electromagnetic 
spectrum are expressed in nanometers (nm) and are between 200 and 380   nm. 
Absorption of UV by a molecule results in the elevation of electrons from ground 
state orbitals to higher energy orbitals in an excited state  [39] . For practical purposes, 
UV absorption is limited to conjugated unsaturated bonds. Two important factors 
in UV absorption are the wavelength at which maximal absorption takes place ( λmax ) 
and the intensity of absorption ( ε , molar absorptivity or extinction coeffi cient). Both 
these factors are dependent on the nature of the conjugated unsaturated bonds in 
a molecule. UV detection of a metabolite in a biological matrix depends on its 
concentration, intensity of absorption, and presence of interference from other UV 
active compounds. There are clear examples of studies where UV monitoring of 
metabolites were helpful in identifi cation of drug related metabolites  [42] . However, 
in other cases, UV detectors are not very informative due to the reasons mentioned 
previously.   

  27.5.4   Useful Chemical Modifi cation Techniques 

 Derivatization reactions may be used to change physicochemical properties of mol-
ecules so they behave differently on an HPLC column and/or ionize differently in 
mass spectrometers. Also, the derivatized analytes may generate informative signals 
in their mass or NMR spectra. For example, during metabolism of nitrogen -  or 
sulfur - containing compounds, N -  or S - oxides may form. By using mass spectrometry 
alone, one may not be able to decipher whether the site of oxidation was on a carbon 
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or a heteroatom within a segment of a molecule. Titanium trichloride (TiCl 3 ) has 
been used successfully to reduce N - oxides back to amines and establish the position 
of oxidation on the nitrogen rather than a carbon or even sulfur  [43] . The reduction 
reaction using TiCl 3  was found to be effi cient even in the presence of biological 
matrices, which makes this reagent valuable for biotransformation studies. Table    
 27.2  provides selected reagents that are common for chemical modifi cations of 
metabolites. A more comprehensive list of derivatizing reagents has been complied 
by Knapp  [44] .    

  27.5.5   A Case Study 

 In order to demonstrate the utility of some of the methods discussed earlier, metab-
olite profi ling and identifi cation of the compound in Fig.  27.19  is discussed  [45] . In 
the actual study, this test compound was radiolabeled, and therefore metabolite 
profi ling was performed using a radiochemical detector. Once metabolites of the 
parent compound were detected using a radiochemical detector, they were studied 
using LC/MS, NMR, and IR. In the absence of radioactivity, precursor ion scanning 
of selected fragments of the parent molecule would have determined which analytes 
were related to the parent compound. The following scenario can address metabo-
lite identifi cation of this compound without the use of radioactivity. First, the frag-
mentation pattern of the parent compound ( m / z  414) is determined by infusing it 
into the mass spectrometer and conducting an MS 2  experiment. In this case, the 
product ions were m / z  68, 88, 116, 132, 185, 236, 283, 299, 300, and 386. Figure  27.19a  
shows a partial interpretation of these fragments. Ions at m / z  299 and 116 represent 
valuable fragments because they are generated as a result of a fragmentation that 
divides the molecule into two complementary segments, A and B (Fig.  27.19b ). Next, 
precursor ions to each of the diagnostic product ions ( m / z  299 and 116) are found 
in the biological matrices using precursor ion scans. In this case, a precursor ion scan 
of the product ion at m / z  116 would yield two TIC signals, both with  m / z  414, con-
sistent with that of the parent molecule and an isomer. This indicates that the only 
molecules in the mixture capable of generating fragments at m / z  116 (segment A) 
after CID are the parent molecule and its isomer. In contrast, a precursor ion scan 
of the product ion at m / z  299 would yield seven signals in the precursor ion TIC. 
This indicates that there are seven chromatographically distinct compounds in the 
mixture that yield a fragment of m / z  299. This experiment would also provide the 

 TABLE 27.2    List of Derivatizing Agents 

 Group  Reaction  Reagent 

 Hydroxyl  Acetylation  Acetic anhydride/pyridine 
 Methylation  Diazomethane 
 Dansylation  Dansyl chloride 

 Amine  Acetylation  Acetic anhydride/pyridine 
 Dansylation  Dansyl chloride 

 Carboxyl  Methylation  Diazomethane, (trimethysilyl)diazomethane, 
methanol/HCl

 Reduction  Lithium aluminum hydride 
 N - oxides and S - oxides  Reduction  Titanium trichloride 



 m / z  associated with each TIC signal. These would be  m / z  414 (unmetabolized parent 
and its isomer), 432 (three of the TIC signals), and 446 (two of the TIC signals). 
From this we know that there are two compounds with  m / z  consistent with that of 
the parent (MH + ,  m / z  414), three metabolites with  m / z  432 (MH +  + 18), and two 
metabolites with  m / z  446 (MH +  + 32).   

 The next step would be to conduct product ion scans of each of these ions (432 
and 446) to obtain fragmentational information on each one. The product ion scans 
showed that the ions with MH +  at  m / z  414 have fragmentation patterns identical to 
that of the parent molecule. The retention time of the fi rst compound confi rmed its 
identity as the unmetabolized parent compound. Stereochemical considerations 
(Fig.  27.19 ) indicated the second compound to be a metabolite resulting from an 
epimerization of the parent to its diastereomer (later confi rmed by use of a synthetic 
standard). The third compound had an MH +  ( m / z  432 or 414 + 18) consistent with 
a hydrolysis product of the parent. In this metabolite a molecule of water was deter-
mined to be added to the hydantoin ring because the product ions of this metabolite 

    FIGURE 27.19     A case study. (a) The fragmentation pattern of the molecule of interest in 
a triple quadrupole mass spectrometer. (b) The 116/299 fragmentation results in two diag-
nostic segments in the molecule. (c) Structures of metabolites 3 – 7.  

(a)

(b)

(c)
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included m / z  88 and 134. This indicates that while the fl uoropyrrolidine moiety ( m / z
88) was still intact, as was the case in the parent molecule, the hydantoin ring system 
had undergone hydrolysis leading to a ring opening ( m / z  134 or 116 + 18). The 
structure was confi rmed with a synthetic standard at a later time. Compounds 4 and 
5 also exhibited m / z  434. The product ion scans of both these metabolites were 
qualitatively identical to each other and different from that of compound 3. The 
product ion spectra for compounds 4 and 5 showed that segment B was still intact. 
Therefore a net 18 atomic mass units (amu) had been added to segment A. Also, a 
CID ion of m / z  414 consistent with the loss of H 2 O (MH +   −  18) was observed with 
both these metabolites, which was indicative of the presence of an alcohol group on 
these metabolites. However, due to inadequacy of the LC/MS data, the precise posi-
tion of oxidation on segment A could not be determined using an MS 2  experiment 
on a quadrupole mass spectrometer. The fi nal structural assignments were based on 
NMR and IR, as discussed later. Although this was not attempted at the time, this 
problem could potentially be resolved using an ion trap mass spectrometer by isolat-
ing the ion at m / z  134 and conducting further CID experiments on that fragment 
to obtain secondary and maybe even tertiary diagnostic fragments to enable struc-
tural assignments. 

 Compounds 6 and 7 ( m / z  446) also exhibited qualitatively identical mass spectra 
to each other. As was the case for compounds 4 and 5, both these metabolites lost 
water after CID. Addition of 32   amu to the parent molecule (or 14   amu to com-
pounds 4 and 5) could have resulted from a net addition of water and a carbonyl 
group to the parent molecule. However, as for compounds 4 and 5, the precise posi-
tion of oxidation on segment A could not be determined using an MS 2  experiment 
and the fi nal structural assignments were based on NMR and IR. 

 Compounds 4 – 7 were isolated (20 – 50    μ g) using HPLC for detailed IR and NMR 
analysis. The IR analysis started by obtaining IR signals on the parent molecule. 
This work established the diagnostic signals. The IR absorption bands at 1726 and 
1785   cm − 1  were attributed to the hydantoin ring, because fi ve - membered cyclic 
imide rings generally have two absorption bands in the carbonyl region. Addition-
ally, the ratio of intensities for these absorption bands (A1726/A1785) was 6.6, which 
was consistent with that of fi ve - membered rings (six - membered rings have a ratio 
of ∼ 2). These observations were not made for compound 3, where the hydantoin 
ring was no longer intact. In compounds 4 – 7, the same hydantoin signals as in the 
parent compound were observed, indicating that the hydantoin rings were intact 
and that the site of biotransformation on all of these molecules was on the fl uorine -
 containing pyrrolidine ring. 

 In compounds 4 and 5,  1 H - NMR data supported that segment B of these mole-
cules were intact as previously suggested. Two - dimensional  1 H –  1 H COSY experi-
ments supported a contiguous coupling network of protons. This network extends 
from the hydantoin proton (ring junction) to the methylene protons on carbon alpha 
to the fl uorine - bearing carbon and the proton geminal to the fl uorine. This estab-
lished that the bonds between carbons in this area were not cleaved. However, the 
diastereotopic relationship of the methylene protons adjacent to the pyrrolidine 
nitrogen had been relieved, indicating cleavage of the C — N bond in the pyrrolidine 
ring and the presence of a hydroxyl group on that carbon. This established com-
pounds 4 and 5 as diastereomeric hydroxyl metabolites, shown in Fig.  27.19c . For 
compounds 6 and 7, addition of 32   amu could have been due to (1) hydrolytic 



cleavage of the hydantoin ring followed by oxidation of a carbon on the fl uoropyr-
rolidine ring to a carbonyl; (2) addition of two oxygen atoms to the fl uoropyrrolidine 
ring; or (3) oxidation of the carbon alpha to the fl uorine - bearing carbon of a car-
boxylic acid. The IR data proved that the hydantoin ring was intact and ruled out 
the fi rst possibility. As was the case for compounds 4 and 5, data from the two -
 dimensional  1 H –  1 H COSY experiments supported a contiguous coupling network 
of protons from the hydantoin proton to the proton geminal to the fl uorine atom. 
Further examination of the data revealed that the signals due to the methylene 
protons alpha to the nitrogen in the pyrrolidine ring were lacking. These, along with 
biosynthetic considerations, led to the conclusion that oxidation of the alcohol 
groups on compounds 4 and 5 to carboxylic acid had yielded compounds 6 and 7. 
IR data confi rmed the presence of carboxylate moieties on compounds 6 and 7 as 
shown in Fig.  27.19c . 

 This study serves as one example of the logical steps involved in structural profi l-
ing and identifi cation of a compound. There are numerous such examples in the lit-
erature with variations in approach. Readers are encouraged to study these 
publications to develop a better understanding of this fi eld.   

  27.6   CONCLUSION 

 Metabolite profi ling and identifi cation is a crucial step in discovery and develop-
ment of drugs. This activity assists medicinal chemists in designing more metaboli-
cally stable and safer drugs, pharmacologists in uncovering active metabolites, and 
toxicologists in describing potential causative agents for adverse effects. Scientists 
working in the area of metabolite profi ling and identifi cation should keep up with 
new advances in analytical technologies such as mass spectrometry and NMR. 
However, it is also imperative that they are well informed on the basic principles 
of anatomy, physiology, pharmacokinetics, enzymology, and chemistry. This allows 
for a more comprehensive interpretation of data for their colleagues in medicinal 
chemistry, pharmacology, and toxicology groups.  

  ACKNOWLEDGMENT 

 I would like to extend my sincere gratitude to Ms. Yang Tang, Ms. Samantha 
Richardson, and Dr. Michael Shirley for their timely assistance in reviewing 
this chapter.  

  DEDICATION 

 With the hope for more extensive discovery of pharmaceutical drugs to alleviate 
human suffering, I would like to dedicate this chapter to the everlasting memory of 
my beloved grandmother, Mrs. Kobra Malayeri, whose rich and happy life came to 
an end in a tragic, painful, and lengthy struggle with cancer on October 13, 2004. 
She will not be forgotten.  

DEDICATION 971



972 METABOLITE PROFILING AND STRUCTURAL IDENTIFICATION

  REFERENCES 

   1.       Palani   A  ,   Shapiro   S  ,   Josien   H  ,   Bara   T  ,   Clader   JW  ,   Greenlee   WJ  ,   Cox   K  ,   Strizki   JM  , 
  Baroudy   BM.    Synthesis, SAR, and biological evaluation of oximino - piperidino - 
piperidine amides. 1. Orally bioavailable CCR5 receptor antagonists with potent 
anti - HIV activity .  J Med Chem   2002 ; 45 : 3143  –  3160 .  

   2.       Fura   A  ,   Su   Y - Z  ,   Shu   M  ,   Hanson   RL  ,   Roongta   V  ,   Humphreys   WG.    Discovering drugs 
through biological transformation: role of pharmacologically active metabolites in drug 
discovery .  J Med Chem   2004 ; 47 : 1  –  13 .  

   3.       Gad   SC.    Active drug metabolites in drug development . Curr Opin Pharmacol
 2003 ; 3 : 98  –  100 .  

   4.       Baillie   TA  ,   Cayen   MN  ,   Fouda   H  ,   Gerson   RJ  ,   Green   JD  ,   Grossman   SJ  ,   Grossman   SJ  ,   Klunk  
 LJ  ,   LeBlanc   B  ,   Perkins   DG  ,   Shipley   LA.    Metabolites in safety testing . Toxicol Appl Phar-
macol   2002 ; 182 : 188  –  196 .  

   5.       Hastings   KL  ,   El - Hage   J  ,   Jacobs   A  ,   Leighton   J  ,   Morse   D  ,   Osterberg   R.    Drug metabolites
in safety testing, Letter to the Editor . Toxicol Appl Pharmocol   2003 ; 190 : 91  –  92 .  

   6.       Thompson   CD  ,   Barthen   MT  ,   Hopper   DW  ,   Miller   TA  ,   Quigg   M.    Quantifi cation in patient 
urine samples of felbamate and three metabolites: acid carbamate and two mercapturic 
acids .  Epilepsia   1999 ; 40 : 769  –  776 .  

   7.       Sladek   NE  ,   Doeden   D  ,   Powers   JF  ,   Krivit   W.    Plasma concentrations of 4 -
hydroxycyclophosphamide and phosphoramide mustard in patients repeatedly given 
high doses of cyclophosphamide in preparation for bone marrow transplantation . Cancer
Treat Rep   1984 ; 68 : 1247  –  1254 .  

   8.       Manyike   PT  ,   Kharasch   ED  ,   Kalhorm   TF  ,   Slattery   JT.    Contribution of CYP2E1 and 
CYP3A to acetaminophen reactive metabolite formation . Clin Pharmacol Ther
 2000 ; 67 : 275  –  282 .  

   9.       Kaplowitz   N.    Idiosyncratic drug hepatotoxicity . Nat Rev   2005 ; 4 : 489  –  499 .  

  10.       Smith   DA  ,   Obach   RS.    Seeing through the MIST: abundance versus percentage. Com-
mentary on metabolites in safety testing . Drug Metab Dispos   2005 ; 33 : 1409  –  1417 .  

  11.       Lau   YY  ,   Sapidov   E  ,   Cui   X  ,   White   RE  ,   Cheng   K - C.    Development of a novel  in vitro  model 
to predict hepatic clearance using fresh, cryopreserved, and sandwich - cultured hepato-
cytes .  Drug Metab Dispos   2002 ; 30 : 1446  –  1454 .    

  12.       Gebhardt   R  ,   Hengstler   JG  ,   Muller   D  ,   Glockner   R  ,   Buenning   P  ,   Laube   B  ,   Schmelzer   E  , 
  Ullrich   M  ,   Utesch   D  ,   Hewitt   N  ,   Ringel   M  ,   Hilz   BR  ,   Bader   A  ,   Langsch   A  ,   Koose   T  ,   Burger  
 H - J  ,   Maas   J  ,   Oesch   F.    New hepatocyte  in vitro  systems for drug metabolism: metabolic 
capacity and recommendations for application in basic research and drug development, 
standard operation procedures . Drug Metabol Rev   2003 ; 35 : 145  –  213 .  

  13.       Guyton   AC  ,   Hall   JE.    Textbook of Medical Physiology ,  10th  ed.  Philadelphia :  Saunders ; 
 2000 .  

  14.       Davies   B  ,   Morris   T.    Physiological parameters in laboratory animals and humans . Pharm
Res   1993 ; 10 : 1093  –  1095 .  

  15.       Ritschel   WA  ,   Kearns   GL.    Handbook of Basic Pharmacokinetics ,  5th  ed.  Washinton DC :
 American Pharmaceutical Association ;  1999 .  

  16.       Zhao   CL  ,   Uetrecht   JP.    Metabolism of ticlopidine by activated neutrophils: implications 
for ticlopidine - induced agranulocytosis .  Drug Metab Dispos   2000 ; 28 : 726  –  730 .  

  17.       Bertz   RJ  ,   Granneman   GR.    Use of  in vitro  and  in vivo  data to estimate the likelihood of 
metabolic pharmacokinetic interactions . Clin Pharmacokinet   1997 ; 32 : 210  –  258 .  



REFERENCES 973

  18.       Daly   AK  ,   Cholerton   S  ,   Armstrong   M  ,   Idle   JR.    Genotyping for polymorphisms in xeno-
biotic metabolism as a predictor of disease susceptibility . Environ Health Prespect
 1994 ; 102 : 55  –  61 .  

  19.       Dalvie   DK  ,   Kalgutkar   AS  ,   Khojasteh - Bakht   SC  ,   Obach   RS  ,   O ’ Donnell   JP.    Biotransfor-
mation reaction of fi ve - membered aromatic heterocylic rings . Chem Res Toxicol
 2002 ; 15 : 269  –  299 .  

  20.       Kalgutkar   AS  ,   Gardner   I  ,   Obach   RS  ,   Schaffer   CL  ,   Callegari   E  ,   Henne   KR  ,   Mutlib   AE  , 
  Dalvie   DK  ,   Lee   JS  ,   Nakai   Y  ,   O ’ Donnell   JP  ,   Boer   J  ,   Harriman   SP.    A comprehensive listing 
of bioactivation pathways of organic functional groups . Curr Drug Metab   2005 ; 6 :
 161  –  225 .  

  21.       Moghaddam   MF  ,   Grant   DF  ,   Cheek   JM  ,   Greene   JF  ,   Williamson   KC  ,   Hammock   BD.   
 Bioactivation of leukotoxins to their toxic diols by epoxide hydrolase . Nat Med
 1997 ; 3 : 562  –  566 .  

  22.       Keseru   GM  ,   Kolossvary   I  ,   Szekely   I.    Inhibitors of cytochrome P450 catalyzed insecticide 
metabolism: a rational approach . Int J Quantum Chem   1999 ; 73 : 123  –  135 .  

  23.       Bolton   JL  ,   Trush   MA  ,   Penning   TM  ,   Dryhurst   G  ,   Monks   TJ.    Roles of quinones in toxicol-
ogy .  Chem Res Toxicol   2000 ; 13 : 135  –  160 .  

  24.       Aithal   GP  ,   Ramsay   L  ,   Daly   AK  ,   Sonchit   N  ,   Leathart   JBS  ,   Alexander   G  ,   Kenna   JG  , 
  Caldwell   J  ,   Day   CP.    Hepatic adducts, circulating antibodies, and cytokine polymorphisms 
in patients with diclofenac hepatotoxicity . Hepatology   2004 ; 39 : 1430  –  1440 .  

  25.       Smith   PC  ,   McDonagh   AF  ,   Benet   LZ.    Irreversible binding of zomepirac to plasma protein 
in vitro  and  in vivo  .  J Clin Invest   1986 ; 77 : 934  –  939 .  

  26.       McDonagh   AF  ,   Palma   LA  ,   Lauff   JJ  ,   Wu   TW.    Origin of mammalian biliprotein and rear-
rangement of bilirubin glucuronides in vivo  in the rat .  J Clin Invest   1984 ; 74 : 763  –  770 .  

  27.       Bunn   HF  ,   Gabbay   KH  ,   Gallop   PM.    The glycosylation of hemoglobin: relevance to dia-
betes mellitus . Science (Wash DC)   1987 ; 200 : 21  –  27 .  

  28.       Koenig   RJ  ,   Blobstein   SH  ,   Cerami   A.    Structure of carbohydrate of hemoglobin A ic  .  J Biol 
Chem   1977 ; 252 : 2992  –  2997 .  

  29.       Higgins   PJ  ,   Bunn   HF.    Kinetic analysis of the nonenzymatic glycosylation of hemoglobin .
J Biol Chem   1981 ; 256 : 5204  –  5208 .  

  30.       Garlick   RL  ,   Mazar   JS.    The principal site of non - enzymatic glycosylation of human serum 
albumin in vivo  .  J Biol Chem   1983 ; 258 : 6142  –  6146 .  

  31.       Shaklai   NR  ,   Garlick   RL  ,   Bunn   HR.    Nonenzymatic glycosylation of albumin alters its 
conformation and function . J Biol Chem   1984 ; 259 : 3812  –  3817 .  

  32.       Evans   DC  ,   Watt   AP  ,   Nicoll - Griffi th   DA  ,   Baillie   TA.    Drug – protein adducts: an industry 
perspective on minimizing the potential for drug bioactivation in drug discovery and 
development .  Chem Res Toxicol   2004 ; 17 : 3  –  16 .  

  33.       Bauer   E  ,   McDougall   J  ,   Cameron   BD.    The  trans– cis  isomerization of  trans  - 4 ′  - (2 - hydroxy -
 3,5 - dibromo - benzylamino)cyclohexanol  in vivo  and  in vitro  in different species . Xenobi-
otica   1986 ; 7 : 625  –  633 .  

  34.       Xia   Y - Q  ,   Miller   JD  ,   Bakhtiar   R  ,   Franklin   RB  ,   Liu   DQ.    Use of a quadrupole linear ion 
trap mass spectrometer in metabolite identifi cation and bioanalysis . Rapid Commun 
Mass Spectrom   2003 ; 17 : 1137  –  1145 .  

  35.       Wrona   M  ,   Mauriala   T  ,   Bateman   KP  ,   Mortishire - Smith   RJ  ,   O ’ Connor   D.     “ All - in - one ”
analysis for metabolite identifi cation using liquid chromatography/hybrid quadrupole 
time - of - fl ight mass spectrometry with collision energy switching . Rapid Commun Mass 
Spectrom   2005 ; 19 : 2597  –  2602 .  

  36.       Jemal   M  ,   Ouyang   Z  ,   Zhao   W  ,   Zhu   M  ,   Wells   WW.    A strategy for metabolite identifi cation 
using triple - quadrupole mass spectrometry with enhanced resolution and accurate mass 
capability .  Rapid Commun Mass Spectrom   2003 ; 17 : 2732  –  2740 .  



974 METABOLITE PROFILING AND STRUCTURAL IDENTIFICATION

  37.       Peterman   MS  ,   Duczak   N  ,   Kalgutkar   AS  ,   Lame   ME  ,   Soglia   JR.    Application of a linear ion 
trap/orbitrap mass spectrometer in metabolite characterization studies: examination of 
the human liver microsomal metabolism of the non - tricyclic anti - depressant nefazodone 
using data - dependent accurate mass measurements . J Am Soc Mass Spectrom   2006 ; 17 :
 363  –  375 .  

  38.       Corcoran   O  ,   Spraul   M.    LC - NMR - MS in drug discovery . Drug Discov Today
 2003 ; 8 : 624  –  631 .  

  39.       Silverstein   RM  ,   Bassler   GC  ,   Morrill   TC.    Spectrometric Identifi cation of Organic Com-
pounds ,  4th  ed.  Hoboken, NJ :  Wiley ;  1981 .  

  40.       Borlak   J  ,   Walles   M  ,   Elend   M  ,   Thum   T  ,   Preiss   A  ,   Levsen   K.    Verapamil: identifi cation of 
novel metabolites in cultures of primary human hepatocytes and human urine by LC - MSn

and LC - NMR .  Xenobiotica   2003 ; 33 : 655  –  676 .  
  41.       Nassar   A - EF  ,   Parmentier   Y  ,   Martinet   M  ,   Lee   DY.    Liquid chromatography – accurate 

radioisotope counting and microplate scintillation counter technologies in drug metabo-
lism studies . J Chromatogr Sci   2004 ; 42 : 348  –  353 .  

  42.       Shirley   MA  ,   Bennani   YL  ,   Boehm   MF  ,   Breau   AP  ,   Pathirana   C  ,   Ulm   EH.    Oxidative and 
reductive metabolism of 9 -cis  - retinoic acid in the rat. Identifi cation of 13,14 - dihydro - 9 -
cis  - retinoic acid and its taurine conjugate . Drug Metab Dispos   1996 ; 24 : 293  –  302 .  

  43.       Kulanthaivel   P  ,   Barbuch   RJ  ,   Davidson   RS  ,   Yi   P  ,   Rener   GA  ,   Mattiuz   EL  ,   Hadden   CE  , 
  Goodwin   LA  ,   Ehlhardt   WJ.    Selective reduction of N - oxides to amines: application of 
drug metabolism . Drug Metab Dispos   2004 ; 32 : 966  –  972 .  

  44.       Knapp   DR.    Handbook of Analytical Derivatization Reactions .  Hoboken, NJ :  Wiley ; 
 1979 .  

  45.       Moghaddam   MF  ,   Brown   A  ,   Budevska   BO  ,   Lam   Z  ,   Payne   WG.    Biotransformation, excre-
tion kinetics, and tissue distribution of an N  - pyrrolo[1,2 -  c ]imidazolylphenyl sulfonamide 
in rats .  Drug Metab Dispos   2001 ; 29 : 1162  –  1170 .                        


