
How to Select An Appropriate 
Statistical Tool?

19

Good Statistical Design

Good statistical design is a pivotal factor in animal research. However, 
replication, randomization and blinding, which are key components of 
good statistical design, are less often used in animal research (Kilkenny et 
al., 2009). Hess (2011) reviewed statistical design given in 100 articles on 
animal experiments published in Cancer Research in 2010. In 14 of the 100 
articles, the number of animals used per group was not reported. In none of 
the 100 articles the method used to determine the number of animals per 
group was reported. Among the 74 articles in which randomization seemed 
feasible, only 21 reported that they had randomly allocated animals to 
treatment groups. None of these articles described how the randomization 
was carried out. Selection of appropriate statistical tools is very crucial 
in the analysis of data obtained from toxicological and pharmacological 
studies. Selection of a non-appropriate statistical tool during the design of 
a study or using a different statistical tool from that mentioned in the study 
plan with improper justi  cation may lead to misinterpretation of the data 
(Kobayashi et al., 2011).

Decision Trees

Several attempts have been made to standardize statistical methodologies 
for the analysis of data obtained from the toxicological and pharmacological 
studies. One of the methodologies proposed by several authors is the 
tree-type algorithms (Gad and Weil, 1986; Healey, 1997; Hamada et al., 
1998; Gad, 2006). The tree-type algorithms are called as decision trees, 
which are graphical representation of decisions involved in the choice of 
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the statistical procedure (Howell, 2008). The decision tree-diagram is an 
excellent tool for determining the optimum course of action in situations 
offering several alternatives with uncertain outcomes. The  rst tree-type 
algorithm for toxicity studies reported in Japan by Yamazaki et al. (1981) 
is given in Figure 19.1.

Bartlett’s test P<0.05P>0.05

P<0.05 P>0.05 P<0.05 P>0.05

ANOVA Kruskal-Wallis’s H test

Dunnett’s test
at 0.05

End

Scheffé’s test
at 0.05 

Group size

Same Diff.

Dunnett-type rank
test at 0.05

Group size

Same Diff.

End

Scheffé-type rank
test at 0.05 

Figure 19.1. The  rst tree-type algorithm for toxicity studies reported in Japan

This tree-type algorithm was criticized by Kobayashi et al. (1995),  
who identi  ed three major weaknesses which included: selection of a 
parametric or non-parametric test is based on the highly sensitive Bartlett’s 
homogeneity test; test for normality is not covered in this algorithm; and 
outliers and dose-dependency are not evaluated.

Hamada et al. (1998) proposed a tree-type algorithm for the analysis 
of quantitative data, which is given in Figure 19.2. 

Kobayashi et al. (2000) proposed a simple tree-type algorithm for 
the analysis of quantitative data obtained from toxicological experiments 
involving more than 2 groups (Figure 19.3).

Sakaki et al. (2000) proposed a tree-type algorithm for the analysis of 
quantitative data, particularly body weight, hematology, and organ weight 
data, obtained from repeated dose administration studies. This tree-type 
algorithm does not recommend homogeneity and normality tests; the data 
are directly analysed by Williams’s test (Figure 19.4). 

Gad and Weil (1986) proposed a  ow chart covering most of the 
situations that can be encountered in toxicology and pharmacology (Figure 
19.5). 
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Figure 19.2. Tree-type algorithm for the analysis of quantitative data proposed by Hamada 
et al. (1998)

Visual recognition of 
data (scatter diagram 

or  box-plot) 

  

  

  

    

Check for 
homogeneity 

(Bartlett’s 
test) 

  

   

    P<0.01(Heterogeneity)                                                               P>0.01 ( Homogeneity)   

      

Log-transformation of the 
data 

    
     

  P 0.05   (Homogeneity)     

                                                                                           P<0.05 (Heterogeneity) 
        

Analyze log-transformed data  Analyze raw data 
      

    
     

Check outliers: absolute maximum value of Studentized residual 
    <4 4

No outlier           At least one outlier 
      
     Analysis for influence of 

outlier, if necessary 

Dose-dependency [regression (1%)]           Linearity (model fitness) 
   

Comparison with control [Dunnett’s test (5%)] 

Figure 19.3. The tree-type algorithm for the analysis of toxicological data proposed by 
Kobayashi et al. (2000)
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Figure 19.4. The tree-type algorithm for the analysis of quantitative data obtained from 
repeated dose administration studies proposed by Sakaki et al. (2000)

Williams’ test 
( =0.025, 2-sided) 

   
   

  

Not significant                                 Significant 
(p>0.025)                                          (p 0.025) 

 

  

Steel test             
( =0.025, 2-sided) 

 
End           

 

Statistical Procedures Used by National Toxicology Program (NTP), 
USA

The statistical procedures used in the analysis of data of 2-year toxicity/
carcinogenesis studies presented in the Technical Reports of the NTP are 
given below: 
a. Survival Analyses
The product-limit procedure of Kaplan and Meier (1958) is used to 
estimate the probability of survival. Animals found dead due to causes 
other than natural causes are censored from the survival analyses, while 
animals dying from natural causes are not censored. Dose-related effects 
on survival is calculated using Cox’s method (Cox, 1972) (for testing two 
groups for equality) and Tarone’s (1975) life table test (to identify dose-
related trends). The P values are two-sided.
b. Analysis of neoplasm and non-neoplastic lesion incidences 
The Poly-k test (Bailer and Portier, 1988; Portier and Bailer, 1989; 
Piegorsch and Bailer, 1997) is used to assess neoplasm and non-neoplastic 
lesion prevalence. Tests of signi  cance include pair-wise comparisons of 
each exposed group with controls and a test for an overall exposure-related 
trend. Continuity-corrected Poly-3 tests are used in the analysis of lesion 
incidence. The P values are one-sided.
c. Analysis of continuous variables
Organ and body weight data is analyzed with the parametric multiple 
comparison procedures of Dunnett (1955) and Williams (1971, 1972). 
Hematology, clinical chemistry, urinalysis, urine concentrating ability, 

(p <= 0.025)
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cardiopulmonary, cell proliferation, tissue concentrations, spermatid, 
and epididymal spermatozoal data are analyzed using the non-parametric 
multiple comparison methods of Shirley (1977), as modi  ed by Williams 
(1986) and Dunn (1964). Jonckheere’s test (Jonckheere, 1954) is used to 
assess the signi  cance of the dose-related trends and to determine whether 
a trend-sensitive test (Williams’ or Shirley’s test) is more appropriate for 
pair-wise comparisons than a test that does not assume a monotonic dose-
related trend (Dunnett’s or Dunn’s test).

Average severity values are analyzed for signi  cance with the Mann-
Whitney U test (Hollander and Wolfe, 1973). Vaginal cytology data are 
transformed to arcsine values and then the treatment effects are investigated 
by applying a multivariate analysis of variance (Morrison, 1976). 

Immunological data is initially tested for homogeneity using Bartlett’s 
test. For data that is determined to be homogeneous, one-way analysis 
of variance (ANOVA) is conducted. If the ANOVA is signi  cant at P < 
0.05, Dunnett’s multiple range t-test is used for multiple treatment-control 
comparisons. If the data is not homogeneous, the Kruskal-Wallis test or 
the Wilcoxon rank sum test is used to compare treatment groups with 
controls groups. The level of statistical signi  cance is set at P < 0.05 and 
P < 0.01. 
Values are routinely presented as mean ± standard error. 

Decision Tree Produced by OECD

OECD produced a decision tree for analyzing data in long-term toxicology 
studies by summarizing common statistical procedures (OECD, 2010). 
This decision tree, more or less similar to an approach used by the US 
National Toxicology Program, is given in Figure 19.6. 

A detailed description on this decision tree is given in the guideline 
(OECD, 2010) by providing explanation on each circled number given in 
the Figure. 

Decision tree has also been used in vitro assays and pharmacological 
experiments. Decision-tree approaches were proposed for the analysis of 
the chromosome aberration assay (Kim et al., 2000; Hothorn, 2002) and 
for evaluating drug-speci  c effects of quantitative pharmaco-EEG (Dago 
et al., 1994). 

Though the decision trees are used in the statistical analysis of data of 
various toxicological studies (Krores et al., 2004), critics point out that, 
‘although there are ef  ciency gains in the application of  ow charts, there 
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is a ‘deskilling’ of the task, an over-emphasis on signi  cance testing for 
decision making, and vulnerability to artefactual results’. There is also 
the methodological problem with a multiple testing procedure where 
one hypothesis test is used to select another test which can complicate 
quantifying the true probability values associated with various comparisons 
(OECD, 2010).

Incongruence in Selection of a Statistical Tool

Nomura (1994) compared the tree-type algorithms used at the contract 
research laboratories in Japan and other countries. He observed that 
the countries developed their own tree-type algorithms. Kobayashi et 
al. (2011) compared the statistical tools used for analysing the data of 
repeated dose toxicity studies with rodents conducted in 45 countries, 
with that of Japan. The study revealed there was no congruence among 
the countries in the use of statistical tools for analysing the data obtained 
from the above studies. For example, to analyse the data obtained from 
repeated dose toxicity studies with rodents, Scheffé’s multiple range and 
Dunnett type (joint type Dunnett) tests are commonly used in Japan, but in 

Figure 19.6. Decision tree produced by OECD for the analysis of data in long-term 
toxicology studies (OECD, 2010)
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other countries use of these statistical tools is not so common. In most of 
the countries, the data are generally not tested for normality. The authors  
observed that out of 127 studies examined, data of only 6 studies were 
analysed for both homogeneity of variance and normal distribution. 

The decision trees mentioned above are developed based on the 
classical statistical principles sidelining biological principles. For example 
a sensitive Bartlett’s test for examining homogeneity of variance may not 
be suitable in most of the animal studies. The below mentioned decision 
trees or  ow charts are developed providing due consideration to biological 
principles: 

Selection of a Statistical Tool—Suggested Decision Tress or Flow 
Charts

 1.  Selection of a statistical tool when the data show a normal or non-
normal distribution (Kobayashi et al., 2008).

Situation 1 (Number of Groups, 2)
When the data of each group show a normal distribution by Shapiro-Wilk’s 
W test, then the F-test is applied. If the F-test is insigni  cant, the data are 
analysed using Student’s t-test and if it is signi  cant, Aspin-Welch’s t-test 
is used to analyse the data.

When the data of any group show a non-normal distribution by 
Shapiro-Wilk’s W test, they are subjected to Mann-Whitney’s U test (Rank 
sum test).

Flow chart of situation 1 is given in Figure 19.7.

Figure 19.7. Flow chart for selecting the statistical tool when the data show a normal or 
non-normal distribution (Situation 1, Number of group = 2)

Normal distribution by Shapiro-Wilk’s W test for each group (P = 0.05) 

Mann-Whitney’s U test 
 (Rank sum test) 

F-test 

Student’s t-test 
DF = 2N-2 

 

Significant

SignificantNot significant (-) 

Not significant (-) 

Aspin-Welch s t-test  
DF = 2N-2 
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Figure 19.8. Flow chart for selecting the statistical tool when the data show a normal or 
non-normal distribution (Situation 2, Number of group  3)

Normal distribution by Shapiro-Wilk’s W test for each group (P = 0.05) 

Dunnett’s multiple 
comparison test 

Only control group or 
all groups 

One or two treatment 
groups 

Steel’s test 
Dunnett’s multiple comparison test or Student’s t-

test (analysis is carried out after excluding the 
group/s that do not show a normal distribution) 

Not significant (-) Significant

Situation 2 (Number of Groups, 3)
When each group shows a normal distribution by Shapiro-Wilk’s W test, 
the Dunnett’s multiple comparison test is used. When control group or 
all groups do not show a normal distribution, non-parametric Steel’s 
test (Dunnett’s separate type test) is used. When normal distribution is 
not observed by one or two treatment groups, they are excluded from the 
analysis and the remaining groups are analyzed by Dunnett’s multiple 
comparison test. The clinical relevance of the excluded groups is assessed 
in the light of other observations.

Flow chart of situation 2 is given in Figure 19.8.

 2.  Analysis of qualitative data of urinalyses and pathological  ndings.
Analysis of qualitative data of urinalysis and pathological  ndings 

presented in 2×2 and 4×4 Tables is given in Table 19.1.

Statistical Tools Suggested for the Analysis of Toxicology Data
The suggested statistical tools for the analysis of parametric and non-
parametric data are given in Table 19.2 and for the comparison of two and 
multi-groups are given in Table 19.3.

Use of Statistics in Toxicology-Limitations
There are limitations in the use of statistics in toxicology. According to Gad 
and Weil (1986), the limitations are: 1. statistics cannot make poor data 
better; 2. statistical signi  cance may not imply biological signi  cance; 3. 
an effect that may have biological signi  cance may not be statistically 
signi  cant; 4. the lack of statistical signi  cance does not prove safety. 
Statistical analysis cannot rescue poor data resulting from a  awed design or 
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Table 19.2. Parametric and non-parametric statistical tools for the analysis of data obtained 
from toxicology studies

Group settings Parametric test Non-parametric test
Only two groups Student,  Aspin-Welch, Cochran-

Cox t-tests
Mann-Whitney U test, 
Wilcoxon test

Three or more 
group

ANOVA Kruskal-Wallis rank sum test
Dunnett’s multiple comparison 

test, General, multiple comparison 
test

Nonparametric type Dunnett’s 
rank sum test

Steel’s test
Tukey’s multiple range test 
(the size of the group is the same)

Nonparametric type Tukey’s 
rank sum test

Tukey-Kramer’s multiple range test
(the size of the group is different)

Steel-Dwass’ test

Duncan’s multiple range test Nonparametric type Duncan’s 
rank sum test

Scheffé’s multiple comparison test Nonparamteric type Scheffé’s 
rank sum test

Williams’s t-test (analyzes the 
difference of the mean values 
between each treated group and 
control, when the mean value of 
the treated groups changes in one 
direction.)

Shirley-Williams’s test

— Jonckheere’s trend test
Tests recommended.

Table 19.1. Analysis of qualitative data of urinalyses and pathological  ndings (Kobayashi, 
2010)

Incidence

2×2 Table 4×4 Table, Grades and number of  ndings with the 
grades in Groups 

Control: 
Observed (+)

Control: 
None (–)

Group No  nding 
(–)

Slight
(+)

Moderate 
(++)

Marked 
(+++)

Treatment: 
Observed (+)

Treatment: 
None (–)

Control 10 1 0 0

(1) Chi square test Low 4 3 2 1
(2) Fisher’s test Mid 1 4 3 2

Note: Small numerical values 
(0–5) are not suitable for Chi 
square analysis in the four- 
values data set (Control: +, – 
and Treatment: +, –). Fisher’s 
test (one-sided) is suitable for 
the data with small numerical 
values.

High 0 3 4 3
Note 1: If Chi square analysis by 4×4 Table shows a 
signi  cant difference, Control Group vs Low dose Group, 
Control Group vs Mid dose Group and Control Group vs 
High dose Group are analysed by 2×4 Table by division.
Note 2: If the number of animals in a group is 5, use of 
Mann-Whitney’s U test is preferred.
Note 3: Cochran-Armitage trend test is the preferred 
tool for examining dose-related pattern.
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a poorly conducted study. An appropriate data analysis will follow directly 
from a correct experimental design (including the selection of statistical 
methods to be applied) and implementation (OECD, 2010). According to 
Altman and Bland (1994), ‘failing to reject the hypothesis often leads to 
the conclusion of evidence in favour of safety, simply because absence of 
evidence is not evidence of absence’. 
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