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Preface

This book sets out to explain the major statistical analyses used by under-
graduate students in psychology. It should also satisfy many of the statist-
ical requirements of students of social and life sciences, education, health,
business and communication; indeed anyone with a need to understand
statistical analysis. The examples in the book are varied but there is a focus
on analysing data about people. The book examines many important statist-
ical techniques, providing explanations of how and why they are used.

When I was an undergraduate myself I learnt the appropriate statistics
to analyse my experimental data but was frustrated that the books I read
simply told me to do this, do that, like a cookbook, with no explanation of
why I was using such strange formulae or calculating numbers in the man-
ner suggested. As a graduate student I needed a more detailed knowledge
of statistics and there were some excellent books for the new researcher.
The only problem was that they were very weighty tomes, as thick as an
encyclopaedia and comprehensive to match. There were pages and pages of
mathematical formulae that tended to make the heart quail.

I discovered that the apparently mysterious formulae and calculations
actually made sense: indeed, they made common sense and the logic of
statistical tests was no more difficult than understanding a theory in psycho-
logy. As a lecturer I noticed that there was a tendency for students to view
statistical tests as difficult and esoteric. In part this was because they knew
the formulae for calculating the tests but did not know ‘how’ or ‘why’ the



xviii

tests were as they were. Over the years as a lecturer I have gained much
satisfaction from students exclaiming: ‘so that’s what it means!’ when an
explanation is given. And often these are students who had the view that
statistics was something they would not be able to understand. Yet this is
not the case. Statistics are actually remarkably sensible – they make good
sense. The key to understanding statistics is to understand how and why
they were developed, what they set out to do, and how they do it. Unfortun-
ately this is sometimes missing. Unlike many theories and explanations of
human behaviour and experience which by their nature are the subject of
fierce debate, statistics are simply techniques to be used where necessary. A
statistical test is a tool, like any other, and so can be used wisely or foolishly.
If we know what it is for we can use it well. Few of us would choose to
use a fork to drink soup yet people choose inappropriate statistical tests to
analyse data. But statistical tests are like spoons and forks. If you know
what they can do and how to use them, there is no mystery, you just get on
and use them. But like any other tool it does take a little while to understand
how and why it works as it does, and then to get the hang of using it
oneself. Once the tools have been mastered they becomes easier to use.

I hope that, for students facing the purchase of a statistics book, this
book will be able to provide an account of statistical analysis where the
mysterious formulae are explained, but without weighing down the reader!

I would like to thank Sue Wilkinson for encouraging me to write this
book, Margaret Manning for many interesting statistical discussions and
David French for helping me find the time to write it. I would especially
like to thank Paul Hartmann for many helpful comments on the text. I have
taught an undergraduate course on the Analysis of Experiments for a number
of years and the feedback, questions and criticisms of the many students
who have taken the course have helped me to understand the problems and
delights of learning statistics. I have learnt a lot. This book is a response to
that experience and I thank them too. Finally, I would like to thank Anna,
Anthony and Emma, without whose support I could never have written
this book.
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Preface to the Second

Edition

I have been very pleased with the success of the first edition of this book.
I found it particularly gratifying when one of my students said that she
could hear me speaking when she read the book. I hope other readers have
felt like her, that the book reads like someone talking – hopefully a friendly,
helpful voice – as I believe that the best way of learning is having someone
explain the material to me clearly. Despite the wonders of new technology
we should strive to maintain that personal contact between teacher and
student, and writer and reader. I was therefore in a quandary when asked
to do a second edition. I had received a number of complimentary letters
and emails from lecturers and students so I felt the book was doing its job
well. As the old adage says ‘if it’s not broken don’t mend it’ and the age
of a book shouldn’t undermine its value – indeed one of my own favourite
books on statistics is Siegel (1956) despite the excellent new editions.
However, there are changes I want to make based on the experience of the
passing years along with the constructive comments of my readers. I have
also produced, with colleagues, a companion volume on the computer
statistics package SPSS, which informed some of my thoughts on the new
edition (Hinton et al., 2004). I hope my voice still comes through clearly
and comprehensibly.

Since the first edition the debate has developed around the importance
of significance testing (Wilkinson and Task Force on Statistical Inference,
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1999). Most academic papers are only published if the findings within them
are statistically significant. This may be giving a distorted picture of the
overall outcome of research, as we do not know how many studies did not
find a significant effect. So a greater prominence should be given to both
confidence intervals and statistical power in the reporting of findings. The
findings of one study showing a significant finding may in the long run be
far less important than a broader understanding of the size of an effect that
emerges with a number of studies. I have therefore gone into more detail
in explaining ‘power’ in Chapter 9 and also introduced the calculation of
confidence intervals into the book. However, I think that students need to
understand the basics of significance testing first so that they are able to
understand the issues and engage in the debate from a position of know-
ledge. I have, therefore, maintained the structure and explanation of signific-
ance testing from the first edition of the book.

I have also included a final chapter that introduces the reader to the
general linear model. Whilst it is quite possible to happily undertake statistical
analysis without knowing about the general linear model, I hope this chapter
provides, for the interested reader, a bridge between a good understanding
of the statistical techniques and a more in-depth understanding of the under-
lying principles of most of our statistical analyses. I have found that the
assumptions of statistical tests often appear strange but that some apprecia-
tion of this underlying model reveals what the assumptions are all about.

I would also like to thank the many students (hundreds in fact) on the
undergraduate course in Research and Experimentation II who, for seven
years, were able to interrogate the author of their set textbook. I appreciated
their (generally) kind comments and I am glad that the book helped a
number of them to realise that statistics were not so alien after all. I have
many happy memories of teaching on that course with my colleagues Victoria
West and Alfredo Gaitan, who I would also like to thank. Thanks also to Ian
Robertson for our many discussions on teaching and learning, especially on
how to make topics clear and comprehensible. Finally, I would especially
like to thank Charlotte Brownlow, Isabella McMurray and Bob Cozens, the
other members of the SPSS Explained team, without whose enthusiasm,
support and friendship I might not have taken on the task of writing this
new edition.
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