Source: @ Gatty Images

fé

Causality can never be proved; in
other words, it can never be
demonstrated decisively. Inferences

of cause-and-effect relationships
are the best that can be achieved.

77

1



Chapter 11 - Causal research design: experimentation

Overview

Example

»

We introduced causal designs in Chapter 3, where we discussed their relationship to
exploratory and descriptive designs and defined experimentation as the primary
method employed in causal designs. This chapter explores the concept of causality fur-
ther. We identify the necessary conditions for causality, examine the role of validity in
experimentation, and consider the extraneous variables and procedures for controlling
them. We present a classification of experimental designs and consider specific designs,
along with the relative merits of laboratory and Aeld experiments, An application in the
arca of test marketing is discussed in detail, The considerations involved in conducting
experimental research when researching international markets are discussed. Several
ethical issues, which arise in experimentation, are identified. We begin with an example
that encapsulates the application and process of experimentation.

POP buys’

The Eckerd Drug Company (www.eckerd) conducted an expariment to examine the effective-
ness of in-store radio advertisements to Induce point-of-purchase (POF) buys. Twenty
statistically compatible stores were selected based on store size. geographic location, traf
fic flow count and age. Half of these were randomly selected as test stores, and the other
half served as control stores, The test stores aired the radio advertisements, whereas the
control stores’ POP radio systems were removed. Tracking data in the form of unit sales and
turnover were abtained for the following three periods: seven days before the experiment,
during the course of the fourweek experiment, and seven days after the experiment, The
products monitored varied from inexpensive items to small kitchen appliances. Results indl-
cated that sales of the adverlised products in the test stores at least doubled. Based en
this evidence, Eckerd concluded that in-store radio advertising was highly effective in induc-
ing POP buys, and decided to continue It.

In 2001, Point of Purchasing International (www.popai.com) conducted a study to deter-
mine the growth effects of in-store advertising in the soft drink beverage category in grocery
stores. Results revealed that sales increased at an estimated 11% when soft drinks were
displayed with free-standing promotional items, and maere than 20% when standing prome-
tional items were tied to a themead display. Anheuser-Busch, Pepsi/Frito Lay, Pfizer, Procter &
Gamble and Ralston-Purina sponsored this study, with the data gathered by Information
Resources from 250 stores,

Concept of causality

Causality

Causality apples when the
pocufrence of ¥ increases
the probabiiity of the
pecurence of Y
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Experimentation is commonly used to infer causal relationships. The concept of causality
requires some explanation. The scientific concept of causality is complex. "Causality’
means something very different to the average person on the street than to a sclentist.” A
staterment such as "X causes ¥' will have the following meaning to an ordinary person and
to a scientist:



Conditions for causality

Ordinary meaning Scientifle meaning

X is the only cause of Y X is only one of a number of possible causes
of Y

£ must always lead o ¥ The ocourrence of X makes the ccocurence of

more probable (X is a probabilistic cause of Y)

It'is possible 1o prove that X is a cause of ¥ We can never prove that X is a cause of Y. AL
best, we can infer that X is a cause of Y

The scientific meaning of causality is more appropriate to marketing rescarch than is the
everyday meaning.® Marketing effects are caused by multiple variables and the relationship
between cause and effect tends to be probabilistic. Moreover, we can never prove causality
(i.e. demonstrate it conclusively); we can only infer a cause-and-elfect relationship, In other
wiords, it is possible that the true causal relation, if one exists, will not have been identified.
We further clarify the concept of causality by discussing the conditions for causality.

Conditions for causality

Concomitanl variation
A condition for inferring
causality that roguires that

the extent to which a cause,

%, and an effect. ¥, ocour
together or vary togather is
predicted by tha hypothesis
under consideration.

Before making causal inferences, or assuming causality, three conditions must be satisfied:
(1) concomitant variation, (2] time order of occurrence of variables, and {3} elimination
of other possible causal factors. These conditions are necessary but not sufficient to
demonstrate causality, No one of these three conditions, nor all three conditions com-
bined, can demonstrate decisively that a causal relationship exists.* These conditions are
explained in more detail in the [ollowing sections.

Concomitant variation

Concomitant variation is the extent to which a cause, X, and an effect, ¥, occur together or
vary together in the way predicted by the hypothesis under consideration. Evidence per-
taining to concomitant variation can be obtained in a qualitative or quantitative manner,

For example, in the gualitative case, the management of a travel company may
believe that the retention of customers is highly dependent on the quality of its service.
This hypathesis could be examined by assessing concomitant variation. Here, the causal
factor X is service level and the effect factor Y is retention level. A concomitant variation
supporting the hypothesis would imply that travel companies with satistactory levels of
service would also have a satislactory retention of customers. Likewise, travel compa-
nies with unsatisfactory service would exhibit unsatisfactory retention of customers. If,
on the other hand, the opposite pattern was found, we would conclude that the hypoth-
esis was untenable,

For a quantitative example, consider a random survey of 1,000 respondents questioned
on the purchase of a skiing holiday. This survey yields the data in Table 11.1. The respon-
dents have been classified into high- and low-education groups based on a median or even
split. This table suggests that the purchase of a skiing holiday is influenced by education
level. Respondents with high education are more likely to purchase a skiing holiday: 73%
ol the respondents with high education have a high purchase level, whereas only 64% of
those with low education have a high purchase level. Furthermore, this is based on a rela-
tively large sample of 1,000 respondents.
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Table 11.1 Evidence of concomitant varialion batween purchase of a skiing holiday and education

Purchase of a skiing holiday from a travel company, ¥

High Low Total
Education, X High 363 [73%) 137 (27%) 500 {1008}
Low 327 (B47%) 178 (I6%) 500 (100%)

Based on this evidence, can we conclude that high education causes a high purchasing
level of skiing holidays? Certainly not! All that can be said is that association makes the
hypothesis more tenable; it does not prove it, What about the effect of other possible
causal factors such as income? Skiing holidays can be expensive, so people with higher
incomes may be more able to afford them. Table 11.2 shows the relationship between the
purchase of a skiing holiday and educarion for different income segments, This is equiva-
lent to holding the effect of income constant. Here again, the sample has been split at the
median to produce high- and low-income groups of equal size, Table 11.2 shows that the
difference in purchasing levels of a skiing holiday between high- and low-education
respondents has been reduced considerably. This suggests that the association indicated by
Table 11.1 may be spurious.

Table 11.2 Purchase of skiing heliday by income and education

Low-income purchase
High Low Tatal
Education High 122 (B1%) 78 (30%) 200 {100%)
Low 171 (57%) 124 (43%) 300 {100%)
High-Income purchase
High Low Tatal
Education High 241 (80%) B9 (20%) 300 {100%)
Low 151 (TE%) 49 (24%) 200 {100%)

We could give similar examples to show why the absence of initial evidence of concomi-
tant variation does not imply that there is no causation, It is possible thal considering a
third variable will crystallise an association that was originally obscure. The time order of
the oecurrence of variables provides additional insights into causality.

Time order of occurrence of variables

The time order of eccurrence condition states that the causing event must occur either
before or simultaneously with the effect; it cannot occur afterwards. By definition, an
effect cannot be produced by an event that occurs after the effect has taken place. It is pos-
sible, however, for each event in a relationship to be both a cause and an effect of the other
event. In other words, a variable can be both 4 cause and an effect in the same causal rela-
tionship. To illustrate, customers who shop frequently in a particular supermarket are
maore likely to have a loyalty card for that supermarket, In addition, customers who have a
loyalty card for a supermarket are likely to shop there frequently.



Example

Conditions for causality

Consider travel companies and the challenge of retaining their customers. If the quality
of their service offering is the cause of retention, then improvements in service must be
made before, or at least simultancously with, an increase in retention. These improvements
might consist of training or hiring more staff in their branches, Then, in subsequent
months, the retention of customers should increase. Alternatively, retention may increase
simultaneously with the training or hiring of additional branch staff. On the other hand,
suppose that a travel company experienced an appreciable increase in the level of retaining
customers and then decided to use some of that money generated to retrain its branch staff,
leading to an improvement in service. In this case, the improved service quality cannot be a
cause of increased retention; rather, just the opposite hypothesis might be plausible.

Elimination of other possible causal factors

The absence of other possible causal factors means that the factor or variable being inves-
tigated should be the only possible causal explanation, Travel company service quality
may be a cause of retention if we can be sure that changes in all other factors affecting
retention — pricing, advertising, promotional offers, product characteristics, competition
and so forth —were held constant or were otherwise controlled.

In an after-the-fact examination of a situation, we can never confidently rule out all
other causal factors, In contrast, with experimental designs it is possible to control some
of the other causal factors, It is also possible to balance the effects of some of the uncon-
trolled variables so that only random variations resulting from these uncontrolled
variables will be measured. These aspects are discussed in more detail later in this chapter.

The difficulty of establishing a causal relationship is illusteated by the following example.

Which comes first?®

There are studies that contend that consumers increasingly make buying decisions in the
store while they are shopping. Some studies indicate that as much as 80% of buying deci-
sions are made at point-of-purchase (POP). POP buying decisions have increased concurrently
with increased advertising efforts in the stores, These include radio advertisements, adver-
tisements on shopping trolleys and grocery bags, ceiling signs and shelf displays. It is
estimated that brand and retall owners spent roughly €1 billion In 2005 trying to Influence
the consumer at the POR It is difficult to ascertain from these data whether the increased
POP decision making is the result of increased advertising efforts in the store or whether the
Increase In store advertising results from attempts to capture changing consumer attitudes
towards purchasing and to capture sales from the increase in POP decision making. It is also
possible that both vanables may be both causes and effects in this relationship.

If, as this example indicates, it is difficult 1o establish cause-and-effect relationships, what
is the role of evidence obtained in experimentation?

Evidence of concomitant variation, time order of occurrence of variables, and elimina-
tion of other possible causal factors, even il combined, still do nol demonstrate
conclusively that a causal relationship exists. If all the evidence is strong and consistent,
however, it may be reasonable to conclude that there is a causal relationship. Accumulated
evidence from several investigations increases our confidence that a causal relationship
exists. Confidence is further enhanced if the evidence is interpreted in light of intimate
conceptual knowledge of the problem situation. Controlled experiments can provide
strong evidence on all three conditions.
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Definitions and concepts

Independent variables
Varlablas that are
rmanlpulated by the
researcher and whaga
effects are maasured and
compared.

Tast units

Individuals, organisations ar
other entitias whase
responses 1o independent
variabies ar treatments are
belng studied.

Dependent variables
Varlablas that measure the
effect of the independent
varlabies an tha test unlts.

Extraneous variables
variablas, athar than
dependent and Independent
variabées, which may
Influence the results of

the experment.

Expariment

The process of manlpulating
one or mare independent
varlables and measuring
thelr effect on one or mare
dependant variables, while
contredling for the extraneous
variabies,

Experimental design

The set of experimental
procedures spacifying (1) the
test units and sampling
procedures, {2) the
Independent variables, (3)
the dependent variables, and
(4] how to controf the
extraneaus varables,

Example
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In this section, we define some basic concepts and illustrate them using examples:

Independent variables. Independent variables are variables or alternatives that are
manipulated (i.e. the levels of these variables are changed by the researcher) and whose
effects are measured and compared. These variables, also known as treatments, may
include price levels, package designs and advertising themes. In the Eckerd Drug
Company example at the beginning of this chapter, the independent variable was ‘in-
store radio advertising’ (present versus absent},

Test units, Test units are mndividuals, organisations or other entitics whose response to
the independent variables or treatments is being examined. Test units may include con-
sumers, stores or geographical areas. The test units were stores in the Eckerd example.
Dependent variables. Dependent variables are the variables that measure the effect of
the independent variables on the test units. These variables may include sales, profits
and market shares. In the Eckerd example, the dependent variable was the sales level of
advertised POP products.

Extraneous variables. Extraneous variables are all variables other than the independ-
ent variables that affect the response of the test units. These variables can confound the
dependent variable measures in a way that weakens or invalidates the results of the
experiment. In the Eckerd example, store size, geographic location, traffic flow count
and age of the stores were extraneous variables that had to be controlled.

Experiment. An experiment is formed when the rescarcher manipulates one or more
independent variables and measures their effect on one or more dependent variables,
while controlling for the effect of extraneous variables.” The Eckerd research project
qualifies as an experiment based on this definition,

Experimental design. An experimental design is a set of procedures specifying: (1) the
test units and how these units are to be divided into homogeneous subsamples, (2} what
independent variables or treatments are to be manipulated, {3) what dependent vari-
ables are to be measured, and (4) how the extraneous variables are to be controlled.”

As a further illustration of these definitions, consider the following example.

Taking coupons at face value?®

An expariment was conducted to test the effects of the face value of sales promation
coupons (i.e, the amount saved whean a consumer next buys the product) on the likelirood of
consumers redeeming those coupons, controlling for the frequency of brand usage. Personal
Interviews were conducted with 280 shoppers who were entering or leaving a supemarket.
Subjects were randomly assigned to two treatment groups. One group was offered & small
discount and the other higher value coupons for four products: Tide detergent, Kellogg's
Comflakes, Aim toothpaste and Joy liquid detergent. During the interviews, the respondents
answered guestions about which brands they used and how likely they were to cash the
coupons of the given face valug the next time they shopped. An interesting finding was that
higher face-value coupons produced & greater likelinood of redemption among infrequent or
nonbuyers of the promoted brand but had little effect on regular buyers.

In the preceding experiment, the independent variable that was manipulated was the
value of the coupon. The dependent variable was the likelihood of cashing the coupon.
The extraneous variable that was controlled was brand usage. The test units were individ-
val shoppers, The experimental design required the random assignment of test units
(shoppers) to treatment groups (low- or high-value coupon).



Validity in experimentation

Definition of symbols

To facilitate our discussion of extraneous variables and specific experimental designs, we
define a set of symbols now commonly used in marketing research:”

X = the exposure of a group to an independent variable, treatment or event, the effects
of which are to be determined

O = the process of observation or measurement of the dependent variable on the test
units or group of units

R = the random assignment of test units or groups to separate treatments

In addition, the following conventions are adopted:

# Movement from left to right indicates movement through time.

® Horizontal alignment of symbols implies that all those symbals refer to a specific treat-
ment group.

® Vertical alignment of symbols implies that those symbols refer to activities or events
that occur simultaneously.

For example, the symbaolic arrangement
X 0, 0,

means that a given group of test units was exposed to the treatment variable (X) and the
response was measured at two different points in time O, and O,
Likewise, the symbalic arrangement

R X, O,

R X, O,
means that two groups of test units were randomly assigned to two different treatment
groups at the same time, and the dependent variable was measured in the two groups
simultaneously.

Validity in experimentation

Internal validity

A meaguie of accuracy of an
experiment. It measures
whether the mampulation of
the independent variables, or
treatrvents, actually caused
the effects on the depemiant
variable{s]

When conducting an experiment, a researcher has two goals: (1) to draw valid conclusions
about the effects of independent variables on the study group, and (2) to make valid gen-
eralisations to a larger population of interest. The first goal concerns internal validity, the
second external validity. '°

Internal validity

Internal validity refers to whether the manipulation of the independent variables or
treatments actually caused the observed effects on the dependent variables, Thus, internal
validity refers to whether the observed effects on the test units could have been caused by
variables other than the treatment, If the observed effects are influenced or confounded by
extraneous variables, it is difficult to draw valid inferences about the causal relationship
between the independent and dependent variables. Internal validity is the basic minimum
that must be present in an experiment before any conclusion about treatment effects can
be made. Without internal validity, the experimental results are confounded. Control of
extraneous variables is a necessary condition for establishing internal validity.
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External validity

A determination of whethar
the cause-and-affect
relatignships found in the
experiment can ba
Eeneralised.

External validity

External validity refers to whether the cause-and-effect relationships found in the experi-
ment can be generalised. In other words, can the results be generalised bevond the
experimental situation, and if so, to what populations, settings, times, independent vari-
ables and dependent variables can the results be projected?!! Threats to external validity
arise when the specific set of experimental conditions does not realistically rake into
account the interactions of other relevant variables in the real world.

It is desirable 10 have an experimental design that has both internal and external validity,
but in applied marketing research we often have to trade one type of validity for another.™?
To control for extraneous variables, a researcher may conduct an experiment in an artificial
environment, This enhances internal validity, but it may limit the generalisability of the
results, thereby reducing external validity. For example, fast-food chains test customers’
preferences for new formulations of menu itemns in test kitchens. Can the effects measured
in this environment be generalised to fast-food outlets that may operate in a variety of
other environments? (Further discussion on the influence of artificiality on external valid-
ity may be found in the section of this chapter on laboratory versus field experimentation. }
Regardless of the deterrents to external validity, if an experiment lacks internal validity, it
may not be meaningful to generalise the results. Factors that threaten internal validity may
also threaten external validity, the most serious of these being extraneous variables.

Extraneous variables

Histary

Specific evants thal ane
oxtermal g the expermeant
but thal stcur al the same
Lime a5 the gaperimant,

308

The need to control extraneous variables to establish internal and external validity has
already been discussed. In this section, we classify extraneous variables in the following
categories: history, maturation, testing cffects, instrumentation, statistical regression,
selection bias and mortality.

History

Contrary to what the name implics, history (H) does not reler to the occurrence of events
before the experiment, Rather, history refers to specific events that are external to the
experiment but that occur at the same time as the experiment. These events may affect the
dependent variable. Consider the following experiment:

0 X 0

where O, and O, are measures of ticket sales to a weekend break built around visiting the
Christmas market in Nuremberg, Germany, and X, represents a new promaotional cam-
paign. The difference (0, — O,} is the treatment effect. Suppose that the experiment
revealed that there was no difference between O, and 0. Can we then conclude that the
promotional campaign was ineffective? Certainly not! The promotional campaign X, is
not the only possible explanation of the difference between O, and O,. The campaign
might well have been effective. What il general economic conditions declined during the
experiment and the local area was particularly hard hit by redundancies through several
emplovers closing down their operations {history}? Conversely, even if there was some dif-
ference between O, and O, it may be incorrect to conclude that the campaign was
effective if history was not controlled, because the experimental effects might have been
confounded by history. The longer the time interval between observations, the greater the
passibility that history will confound an experiment of this type."?



Maturatian

An pxtrancaus varabbe
attributable to changes in
the test units themselves
that ocour with the passaga
of time,

Testing effects
Effects caused by the
process of experimentatian.

Main testing effect

An effect of tealing aceurring
when a prior observation
affects a later phasrvation,

Interactive testing effect
An effect in which & prior
measurement affects the
test unit's response to the
Independent variable.

Instrumentation

An extraneous vanabbe
Irvalwing changes in the
meeaguiing nstrument, m the
observers ar in the scares
thenaahes,

Extraneous variables

Maturation

Maturation (MA) is similar to history except that it refers 1o changes in the test units
themselves. These changes are not caused by the impact of independent variables or treat-
ments but occur with the passage of time. In an experiment involving people, maturation
takes place as people become older, more experienced, tired, bored or uninterested.
Tracking and market studies that span several months are vulnerable to maturation, since
it is difficult to know how respondents are changing over time.

Maturation effects also extend to test units other than people, For example, consider
the case in which the test units are travel companies. Travel companies change over time
in terms of personnel, physical layout, decoration, and the range of holidays and services
they have to olfer.

Testing effects

Testing effects are caused by the process of experimentation. Typically, these are the
effects on the experiment of taking a measure on the dependent variable before and after
the presentation of the treatment. There are two kinds of testing effects: {1} main testing
effect (MT}, and (2} interactive testing effect {IT).

The main testing effect (MT) occurs when a prior observation aflects a later observa-
tion. Consider an experiment to measure the effect of advertising on attitudes towards
taking a holiday in Egypt. The respondents are given a pre-treatment questionnaire meas-
uring background information and attitude towards holidaying in Egypt. They are then
exposed to the test commercial embedded in a TV programme. After viewing the com-
mercial, the respondents again answer a questionnaire measuring, among other things,
attitude towards holidaying in Egypt.,

Suppose that there is no difference between the pre- and post-treatment attitudes, Can
we conclude that the commercial was ineffective? An alternative explanation might be
that the respondents tried to maintain consistency between their pre- and post-treatment
attitudes. As a result of the main testing effect, post-treatment attitudes were influenced
more by pre-treatment attitudes than by the treatment itself. The main testing effect may
also be reactive, causing the respondents to change their attitudes simply because these
attitudes have been measured. The main testing effect compromises the internal validity
of the experiment.

In the interactive testing effect (IT), a prior measurement affects the test umt’s
respanse to the independent variable. Continuing with our advertising experiment, when
people are asked to indicate their attitudes towards taking a holiday in Egypt, they become
maore aware of Egyptian holidays: they are sensitised to Egyptian holidays and become
more likely to pay attention to the test commercial than are people who were not included
in the experiment. The measured effects are then not generalisable to the population;
therefore, the interactive testing effects influence the experiment’s external validity.

Instrumentation

Instrumentation (1) refers to changes in the measuring instrument, in the observers or in
the scores themselves. Sometimes measuring mstruments are modified during the course of
an experiment, In the Egyptian holiday experiment, using a newly designed questionnaire
to measure the post-treatment attitudes could lead to variations in the responses obtained.
Consider an experiment in which sales at a shoe shop are measured before and after expo-
sure to a promaotional offer of a discounted music festival ticket [treatment). If there is a
non-experimental price change between O, and O,, this could result in a change in instru-
mentation, because European sales may be measured using different unit prices. In this
case, the treatment effect {0, — 0] could be attributed to a change in instrumentation.
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Statistical regression

An extranequs variahie that
neEaUrs whien test units with
BRIFEmE So0res move closer
10 the sversge seoqe during
the caurse af the experiment,

Selection bias

An extranagus vanable
attributable to tha improper
assignmant of test units to
treatmenl conditions.,

Mortality

An mitrancous vanabie
attributable to the loss of
test units whilo the
pxpariment is in Progress.

As shown above, instrumentation effects are likely when interviewers make pre- and
post-treatment measurements. The effectiveness of interviewers can be different at
dilferent times.

Statistical regression

Statistical regression (SR) effects occur when test units with extreme scores move closer to
the average score during the course of the experiment. In the Exyptian holiday advertising
experiment, suppose that in a pretest measurement some respondents had either very
favourable or very unfavourable attitudes towards the country of Egypt. On post-treatment
measurement, their attitudes might have moved towards the average. Consumer attitudes
change continuously for a wide variety of reasons. Consumers with extreme attitudes have
more room for change, so variation may be more likely. This has a confounding eftect on
the experimental results, because the observed ellect (change in attitude) may be attributa-
ble 1o statistical regression rather than to the treatment (test commercial),

Selection bias

Selection bias (58] refers to the improper assignment of test units to treatment condi-
tions. This bias occurs when selection or assignment of test units results in treatment
groups that differ on the dependent variable before the exposure to the treatment condi-
tion. If test units self-select their own groups or are assigned to groups on the basis of the
researchers’ judgement, selection bias is possible. For example, consider an experiment in
which two different merchandising displays (old static display and new audio-visual dis-
play) are assigned to different branches of a travel company. The branches in the two
groups may not be equivalent to begin with. They may vary with respect to a key charac-
teristic, such as branch size. Branch size is likely to affect the sales of holidays, regardless of
which merchandising display was assigned to a branch,

Mortality

Mortality (MO} refers to the loss of test units while the experiment is in progress. This
happens for many reasons, such as test units refusing to continue in the experiment.
Mortality confounds results because it is difficult to determine whether the lost test units
would respond in the same manner to the treatments as those that remain, Consider again
the merchandising display experiment. Suppose that during the course of the experiment,
three branches in the new audio-visual display drop out because they feel the noise is not
conducive to negotiations with certain types of client (e.g. the type of customer that
would spend €10,000 on a luxury cruise). The researcher could not determine whether the
average sales of holidays for the new display would have been higher or lower if these
three branches had continued in the experiment.

The various categories of extraneous variables are not mutually exclusive; they can
occur jointly and also interact with each other. To illustrate, testing-maturation—maortality
refers Lo a situation in which, because of pre-treatment measurement, the respondents’
beliefs and attitudes change over time and there is a differential loss of respondents from
the various treatment groups.

Controlling extraneous variables

Confounding variables
Variables used to illustrats
that extraneous varlables can
canfound tha results by
influgncing the dependent
variabée, synanyrmous with
axtraneous variables,
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Extraneous variables represent alternative explanations of experimental results. They pose
a serious threat to the internal and external validity of an experiment, Unless they are con-
trolled, they affect the dependent variable and thus confound the results. For this reason,
they are also called confounding variables. There are four ways of controlling extraneous
variables: randomisation, matching, statistical control and design control,



Randomisation

A methed of controling
extrangaous variables that
Immives randamly assigning
test wnits to axparimental
groups by using random
numiers. Treatment
conditions are aleo randomiby
BEEigned to axparnimantal
EXCAUpS.

Matching

A method of controlling
extraneous varlables that
Imvolves matching test units
on a set af key background
variables before assigning
them tz the treatment
conditions.

Statistical control

A method of controlling
nxtraneous variables by
measuring the oxtranaous
variables and adjusting for
their effects through
statistical mothods.

Design cantral

A& methad of contralling
extraneous variables that
Invalves Using specilic
experimental designs.

Example

Controlling extraneous variables

Randomisation

Randomisation refers Lo the random
assignment of test units to experimen-
tal groups by using random numbers.
Treatment conditions are also ran-
domly assigned to experimental groups.
For example, respondents are randomly
assigned to one of three experimental
groups. One of the three versions of a
test commercial, selected at random, is
administered to each group, As a resull
of random assignment, extraneous fac-
tors can be represented equally in each
treatiment condition. Randomisation is
the preferred procedure for ensuring
the prior equality of experimental
groups,'* but it may not be effective
when the sample size is small because it merely produces groups that are equal on average.

Sourcs: € Scierce Phato Library

It is possible, though, to check whether randomisation has been effective by measuring the
possible extraneous variables and comparing them across the experimental groups.

Matching

Matching involves comparing test units on a set of key background variables before
assigning them to the treatment conditions. In the display experiment, travel company
branches could be matched on the basis of turnover, size, proportion of retail to corporate
clients, or location, Then one branch from each matched pair would be assigned 1o each
experimental group.

Matching has two drawbacks, First, test units can be matched on only a few characteris-
tics, so the test units may be similar on the variables selected but unequal on others.
Second, if the matched characteristics are irrelevant to the dependent variable, then the
matching effort has been futile."

Statistical contral

Statistical control involves measuring the extraneous variables and adjusting for their
effects through statistical analysis. This was illustrated in Table 11.2, which examined the
relationship {association) between purchase of skiing holidays and education, controlling
for the effect of income. More advanced statistical procedures, such as analysis of covari-
ance {ANCOVA), are also available, In ANCOVA, the effects of the extraneous variable on
the dependent variable are removed by an adjustment of the dependent variable’s mean
value within each treatment condition, ANCOVA is discussed in more detail in Chapter 15,

Design control

Design control involves the use of experiments designed to control specific extraneous
variables. The types of controls possible by suitably designing the experiment are illus-
trated with the following example.

Experimenting with new products’®

Controlled-distribution electronic test markets are used increasingly to conduct expenmental
research on new products. This method makes it possible to create a design that controls
for several extraneous factors. The control can allow for the manipulation of variables that
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can affect the success of new products. In manipulating variables, it is possible o ensure
that a new product:

pblains the right level of supermarket acceptance and all commodity volume distribution;
is positioned in the correct aisle in each supermarket;

receives the right number of facings on the shelf;

has the correcl everyday price;

never has out-of-stock problems;

obtains the planned level of trade promotion, display and price features on the desired
time schadule,

& & 8 8 @ @

By being able to control these variables, a high degree of internal validity can be obtained.

This example shows that controlled-distribution electronic test markets can be effective in
controlling for specific extraneous variables, Extraneous variables can also be controfled
by adopting specific experimental designs, as described in the next section,

A classification of experimental designs

Pre-experimental designs
Designs that de nat control
for extraneaus factors by
randamisation.

True experimantal
designs

Eaperimantal designs
distinguighed by the fact that
the researchar o randomby
ASHIEN 15T units o
experimantal groups and also
randamly assign treatments
o experimental groups,
Quasi-experimental
designs

Designs that apply part of
the procedures of Trig
expermantation yel lack full
expermental control.
Statistical designs

Designs (hat allaw for tha
statistical contral and
analysis of external varables.

Figure 11.1
A classification of
experimental designs
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Experimental designs may be classified as pre-experimental, true experimental, quasi-
experimental and statistical designs: see Figure 11.1.

Pre-experimental designs do not employ randomisation procedures to contral for
extrancous factors. Examples of these designs include the one-shot case study, the one-
group pretest-post test design and the static group. In true experimental designs, the
researcher can randomly assign test units to experimental groups and treatments to
experimental groups. Included in this category are the pretest—postiest control group
design, the posttest-only control group design and the Solomon four-group design.
Quasi-experimental designs result when the researcher is unable to achieve full manipu-
lation of scheduling or allocation of treatments to test units but can still apply part of the
apparatus of the experimentation. Two such designs are time series and multiple time
series designs. A statistical design is a series of basic experiments that allows for statistical
control and analysis of external variables, Statistical designs are classified based on their
characteristics and use. The important statistical designs include randomised block
design, Latin square design and factorial designs.'” These designs are illustrated in the

Experimental designs
Pra- True Quiasi- .
experimental exparimantal expanmeantal SRy

One-shot case Pres-test—post- Time series Randomised
studhy test control blocks

group Multiple time
One-group pra- Seres Latin sguare
test-post-test Post-tast-only

control group Factorial
Static group design

Solomon four-
group



Pre-axparimental dasigns

context of a possible extension of Sports Marketing Surveys Racetrack study. It measures
the effectiveness of a test advertisement for the Renault Laguna Sport Tourer. The test
advertisement could be evaluated in preparation to run in TV coverage of Formula one
races [www.renaultfl.com), '™

We begin our discussion with the first type of experimental design: pre-experimental.

Pre-experimental designs

One-shot case study

A pre-experimental design in
which & single group of lest
units is exposed o a
treatment X, and then a
sinfle measurement of the
dependent variable is taken

These designs are characterised by an absence of randomisation. Three specific designs are
described: the one-shot case study, the one-group pretest-posttest design and the static
group design,

One-shot case study

Also known as the after-only design, the one-shot case study may be symbuolically repre-
sented as

X, 0

A single group of test units is exposed to a treatment X, and then a single measurement on
the dependent variable is taken (O}, There is no random assignment of test units, Note
that the symbol R is not used, because the test units are self-selected or selected arbitrarily
by the researcher.

The danger of drawing valid conclusions from experiments of this type can be easily
seent, They do not provide a basis of comparing the level of O, with what would happen if
X were absent. In addition, the level of O, might be affected by many extraneous vari-
ables, including history, maturation, selection and mortality, Lack of control for these
extraneous variables undermines the internal validity, For these reasons, the one-shot case
study is more appropriate for exploratory than for conclusive research.

L™ svorts Marketing Surveys

Ona-group
pretest-posttest design

A pre-axparimental design in
which a group of test units is
messured twice.

One-shot case study

A one-shot case study to measure the effectiveness of test advertisements for a Renault
Lauguna would be implemented as follows, Telephone interviews are conducted with a
national sample of respondents who report watching a particular TV programme the previ-
ous night, e.g. The Shanghai Grand Prix. The programme selected is one that contains the
selected test advertisement, e.g. a Renault Laguna advertisement (X}. The dependent vari-
ables (0,) are unaided and aided recall. First, unaided recall is measured by asking the
respondents whether they recall seeing a car advertisement, e.g, "do you recall seeing a car
advertisement last night?” If they recall the test advertizsement, details about the advertise-
ment content and execution are solicited. Respondents who do not recall the test
advertisement are asked about it specifically, e.g. "do you recall seeing a Renault Laguna
advertisement last night? (aided recall). The resulis of aided and unaided recall are com-
pared to norm scores to develop an index for interpreting the scores.

One-group pretest-posttest design
The one-group pretesi—posttest design may be symbolised as
0, X 0,

In this design, a group of test units is measured twice. There is no control group, First a
re-treatment measure is taken (0 |, then the group is exposed to the treatment (X).
P i group P
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Finally, a posttreatment measure is taken (0, ). The treatment effect is computed as (O, -
0.} but the validity of this conclusion is questionable since extraneous variables are
largely uncontrolled. History, maturation, testing {both main and interactive testing
effects), instrumentation, selection, mortality and regression could possibly be present.
The following example shows how this design is used,

@ﬁ- Sports Marketing Surveys

Static group

A pre-eaparimental design in
which there are beo groups:
the experimental group {EG),
which is exposed 1o the
treatrment, and the contral
Eroup {CG). Measuremants
on both groums are masde
only after the treatment, and
tesl units are ol assigned
al randam,

One-group pretest-posttest design

A one-group pretest—posttest design to measdre the effectivenass of test commercials for
Renault cars would be implemented as follows. Respondents are recruited to central
cinema locations in different test cities. At the central location, respondents are first admin-
Istared a parsonal Interview 1o measura, among other things, attitudes towards the Renault
Laguna (0,), Then they watch a TV programme containing the test commercial (X), After
viewing the TV programme, the respondents are again administered a personal interview to
measure attitudes towards the Renault Laguna (0,). The effectiveness of the tast commer-
cial is measured as (0, — 04).

Static group design

The static group is a two-group experimental design. One group, called the experimental
group (EG], is exposed to the treatment, and the other, called the control group (CG), is
not. Measurements on both groups are made only after the treatment, and test units are
not assigned at random. This design may be symbaolically described as

EG: X O,
CG: 0O,

The treatment effect would be measured as (O, — O, ). Notice that this difference could
also be attributed to at least two extrancous variables (selection and mortality), Because
test units are not randomly assigned, the two groups (EG and CG) may differ before the
treatment, and selection bias may be present. There may also be mortality effects, as more
test units may withdraw from the experimental group than from the control group. This
would be particularly likely 1o happen if the treatment were unpleasant.

In practice, a control group is sometimes defined as the group that receives the current
level of marketing activity, rather than a group that receives no treatment at all. The con-
trol group is defined in this way because it is difficult to reduce current marketing
activities such as advertising and personal selling to zero.

QL7™ sorts Marketing Surveys
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Static group

A static group comparison to measdre the effectiveness of a test advertisement for the
Renault Laguna would be conducted as follows. Two groups of respondents would be
recrulted on the basis of convenience. Only the experimantal group would be exposad to the
TV programme containing the advertisement, Then, attitudes towards the Renault Laguna of
hoth the experimental and control group respondents would be measured. The effective-
ness of the test advertisement would be measured as (0, - 0,).



True experimental designs

True experimental designs

Pretesl-postiest control
group design

An expenmental design in
which the experimental group
is exposed to the treatmant
but the contral group is not.
Pretest and posttest
measuTes are taken on both
Eroups.

The distinguishing feature of true experimental designs, compared with pre-experimental
designs, is randomisation. In true experimental designs, the researcher randomly assigns
test units to experimental groups and treatments to experimental groups. True experi-
mental designs include the pretest=posttest control group design, the postiest-only control
group design and the Solomon four-group design,

Pretest-posttest control group design
[n the pretest-posttest control group design, test units are randomly assigned to either
the experimental or the control group and a pre-treatment measure is taken on each
group. Then the treatment is applied to the experimental group, and a post-treatment
measure is taken from both groups. This design is symbolised as

EG: RO, X0,

CG:RO, 0O
The treatment elfect ( TE) is measured as

(0,-0,)- {DI_ 0,)

This design controls for most extraneous variables. Selection bias is eliminated by ran-

domisation. The other extraneous effects are controlled as follows:

Dl—ﬂl =TE+H+MA+MT+IT+1+5R+ MO
DQ—U*— H+MA+MT+1+5R+MO
= EV [extrancous variables)

where the symbols for the extrancous variables are as defined previously. The experimen-
tal result is obtained by

(0,-0,) = {0,-0,)="TE +IT

The interactive testing effect is not controlled, because of the effect of the pretest measure-
ment on the reaction of units in the experimental group to the treatment.

C37™ seorts Marketing Surveys

Pretest-posttest control group

In the context of measunng the effectiveness of a test advertisement for the Renault
Laguna, a pretest-postiest control group design would be implemented as follows. A
sample of respondents would be selected at random. Half of these would be randamly
assigned to the experimantal group, and the other hall would farm the contral group.
Respondents in both groups would be administered a gquestionnaire to obtain a pretest
measurement on attitudes towards the Renault Laguna. Only the respondents in the experi-
mental group would be exposed 1o the TV programme leaturing the test advertisement,
Then, a questionnaire would be administered to respondents in both groups to obtain
postiest measures on attitudes towards the Renault Laguna.

As this example shows, the pretest—posttest control group design involves two groups
and two measurements on each group. A simpler design is the posttest-only control
group design.
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Pastiest-only cantral
group design

Euparmeantal dasign in which
the experimental group is
exposed Lo the treximent bul
the cantrad group is not and
no pretest maasure is taken,

Posttest-only control group design

The posttest-only control group design does not involve any pre-measurement, It may be
symbolised as

EG: R X O,

CG:R O,
The treatment effect is obtained by

0,-0,=TE

This design 15 fairly simple to implement. Because there is no pre-measurement, the test-
ing effects are eliminated, but this design is sensitive to selection bias and mortality. It is
assumed that the two groups are similar in terms of pre-treatment measures on the
dependent variable because of the random assignment of test units to groups. Because
there is no pre-treatment measurement, this assumption cannot be checked. This design is
also sensitive to mortality. It is difficult to determine whether those in the experimental
group who discontinue the experiment are similar to their counterparts in the control
group. Yet another limitation is that this design does not allow the researcher to examine
changes in individual test units.

It is possible to control for selection bias and mortality through carefully designed exper-
imental procedures, Examination of individual cases is often not of interest. On the other
hand, this design possesses significant advantages in terms of time, cost and sample size
requirements, It involves only two groups and only one measurement per group. Because of
its simplicity, the posttest-only control group design is probably the most popular design in
marketing research. Note that, except for pre-measurement, the implementation of this
design is very similar to that of the pretest—posttest control group design.

Solomon four-group
design

An expenmental dasign that
explicitty controls for
Intaractive testing effects,
In additsen 1o controlling for
all the ather extranagus
variabdes.
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Posttest-only control group

In the context of measuring the effectiveness of a test advertizsement for the Renault
Laguna, a posttest-only control group design would be Implementad as follows. A sample of
respondents would be selected at random. The sample would be randomly split, with half
the subjects forming the experimental group and the other half constituting the control
group, Only the respondents in the experimental group would be exposed to the TV pro-
gramme containing the test Renault Laguna advertisement, Then, a gquestionnaire would be
administered to both groups to obtain posttest measures on attitudes towards the Renault
Laguna, The differences in the attitudes of the exparimental group and the control group
wiould be used as a measure of the effectiveness of the test commercial.

In this example, the researcher is not concerned with examining the changes in the
attitudes of individual respondents. When this information is desired, the Solomon four-
group design should be considered. The Solomon four-group design overcomes the
limitations of the pretest—posttest control group and posttest-only control group designs
in that it explicitly controls for the interactive testing effect, in addition to controlling for
all the other extraneous variables. However, this design has practical limitations: it is
expensive and time consuming to implement, Hence, it is not considered further.'®

In all true experimental designs, the researcher exercises a high degree of control. In
particular, the researcher can control when the measurements are taken, on whom they
are taken and the scheduling of the treatments. Moreover, the researcher can randomly



Quasi-exparimental designs

select the test units and randomly expose test units to the treatments. In some instances,
the researcher cannot exercise this kind of control; then quasi-experimental designs

should be considered.

Quasi-experimental designs

Time series design

A quashexpenmental design
that Involvas perodic
measurements of the
dependent varlabie for a
growp of test units. Then the
treatment s administened by
the researcher or poours

naturally. After the treatment,

peradic measurements are
contsneed 1o datenmine the
treatment effact,

Multiple time series
design

A time series design that
Includes another group of
test units to sarve as a
contrd group.

A quasi-experimental design results under the following conditions. First, the researcher
can control when measurements are taken and on whom they are taken. Second, the
researcher lacks control over the scheduling of the treatments and also is unable to expose
test units to the treatments randomly.'” Quasi-experimental designs are useful because
they can be used in cases when true experimentation cannot be used, and because they are
quicker and less expensive. Because full experimental control is lacking, the researcher
must consider the specific variables that are not controlled. Popular forms of quasi-exper-
imental designs are time series and multiple time series designs.

Time series design

The time series design involves a series of periodic measurements on the dependent vari-
able for a group of test units. The treatment is then administered by the researcher or
occurs naturallv. After the treatment, periodic measurements are continued to determine
the treatment effect, A time series experiment may be symbaolised as

DI Di D'ﬁ Dd-{]'.\ Dh{}? DE D?]DI[l

This is a quasi-experiment, because there 1s no randomisation of test units to treat-
ments, and the timing of treatment presentation, as well as which test units are exposed
to the treatment, may not be within the researcher’s control {hence no specific X sym-
bolised above).

Taking a series of measurements before and after the treatment provides at least partial
control for several extraneous variables, Maturation is at least partially controlled, because
it would not affect O, and O, alone but would also influence other observations. By simi-
lar reasoning, the main testing effect and statistical regression are controlled as well. If the
test units are selected randomly or by matching, selection bias can be reduced, Mortality
may pose a problem, but it can be largely controlled by payving a premium or offering
other incentives to respondents.

The major weakness of the time series design is the failure to control history. Another
limitation is that the experiment may be affected by the interactive testing effect becanse
multiple measurements arve being made on the test units. Mevertheless, time series designs
are useful, as illustrated by this case. The effectiveness of a test commercial (X) may be
examined by broadcasting the commercial a predetermined number of times and examin-
ing the data from a pre-existing test panel. Although the marketer can control the
scheduling of the test commercial, it 18 uncertain when or whether the panel members are
exposed to it. The panel members’ purchases before, during and after the campaign are
examined to determine whether the test commercial has a short-term effect, a long-term
effect or no effect.

Multiple time series design

The multiple time series design is similar to the time series design except that another
group of test units is added to serve as a control group, Symbaolically, this design may be
described as

X 0,0,
DI{:’-DI?

DH D‘J nlli
G]EGWDRD
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If the control group is carefully selected, this design can be an improvement over the
simple time series experiment. The improvement lies in the ability to test the treatment
effect twice: against the pre-treatment measurements in the experimental group and
against the control group. To use the multiple time series design to assess the effectiveness
of a commercial, the test panel example would be modified as follows. The test commer-
cial would be shown in only a few of the test cities. Panel members in these cities would
make up the experimental group. Panel members in cities where the commercial was not
shown would constitute the control group,

Another application ol multiple time series design is illustrated in the example opposite,

In concluding our discussion of pre-experimental, true experimental and quasi-experi-
mental designs, we summarise in Table 11.3 the potential sources of invalidity that may
affect each of these designs, In this table, a minus sign indicates a definite weakness, a plus
sign indicates that the factor is controlled, a question mark denotes a possible source of
concern, and a blank means that the factor is not relevant. It should be remembered that
potential sources of invalidity are not the same as actual errors.

Table 11.3 Potential sources of invalidity of experimental designs

Source of Invalldity

External

Intermal varlables variables

Design

History Maturation Testing | nstrumentation| Regression Sefection Maortality Interaction

of testing
and X

Propxparimental dosigns

One-zhot case
study X 0

One-group
pretest—
posttest design
o0xXo

Static group
COmMparison
Xo

o

Trie expermental designs

Pratast-postiest
control group
ROXO

RO O

Posttest-only
control group
design
RXO
R O

Quasiexperimental designs

Time series
Q00OX000

Multiple time
sSETies

QO0OX000
000 DOO

Maoto: A minus sign indicates a definite wealkness, a plus sign indicates that the factor is controlled, 8 guestion mark denotes a possible sourca of
concam. and a blank means that the factor is not relovant

318



Example

Statistical dasigns

Splitting commercials shows their strength??

A multiple time serles deslgn was used to examing the build-up effect of Increased advertls-
ing. The data were obtained from BASES' (www.bases.com) split-cable TV advertising field
experiment. In the split-cable system, one group of households was assigned to the experi-
mental panel and an eguivalent group was assigned to the control panel. The two groups
were matched on demographic variables. Data were collected for 78 weeks. Both panels
received the same level of advertising for the first 52 weeks for the brand in question. For
the naxt 24 weeks, the axperimental panel was exposed to twice as much advertising as
the control panel. The results indicated that the build-up effect of advertising was immedi-
ate with a duration of the order of the purchase cycle. Information of this type can be useful
in selecting advertising timing pattermns (allocating a set of advertising exposures aver a
specified period to obtain maximum impact).

An expenmental study, conducted in 2000, showed a new approach to relating advertising
expasures of TV media schedules to sales-related market performance. These measures
included cumulative sales volume, number of purchases, penetration and repeat purchase
patterns. The approach was derived from a match split-cable experimental design. Companies
such as BASES can provide the data needed to implement such an approach. In the future, It
is expected that companies like BASES will be at the forefront of using technological
advances to measure consumer advertising exposure and purchase behaviour simultanecusly.

Statistical designs

Randomised block design
A statistical design in which
the test units are blocked on
the biaysis of an external
variable 1o ensure that the
various experimental and
canirol groups are matched
chosely on that variabile.

Statistical designs consist of a series of basic experiments that allow for statistical control
and analysis of external variables. In other words, several basic experiments are conducted
simultaneously, Thus, statistical designs are influenced by the same sources of invalidity
that affect the basic designs being used. Statistical designs offer the following advantages:

1 The effects of more than one independent variable can be measured.
2 Specific extraneous variables can be statistically controlled.
3 Economical designs can be formulated when each test unit is measured more than once,

The most commaon statistical designs are the randomised block design, the Latin square
design and the factorial design.

Randomised block design

A randomised block design is useful when there is only one major external variable —
such as sales, store size or income of the respondent - that might influence the dependent
variable. The test units are blocked or grouped on the basis of the external variable. The
researcher must be able to identify and measure the blocking variable, By blocking, the
researcher ensures that the various experimental and control groups are matched closely
on the external variable.

As the following example illustrates, in most marketing research situations, external
variables such as sales, store size, store type, location, income, occupation and social
class of the respondent can influence the dependent variable. Therefore, generally speak-
ing, randomised block designs are more useful than completely random designs. Their
main limitation is that the researcher can control for only one external variable. When
miore than one variable must be controlled, the researcher must use Latin square or fac-
torial designs,
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@F‘ Sports Marketing Surveys

Latin square design

A statistical design that
altowa far the statistical
pontred af twa nor-nterscting
extermal variables in additien
to the manipulation of the
Indegendsnt variable.
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Randomised block design

In the context of measuring the effectiveness of a test advertisemant far the Renault
Laguna, we extend the example to measure the impact of humour on the effectiveness of
advertising.”! Three test advertisements, &, B and C. have respectively no humour, some
humour and high levels of humour. Which of these would be the most effective?
Management feel that the respondents’ evaluation of the advertisements will be influenced
by the extent to which they have driven Renault cars in the past (work vehicle, owning,
hire/rental), So, Renault driving experlence is identified as the blocking variable, and the
randomly selected respendents are classified into four blocks (heavy, medium, light or never
driven a Renault car). Respondents from each block are randomly assigned to the treatment
groups (test commercials A, B and C). The results reveal that the ‘some humour' advert|se-
ment B was the most effective (Table 11.4).

Tahble 11.4 An example of a randomised block design

Treatmenl groups

Block number Renault usage | Advertisement 4 | Advertisemnent 8 | Advertisement C
1 High A B c
2 Medium A B C
: Light A B G
4 MNaneg A B c

Latin square design

A Latin square design allows the researcher to control statistically two non-interacting
external variables as well as to manipulate the independent variable. Each external or
blocking variable is divided into an equal number of blocks or levels, The independent
variable is also divided into the same number of levels. A Latin square is conceptualised as
a table {see Table 11.5), with the rows and columns representing the blocks in the two
external variables. The levels of the independent variable are then assigned to the cells in
the table. The assignment rule is that each level of the independent variable should appear

only once in each row and each column, as shown in Table 11.5.

Table 11.5 Anexample of a Latin square design

Interest in watching Formula One races
Renault usage High Medium Low
High B A c
Meaium G B A
Light and none A c B

Mate: A, B and C denote the three test commercials, which have respactively na humour, some humaur and high

hurmaur
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Factorial design

A statistical experimental
design used to measure the
effects of two or more
independent vanables at
variaus levels and to allow
for interactions betwaen
varlables.

Latin square design

Ta lllustrate the Latin square design, suppose that In the previous example, In addition to
controlling for Renault usage, the researcher also wanted to control for interest in watching
Formula One races (defined as high, medium or low). To implement a Latin square design,
Renault usage would also have to be blocked at three rather than four levels (e.g. by com-
bining the low and non-users into a single block). Assignments of the three test
advertisements could then be made as shown in Table 11.5. Mote that each advertisement
—A, B or C — appears once, and only once, In each row and each column,

Although Latin square designs are popular in marketing research, they are not without
limitations. They require an equal number of rows, columns and treatment levels, which is
sometimes problemaltic. Mote that, in the above example, the low users and non-patrons
had to be combined to satisfy this requirement. In addition, only two external variables
can be controlled simultaneously. Latin squares do not allow the researcher to examine
interactions of the external variables with each other or with the independent variable, To
examine interactions, factorial designs should be used,

Factorial design

A factorial design is used to measure the effects of two or more independent variables at
various levels. Unlike the randomised block design and the Latin square, factorial designs
allow for interactions between variables,™ An interaction is said to take place when the
simultaneous effect of two or more variables is different from the sum of their separate
effects, For example, an individual’s favourite drink might be coffee and favourite tem-
perature level might be cold, but this individual might not prefer cold coffee, leading to
an interaction.

A factorial design may also be conceptualised as a table, In a two-factor design, each
level of one variable represents a row and each level of another variable represents a
column, Multidimensional tables can be used for three or more factors, Factorial designs
involve a cell for every possible combination of treatment variables, Suppose that in the
previous example, in addiion to examining the effect of humour, the researcher was also
interested in simultaneously examining the effect of the amount of information about the
performance of the Renault Laguna that came over in the advertisement. Further, the
amount of information was also varied at three levels (high, medium and low). As shown
in Table 11.6, this would require 3 % 3 = 9 cells. The respondents would be randomly
selected and randomly assigned to the nine cells. Respondents in each cell would receive a
specific treatment combination. For example, respondents in the upper left corner cell
would view an advertisement that had no humour and low information about the per-
formance of the Renault Laguna, The results revealed a significant interaction between the
two factors or variables. Respondents with a low amount of Renault information preferred
the high-humour advertisement (C}. Those with a high amount of Renault information,
however, preferred the no humour film clip (G}, Notice that, although Table 11.6 may
appear somewhat similar to Table 11.4, the random assignment of respondents and data
analysis are very different for the randomised block design and the factorial design, ™

an
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Table 11.4 An example of a faclorial design

Amsunt of Renault Amount of humour

Laguna Information P P e Wigh o
Low A B C
Medium D E E

High G H i

The main disadvantage of a factorial design is that the number of treatment combina-
tions increases multiplicatively with an increase in the number of variables or levels. In
our example of Table 11.6, if the amount of humour and Renault Information had five
levels each instead of three, the number of cells would jump from 9 to 25. All the treat-
ment combinations are required if all the main effects and interactions are to be
measured. If the researcher is interested in only a few of the interactions or main effects,
fractional factorial designs may be used. As their name implies, these designs consist of
only a fraction or portion of the corresponding full factorial design.

Laboratory versus field experiments

Field environment
An expermeantal lecation set
In actusl market conditions,

Laboratory environment
&n artificial seting for
experimentation in which the
researcher constiuets the
desired ponditions.
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Experiments may be conducted in a laboratory or field environment. A laboratory envi-
ronment is an artificial one that the researcher constructs with the desired conditions
specific to the experiment, The term field environment is synonymous with actual
market conditions. Our experiment to measure the effectiveness of a test advertisement
could be conducted in a laboratory environment by showing the advert embedded in a
TV programme in a test cinema. The same experiment could also be conducted in a field
environment by running the test advertisement on actual TV stations. The differences
between the two environments are summarised in Table 11.7.

Table 11.7 Laboratory versus field experiments

Factor Laboratory Field
Enviranment Artificial Realistic
Contral High Low
Reactive error High Low
Demand anefacts High Low
Internal validity High Low
External validity Low High
Time Short Long
MNumber of units Small Large
Ease of implementation High Low
Cost Low High

Laboratory experiments have the following advantages over field experiments:

® The laboratory environment offers a high degree of control because it isolates the

experiment in a carefully monitored environment. Therefore, the effects of history can
be minimised.



Demand artefacts
Responses given because
the respondents attempt to
guess the purpase of the
expariment and respond
accordingly.

Experimental versus non-experimental designs

® A laboratory experiment also tends to produce the same results if repeated with similar
subjects, leading to high internal validity.

® Laboratory experiments tend to use a small number of test units, last for a shorter time,
be maore restricted geographically, and are easier to conduct than field experiments.
Hence, they are generally less expensive as well.

Compared with field experiments, laboratory experiments suffer from some main
disadvantages:

® The artificiality of the environment may cause reactive error in that the respondents
react to the situation itself rather than to the independent variable.!

® The environment may cause demand artefacts, a phenomenon in which the respon-
dents attempt to guess the purpose of the experiment and respond accordingly, For
example, while viewing a film clip, the respondents may recall pre-treatment questions
about the brand and guess that the commercial is trving to change their attitudes
towards the brand.*

® Finally, laboratory experiments are likely to have lower external validity than field
experiments. Because a laboratory experiment is conducted in an artificial environ-
ment, the ability to generalise the results to the real world may be diminished.

It has been argued that artificiality or lack of realism in a laboratory experiment need not
lead to lower external validity. One must be aware of the aspects of the laboratory experi-
ment that differ from the situation to which generalisations are to be made. External
validity will be reduced only if these aspects interface with the independent variables
explicitly manipulated in the experiment, as is often the case in applied marketing
research. Another consideration, however, is that laboratory experiments allow for more
complex designs than field experiments, Hence, the researcher can control for more fac-
tors or variables in the laboratory setting, which increases external validity.™

The researcher must consider all these factors when deciding whether to conduct
laboratory or field experiments. Field experiments are less common in marketing
research than laboratory experiments, although laboratory and field experiments play
complementary roles.*”

Experimental versus non-experimental designs

In Chapter 3, we discussed three types of research designs: exploratory, descriptive and
causal. Of these, it may be argued that causal designs are the most appropriate for infer-
ring and measuring cause-and-effect relationships (though not the only way — as may be
argued by the adherents to grounded research approaches, introduced in Chapter 6).
Although descriptive survey data are often used to provide evidence of ‘causal’ relation-
ships, these studies do not meet all the conditions required for causality, For example, it is
difficult in descriptive studies to establish the prior equivalence of the respondent groups
with respect to both the independent and dependent variables. On the other hand, an
experiment can establish this equivalence by random assignment of test units to groups.
In descriptive research, it is also difficult to establish time order of occurrence of variables,
In an experiment, however, the researcher controls the timing of the measurements and
the introduction of the treatment. Finally, descriptive research offers little control over
other possible causal factors,

We do not wish to undermine the importance of descriptive rescarch designs in mar-
keting research. As mentioned in Chapter 3, descriptive research constitutes the most
popular research design in marketing research, and we do not want to imply that it
should never be used to examine causal relationships. Indeed, some authors have
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suggested procedures for drawing causal inferences from descriptive (non-experimen-
tal) data.*® Rather, our intent is to alert the reader to the limitations of deseriptive
research for examining causal relationships. Likewise, we also want to make the reader
aware of the limitations of experimentation. ™

Experimentation is an important research design that gives the ability to infer causal
relationships. However, it has limitations of time, cost and administration of an experi-
ment, with these limitations meaning that experimental techniques have a relatively low
penetration into marketing research practice.™”

Time

Experiments can be time consuming, particularly il the researcher is interested in measur-
ing the long-term effects of the treatment, such as the effectiveness of an advertising
campaign. Experiments should last long enough so that the post-treatment measurements
include most or all of the effects of the independent variables.

Cost

Experiments are otten expensive. The requirements of experimental group, control group
and multiple measurements significantly add to the cost of research.

Administration

Experiments can be difficult to administer. [t may be impossible in measuring human
activity to contral for the effects of the extraneous variables, particularly in a field envi-
ronment. Field experiments often interfere with a company's ongoing operations, and
obtaining cooperation from the retailers, wholesalers and others involved may be diffi-
cult. Finally, competitors may deliberately contaminate the results of a field experiment.
These limitations have given rise to the use of grounded theory approaches, especially in
developing an understanding of consumer behaviour that is impossible to encapsulate
through experiments.

Application: test marketing

Test marketing

An application of a controiied
experment dang in limited,
but carefully sebected, st
il hets, It Invalves &
replication af the planned
hatlahal marketing
programme for a praduct in
test markets,

Test market

A carefully selected part of
the marketplace paricularly
suitable for test marketing

Example
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Test marketing, also called market testing, is an application of a controlled experiment
conducted in limited but carefully selected parts of the marketplace called test markets. In
Europe, Switzerland has been used as a test market for European-wide product launches
as illustrated in the following example. Usually, however, the test market is more focused
on particular cities or regions.

Switzerland - an excellent test market??!

Switzerland has the reputation of baing the ideal test market for Eurcpe, boasting a well-
educated, highly crtical population with several cultures and languages within its borders. The
population of 7.3 million is divided into four languages: German, French, ltallan and Rhacto-
Roman. However, Peter Splchiger-Carlsson of GiS-Forschunginstitut (www.gfs.ch) argues that the
test-market role of Switzerland is on the wane. 'This is partly caused by the high pricedevels in
this uppar-segment market, For example, the cheapest car in the Nethariands is simply not
available in Switzerland.” This |s not @ concensus view as Knut Hackbarth, Media Research
Director at Switzerland’s largest marketing research company IHA-GIH (www.ihagflch), argues.
Hie still believes firmly in Switzerand's continuing role as an excellent test market. “With the mix
here of southern and northam Europe, you can say that if you test 2 product and it works in
Switzerland. chances are it will work in Germany. France and Italy as well.”



Standard test market

A test market in which the
product is sold through
regular distribution channels.
Far example, na special
considerations are given to
products simply becausa
they are being test marketad.

Example

Application: test marketing

Test marketing involves a replication of a planned national marketing programme in
the selected test markets. Often, the marketing mix variables (independent variables) are
varied in test marketing and the sales (dependent variable) are monitored so that an
appropriate national marketing strategy can be identified. The two major objectives of test
marketing are (1) to determine market acceptance of the product, and {2} to test alterna-
tive levels of marketing mix variables, Test-marketing procedures may be classified as
standard test markets, controlled and mini-market tests, and simulated test marketing.

Standard test market

In a standard test market, lest markets are selected and the product is sold through regu-
lar distribution channels, Typically, the company’s own sales force is responsible for
distributing the product. Sales personnel stock the shelves, restock and take inventory at
regular intervals. One or more combinations of marketing mix variables {product, price,
distribution and promotional levels) are employed.

Designing a standard test market involves deciding what criteria are to be used for
selecting test markets, how many test markets to use and the duration of the test. Test mar-
kets must be carefully selected. In general, the more test markets that can be used, the
better, If resources are limited, at least two test markets should be used for each programme
variation to be tested, Where external validity is important, however, at least four test mar-
kets should be used. The criteria for selection of test markets may be summarised as: >

1 Large enough to produce meaninglul projections. They should contain at least 2% of
the potential target population,

Representative dermnographically.

Representative with respect to product consumption behaviour,

Representative with respect to media usage.

Representative with respect to competition.

Relatively isolated in terms of media and physical distribution.

Having normal historical development in the product class.

Having marketing research and auditing services available.

Not overtested.

L= - - A

The duration of the test depends on the repurchase cycle for the product, the probability
of competitive response, cost considerations, the initial consumer response and company
philosophy. The test should last long enough for repurchase activity to be observed. This
indicates the long-term impact of the product. If competitive reaction to the test is antici-
pated, the duration should be short, The cost of the test is also an important factor, The
longer a test is, the more it costs, and at some point the value of additional information is
outweighed by its costs. Recent evidence suggests that tests of new brands whose product
lifecyele is projected in ‘years' should run for at least 10 months. An empirical analysis
found that the final test-market share was reached in 10 months 85% of the time and in
12 months 95% of the time.** Test marketing is not without risks, but it can be very bene-
ficial to a product’s successful introduction, as the following example demonstrates.

Bass joins exclusive Czech beer club

Basg has acquired 34% of Staropramen, a Prague brewer. It launched the Czech beer in six-
maenth test markels in Manchester and Liverpool in bottles, and on draft and in bottles in
London. The introduction was backed with a8 comprehensive promotional package designed
to encourage consumer trial and future purchase. This included sampling nights, point-of-
sale material and glassware. This standard test market constitutes a ona-shot case study,
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Caontrolled test market
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In addition to the problems associated with this design, test marketing faces two
unique problems. First, competitors often take actions such as increasing their promo-
tional efforts to contaminate the test-marketing programme. When Procter & Gamble test
marketed a hand-and-body lotion, the market leader, Cheeseborough Ponds, started a
competitive buy-one-get-one-free promotion for its flagship brand, Vaseline Intensive
Care lotion, This encouraged consumers to stock up on Vaseline Intensive Care lotion
and, as a result, the Procter & Gamble product did poorly in the test market. Procter &
Gamble still launched the line nationally. Ponds again countered with the same promo-
tional strategy. Vascline Intensive Care settled with a market share of 22% while Procter &
Gamble achieved just 4% Another problem is that, while a firm’s test marketing is in
progress, competitors have an opportunity to beat it to the national market.*

Sometimes it is not feasible to implement a standard test market using the company’s
personnel. Instead, the company must seek help from an outside supplier, in which case
the controlled test market may be an attractive option.

Controlled test market

In a controlled test market, the entire test-marketing programme is conducted by an out-
side research company. The research company guarantees distribution of the product in
retail outlets that represent a predetermined percentage of the market, It handles ware-
housing and field sales operations, such as stocking shelves, selling and stock control. The
controlled test market includes both mini-market (or forced distribution} tests and the
smaller controlled store panels. This service is provided by a number of research firms,
including GFK (www.gfli.com} and BASES {www.bases.com),

Simulated test market

Also called a laboratory test or test-market simulation, a simulated test market yields
mathematical estimates of market share based on initial reaction of consumers to a new
product. The procedure works as follows. Typically, respondents are intercepted in busy
locations, such as shopping centres, and pre-screened for product usage. The selected
individuals are exposed to the proposed new product concept and given an opportunity to
buy the new product in a real-life or laboratory environment. Those who purchase the
new product are interviewed about their evaluation of the product and repeat purchase
intentions, The trial and repeat purchase estimates so generated are combined with data
on proposed promotion and distribution levels to project a share of the market.”
Simulated test markets can be conducted in 16 weeks or fewer, The information they
generate is confidential and the competition cannot obtain it. They are also relatively
inexpensive, Simulated test markets can cost around 10% of a standard test market,

International marketing research

If field experiments are difficult to conduct in developed Western economies, the chal-
lenge they pose is greatly increased in the international arena. In many countries, the
marketing, economic, structural, information and technological environment is not
developed to the extent that it is in Europe and the USA. For examp[e, in many countries,
TV stations are owned and operated by a government that may place severe restrictions
on TV advertising, This makes field experiments that manipulate advertising levels
extremely difficult. Consider, for example, M & M/Mars, which has set up massive manu-
facturing facilities in Russia and advertises its sweets on TV, Yet, the sales potential has
not been realised. Is Mars advertizsing too much, too little or just enough? Although the



Ethics in marketing research

answer could be determined by conducting a field experiment that manipulated the level
of advertising, such causal research is not feasible given the tight control by the Russian
government on TV stations. Likewise, the lack of major supermarkets in the Baltic states
makes it difficult for Procter & Gamble to conduct field experiments to determine the
effect of in-store promotions on the sales of its detergents.

In some countries in Asia, Africa and South America, a majority of the population
live in small towns and villages. Yet basic infrastructure such as roads, transportation
and warehouse facilities are lacking, making it difficult to achieve desired levels of dis-
tribution. Even when experiments are designed in such countries, it is difficult to
control for the time order of occurrence of variables and the absence of other possible
causal factors, two of the necessary conditions for causality. Because the researcher has
little control over the environment, control of extraneous variables is particularly prob-
lematic. Furthermore, it may not be possible to address this problem by adopting the
maost appropriate experimental design, as environmental constraints may make that
design infeasible.

Thus, the internal and external validity of field experiments conducted overseas is
generally lower than in Europe and the USA. Although pointing to the difficulties of
conducting field experiments in other countries, we do not wish to imply that such
causal research cannot or should not be conducted. On the contrary, as the following
example indicates, creatively designed field experiments can work across the globe in
quite diverse environments.

Example Flawless quality and exclusivity at €90,000 a piece®

Gorman watchmaker Lange Uhren (www.langeuhren.com) conducted simulfated test mar-
kating In the USA, fapan and France to determing an effective positioning and pricing
strategy for its watches. In each country, the price and positioning strategy were varied
and consumer responses were assessed. The results, which were similar across coun-
trigs, indicted thal a preslige positioning with a premium price would be most effective,
Lange Uhren used a welltrained workforce and the new positioning strategy exploited the
flawlezs guality of the watches produced by this workforce. The watches are sold by only
22 retailers worldwide for as much as €90,000 each. The stralegy has been successful.
In 2002, about 4,000 of these exclusive watches were sold.

Ethics in marketing research

As was explained in Chapter 10, it is often believed that, if respondents are aware of the
putpose of a research project, they may give biased responses. In these situations, a delib-
erate attempt is made by the researcher to disguise the purpose of the research. This is
often necessary with experimentation, where disguise is needed to produce valid results.
Take, for example, a project conducted to determine the effectiveness of TV commercials
for a breakfast cereal, The respondents are recruited and brought to a central facility.
They are told that they will be watching a TV programme on nutrition and then will be
asked some questions. Interspersed in the programme is a test commercial for the break-
fast cereal as well as commercials for some other products (filler commercials), After
viewing the programme and the commercials, the respondents are given a questionnaire
to complete. The questionnaire obtains evaluations on the programme content, the test
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Dobriefing

After a disguised
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commercial and some of the filler commercials. Note that the evaluations of the pro-
gramme content and the filler commercials are not of interest but are obtained to
reinforce the nature of the disguise. If the respondents knew that the true purpose was to
determine the effectiveness of the test commercial, their responses might be biased.
Disguising the purpose of the research, however, should not lead to deception.

Although this seems like a paradox, one solution is to disclose the possible existence
of deception before the start of the experiment and allow the participants the right to
redress at the conclusion of the experiment. The following four items should be con-
veyed: (1) inform respondents that in an experiment of this nature a disguise of the
purpose is often required for valid results; (2) inform them of the general nature of the
experiment and what they will be asked to do; (3) make sure they know that they can
leave the experiment at any time; and (4) inform them that the study will be fully
explained after the data have been gathered and at that time they may request that their
information be withdrawn.

The procedure outlined in item {4} 1s called debriefing. It could be argued that dis-
closure in this way would also bias results. There is evidence, however, indicating that
data collected from subjects informed of the possibility of deception and those not
informed are similar.* Debriefing can alleviate the stress caused by the experiment and
make the experiment a learning experience for the respondents. However, if not han-
dled carefully, debriefing itself can be unsettling to subjects. In the breakfast cereal
example above, respondents may find it disheartening that they spent their time evalu-
ating a cereal commercial, The researcher should anticipate and address this issue in the
debriefing session.

One turther ethical concern in experimentation involves using the appropriate experi-
mental design to control errors caused by extraneous variables, It is the responsibility of
the researcher to use the most applicable experimental design for the problem. As the fol-
lowing example illustrates, determining the most appropriate experimental design for
the problem requires not only an initial evaluation but also continuous monitoring,

Correcting errors early: a stitch in time saves nine“’

A marketing research firm specialising In advertising research examined the effectiveness
of a TV commercial for Nike (www.Nike.com) athletic shoes. A onegroup pretesi—postiest
design was used. Attitudes held by the respondents towards Mike athletic shoes were
obtained prior 1o being exposed to a sports programme on TV and several commaercials,
Including the one for Mike. Attitudes were again measured after viewing the programme
and the commercials. Initial evaluation based on & small sample found the one-group
pretest-posttest design adepted in this study to be susceptible to demand artefacts:
respondents attempt 1o guess the purpose of the experiment and respond accordingly.
Because time and financial constraints make redesigning the study difficult at best, the
research continued with correction. Continuing a research project after knowing errors
were made in the early stages |s not ethical behaviour. Exparimental design problems
should be disclosed immediately to the client. Decisions on whether to redesign or
accept the flaws should be made [ointh.



Summary

Internet and computer applications

The Internet can he a useful vehicle for conducting cansal research. Different experi-
mental treatments can be displayed on different websites. Respondents can then be
recruited to visit these sites and respond to a questionnaire that obtains information on
the dependent and extraneous variables. Thus, the Internet can provide a mechanism
for controlled experimentation, although in a laboratory type of environment.

An example of testing the effectiveness of advertisements can be used to illustrate the
use of the Internet in causal research. Different advertisements can be posted on differ-
ent websites. Matched or randomly selected respandents can be recruited to visit these
sites, with one group visiting only one site. If any pre-treatment measures have to be
obtained, respondents can answer a questionnaire posted on the site. Then they are
exposed to a particular advertisement on that site. After viewing the advertisement, the
respondents answer additional questions providing post-treatment measures, Control
groups can also be implemented in a similar way, Thus, all types of experimental
designs that we have considered can be implemented in this manner.

To complement the Internet, proprictary software can be used in the design and
analysis of experiments. For example, the statistical analysis package Minitab can he
used to design experiments — see www.minitab.com for details and to download a demo.
Minitab is similar in use to SPSS (www.spss.com) or SAS {www.sas.com ). Minitab
includes functions and documentation specifically for industrial-quality control work
in which factorial designs are encountered. For example, researchers investigating
restaurant atmosphere might want to examine some of the interactions of independent
variables. The dependent variable in this experiment could be the respondents’ rating
of the restaurant as a setting for a romantic meal. Three factors would be included in
this 2 * 2 % 2 study. Assuming two lighting levels (i.e. low or medium}, two sound
types (piped music or live music), and two olfactory stimuli (i.e. spicy smells
or sweet/confectionery smells), the best combinations of restaurant atmospherics can
be examined.

The marketing research company GfK and BASES are major proponents of test-
marketing designs. Visit their websites at www.gik.com (search for BEHAVIORSCAN)
and www.bases.com, and scarch for their techniques for evaluating new product initia-
tives in fast-moving consumer goods and pharmaceutical products.

Summary

The scientific notion of causality implies that we can never prove that X causes Y. At
best, we can only infer that X is one of the causes of ¥ in that it makes the occurrence of
Y probable, Three conditions must be satisfied before causal inferences can be made: (1)
concomitant variation, which implies that X and ¥ must vary together in a hypothesised
way; (2) lime order of occurrence of variables, which implies that X must precede Y;
and (3} elimination of other possible causal factors, which implies that competing
explanations must be ruled out. Experiments provide the most convincing evidence of
all three conditions, An experiment is formed when one or more independent variables
are manipulated or controlled by the researcher and their effect on one or more
dependent variables is measured.
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In designing an experiment, it is important to consider internal and external validity.
Internal validity refers to whether the manipulation of the independent variables actu-
ally caused the effects on the dependent variables. External validity refers to the
generalisability of experimental results. For the experiment to be valid, the researcher
must control the threats imposed by extraneous variables, such as history, maturation,
testing (main and interactive testing effects), instrumentation, statistical regression,
selection bias and mortality. There are four ways of controlling extrancous variables:
randomisation, matching, statistical control and design control.

Experimental designs may be classified as pre-experimental, true experimental,
quasi-experimental and statistical designs. An experiment may be conducted in a labo-
ratory environment or under actual market conditions in a real-life setting. Only
causal designs encompassing experimentation are appropriate for inferring cause-and-
eftect relationships.

Although experiments have limitations in terms of time, cost and administration, they
are becoming increasingly popular in marketing. Test marketing is an important appli-
cation of experimental design.

The internal and external validity of field experiments conducted in developing nations
is generally lower than in the developed Western economies. The level of development
in many countries is lower and the researcher lacks control over many of the marketing
variables, The ethical issues involved in conducting causal research include disguising

the purpose of the experiment. Debriefing can be used to address some of these issues.

Questions

1 What are the reguiremeants for Inferring a causal 8 How is a multiple time series design different from a
relationship between two variables? basic time series design’?

2 Differentiate between intemal and external validity. 9 What advantages do statistical designs have over

i ) basic designs?
3 List any five extraneous varables and give an

example to show how each can reduce Intemal 10 What are the limitations of the Latin square design?

validity. 11 Compare the characteristics of laboratory and field
4 Describe the various methods for controlling experimentation.

exlraneous sources of varlation, 12 Should descriptive research be used for investigating

5 What is the key characteristic that distinguishes true causal relationships? Why or why not?

expenmental designs from pre-experimental designs? 13 What |s test marketing? What are the threa typaes of

6 List the staps involved in implementing the posttest WSEdrRelinge

anly control group design, Describe the design 14 What is the main difference between a standard test
symbaolicalky. market and & controlled test market?

7 What Is a time senes experiment? When is it used? 15 Describe how simulated test marketing works.
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Exercises

1 You are the marketing research manager far Louis

Vuitton [www.vuitton.com). The company would like to
determine whether it should increase, decrease or
maintain the current spend level of advertising.
Cesign a field experiment to address this issue.

What potential difficulties do you see in conducting the
experiment above? To what extent could the Louls Vuitton
management help you overcome these difficulties?

Salect two different perfume advertisements for any
brand of perfume. Design and conduct an expenment
to determing which advertizsement is the most
effactive. Use a student sample with 10 students
being exposed to each advertisement (treatment
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