Partial and Multiple Correlation
and Regression

INTRODUCTION

The simple correlation and regression analysis discussed earlier measure the degree and nature of the
effect of one variable on another. While it is useful to know how one phenomenon is influenced by another,
it1s also important to know how one phenomenon is affected by several other variables. One variable is
related to a number of other variables, many of which may be interrelated among themselves. For example,
vield of rice is affected by the type of soil, temperature, amount of rainfall, etc. It is part of the statistician’s
task to determine the effect of one case when the effect of others is estimated. This is done with the help of
multiple and partial correlation analysis. Thus, it shall be possible for us to compare the relative importance
of television advertisement and newspaper advertisement on Increasing sales.

The basic distinction between multiple and partial correlation analysis is that whereas in the former,
we measure the degree of association between the variable Y and all the variables, X i X 2,)(3,... X’ " taken
rogether, in the latter we measure the degree of association between ¥ and one of the variables X, X,
Kwnss X - With the effect of all the other variables removed. Tt should be noted that when only two
variables are included in a study, the dependent variable is usually designated by Y, and the independent
variable by X. However, when more than one independent variable is used it becomes advantageous to
distinguish between the variables by means of subscripts and use only the letter X. The dependent
variable is generally denoted by X' : and the independent variables by X, X 5 ete. This scheme of notation
can be expanded to take care of any number of independent variables.

PARTIAL CORRELATION

It is often important to measure the correlation between a dependent variable and one particular
ndependent variable when all other variables involved are kept constant, i.e., when the effects of all
ther variables are removed (often indicated by the phrase “other things being equal”). This can be
sbtained by calculating coefficient of partial correlation. For example, if we have three variables : yield
f wheat, amount of rainfall and temperature and if we limit our analysis of yield and rainfall to periods
when a certain average daily temperature existed, or if we treat the problem mathematically in such a
way that changes in temperature are allowed for, the problem becomes one of partial correlation. Thus,
partial correlation analysis measures the strength of the relationship between ¥ and one independent
variable in such a way that variations in the other independent variables are taken into account. A partial
-orrelation coefficient is analogous to a partial regression coefficient in that all other factors are “held
constant”. Simple correlation, on the other hand, ignores the effect of all the other variables even through
these variables might be quite closely related to the dependent variable, or to one another.
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Partial Correlation Coefficients

Partial correlation coefficients provide a measure of the relationship between the dependent vari-
able and other variables, with the effect of the rest of the variables eliminated.

[f we denote by 7, ., the coefficient of partial correlation between X’ ; and X, keeping X, constant,

12.3°
we find that

- fio ~ N3m
12.3 2 2
b= JI-rd 17
Similarly,
= Ra = Nals
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where, 7, , is the coefficient of partial correlation between X, and X, keeping X, constant.

733 = Nals

S g

where 1,3 | is the coefficient of partial correlation between X, and X, keeping X, constant. Thus, for
three variables X, X, and X, there will be three coefficients of partial correlation each studying the
relationship between two variables when the third is held constant. It should be noted that the squares of

partial correlation coefficients are called coefficients of partial determination.

It will be clear from above that the partial correlation coefficients measure the degree of correlation
between.the dependent variable and each independent variable when the values of specified combinations
of the other independent variables are held constant. These coefficients enable us to determine the direct
relationship between any two variables independent of the indirect effect of the other variables : Partial
correlation coefficient helps in deciding whether to include or not, an additional independent variable in
regression analysis. Depending on the number of independent variables held constant, we often talk of
zero-order, first-order, second-order correlation coefficients. The correlation coefficients obtained in
case of two variables, i.e., X and Y is called zero-order correlation coefficient since no restrictions are
imposed on the values of all variables other than X and Y. The zero-order coefficients possess no secondary
subscripts—that is subscripts after the point. If one independent variable is held constant in correlating
two other variables, the resulting coefficient is known as the first-order correlation coefficient. Thus in a
trivariate case, the partial correlation and regression coefficients such as r , 5, 7|5 5, 7, | are called first
order coefficients. In a similar manner, a correlation between two variables while holding the values of
the two other variables constant is known as a second-order correlation coefficient. Examples of second
order coefficient are r etc.

¥

1223 1423 T13.24
The notation of partial correlation coefficients always follows the same principle ; namely, the two

variables being correlated are identified by the subscripts of r before the dot and the variables held
constant are identified by the subscripts after the dot. It may be noted that so long as the particular
subscripts of 7 are on the correct side of the period, the order in which they are placed is of no consequence.
For ex_amp-le, 1234~ T1243 = Ta143 However, the usual practice among statisticians is to place the
subscripts in the ascending order.

Coefficients of a given order can generally be expressed in terms of the next lower order such as
expressing partial correlations for the trivariate case in terms of simple correlations. This possibility
simplifies greatly, the computational work involved in case of three or four independent variables.

A partial correlation coefficient measures the net co-variation between two of the variables under
consideration. It is interpreted in terms of its squared values—coefficient of partial determination. For
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instance, if ¥ , ;= 0.8 then r? 12 3 Would be 0.64 which means that the errors made in estimating X, from
X, are reduced by 64 per cent when X is employed as an additional explanatory variable.
Illustration 1. In a trivariate dlStI‘lb'Jthﬂ it is found that
ru:().'?, 13 061,1’23 0.4
Find the values ofr23l 1» 713 and 123

23— r12 113

Solution. =
vi- "12 vl ’13

Substituting the given values

0.4 - 0.7x0.61 0.4 - 0.427
Fas1 ™ \/l (07 \/1+(061)- ‘/0-5] JI~O.3721 =(.048
"3~ 12 153
\“ "12 vl ’”21
__0.61-07x04  0.61-028
- J1-07?2 Ji—4?  V1-049 J1-016 ~ 004
rl,_mm . 0.7-0.6x04 .

J; w2 \/1 2 - 061y J1-(0.4)2
Ilustration 2. On the basis of observation made on agricultural production (X 1) the use of fertilizers (X) and the use of
rrigation (Xj), the following zero order correlation coefficients were obtained :
r; = 0.8,r,5=0.65, P 0.7
Compute the partial correlation between agncu]tural production and the use of fertilizers eliminating the effect of irrigation.

Solution. We have to calculate the value of 123

12 — N3 r23

\/l "3 \[1 3

Substituting the values =0.8,r;=0.65and r,, =0.7

~ 0.8 - (0.65 x 0.7) N 0.8 - 0455 B
T2 7 \/1 - (0.65)° \/1 - (0.7)2 ) \/1 - 04225 \/1 -049
Illustration 3. Is it possible to get the following from a set of experimental data.
(a)r22 OS,rH ~0.3,#,, = U6 (b) ryy =07, ry;=-0.4,r,=06.
Solution. In order to see whether there is cmy mconsnstency we should calculate r15 3+ If its value exceeds one, there is

nconsistency otherwise not.

(@) _ ”12 “nys  _ 0.6-(-05)(08)
o2 e - cos? fi- 08
08+ 04 a1

=1.92

- Jor5J036 052
Since the value of r, , is greater than one, therefore, there is some inconsistency in the given data.

N2 — N33

(6) Fiya=
I R
06 - (<0.4) (0.7) 06+028 088
= = = g5 ~ 133
J1-©o% J1i-0n2 V084051 O

This again is greater than one, therefore, there is some inconsistency in the given data.
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Partial Correlation Coefficients in more than three variables

When four variables are involved in a correlation problem, there are twelve possible first-order
coefficients. Some of these are :

- T4 — 1o Iy
2
\/1-r212 \/1—7‘2
_ "4 — 7113 734
3
\/1_r213 \/1"”234
-5 N3~ 74 734
4
\/1“”214 \[1“”234
_ M2 — T4 ™4
! \/1"'214 \/1""224
_ i7a " Iog 1
3
J1~r223 \/1""234
o T34 — T3 4
2
193 — T4 T34

e \/1”"224 \/1“"234 |

Similarly, the formulae for other partial correlation coefficients, i.e., r can also be written.

12351322 "3 0 Poa 0 g
Second-order Partial Correlation Coefficients

Second-order coefficients may be obtained from order coefficients. In case of four variables, if 7

1234
is the coefficient of partial correlation between X, and X, keeping X, and X, constant, then

~ Noa N34 34

r12,34 B \/1 2 \/1 Bl )
rl;!.4 T234
M34 =124 134

u 2 )
\/1—’1244 \/1*"23.4

N4z = 123143

r = '
14.23 5 2
\/1 —H3s \/] —Fa3

Alternative formulae giving the same results are available for all three of the second-order coefficients.
They are :

Similarly,

and

23 = N4a3 43

r i
12.34 2 2
\/1"’14.3 \/1“r24.3

32 —Na2 M42

1%24—\/ \/
1_’"142 =755

42 ~N32 42

Vidzs ™
\/1"”132 \/] ”342

The value of a partial correlation coefficient is usually interpreted via the corresponding coefficient

of partial determination, which is merely the square of the former. Thus, if r, , = 0.4, rzn_3 =(.16.
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X, —> weight in Ibs.
X, — height in inches.
X, — age in years.

The multiple correlation is of great practical significance—for rarely is it ever true that a variable
is influenced solely or predominantly by one other factor. For example, the sales of a manufacturer are
influenced, among other things, by his prices, his competitive position in the industry, his sales promotion
campaign, industry sales, competitors’ prices and national prosperity. In simple correlation, only one of
the independent variables at a time could be correlated with the manufact irer’s sales and there is no
direct way of determining the extent to which the observed correlation might have been caused by the
interacting influence of other factors on the two variables under study. For instance, in times of prosperity
a high level of national income may lead to increased industry sales, a share of which is captured by this
manufacturer. But to what exient are the manufacturer’s sales influenced by the universally buoyant
affect of national prosperity and to what extent are his sales affected by the particular trend of the
industry sales within the economy, i.e., assuming that the nation’s economy remain fairly stable ? To
answer questions of this type which are of vital importance in framing suitable managerial policies, one
has to depend on multiple correlation analysis.

Coefficient of Multiple Correlation

The coefficient of multiple linear correlation* is represented by R, and it is common to add subscript
designating the variables involved. Thus R, ,;, would represent the coefﬁment of multiple linear correlation
between X| on the one hand, and .X,, X, and X, on the other. The subscript of the dependent variable is
always to the left of the point.

The coefficient of multiple correlation can be expressed in terms of » ¥, and r, as follows :

12?

2 2
123~ T, = p¥ss
2 2
B ro1 +rf3 — 2, 13 g
218 1-ris
i 2 r?13 + rla — 2r12 I3 r23
an -

A coefficient of multiple correlation such as R, ,; lies between 0 and 1. The closer it is to 1, the
better is the linear relationship between the variables. The closer it is to 0, the worse is the linear
relationship. If the coefficient of multiple correlation is 1, the correlation is called perfect. Although a
correlation coefficient of 0 indicates no linear relationship between the variables, it is possible that a
nonlinear relationship may exist. It should be noted that whereas the simple correlation coefficients
range from + 1.0 to 0 to — 1.0, the coefficients of multiple correlation are always positive in sign and
range from + 1.0 to 0.

An alternative formula for calculating R, is

_ [2 2
R 5 = \/” 12 + 13, (I=-13).

*When a linear regression equation is used, the coefficient of multiple correlation is called the coefficient of linear
multiple correlation unless otherwise specified. Whenever we refer to multiple correlation, we shall imply linear multiple correlation.
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2 2
bl FII2 41704 =209 By 1y
similarly, R = 127
‘ I

- 2 2
or Ry 5= \/r“rz +r71a2 (1= r712)
g R r3+ P 213 Ny g
an ==
1.34 [—~;'234
) 2 2
or RI_34“ PR3+ A3 (1=1713).

Coefficient of Multiple Determination

In chapter on correlation, we talked of coefficient of determination 2 which measures the fit of a
straight line to the two-variable scatter. In exactly the same way, the coefficient of multiple determination
Zenoted by R2]_23 is also defined. Thus, R21,23 may be thought of as a measure of closeness of fit of the
"=gression plane to the actual points relative to the point of the means of the variable. Or, justas does 12,
.?:: ,3 Measures the percentage of total error that is accounted for by the regression. Obviously, the greater
ne value OfRzl,ZS’ the smaller is the scatter and the better is the fit. Thus, if coefficient of multiple
“etermination between yield of rice (X)) and fertilizers (X,) and rain (X}) is 0.953, it means that 95.3
=<r cent of the variations in yield have been explained by the variation in fertilizers and rain. There
"emains only 4.7 per cent of the variations in yield of rice that can be explained only by factors which
“ave not been taken into consideration in our analysis.

Iustration. 4. The following zero-order. correlation coefficients are given

> Fig= 0.98, B = (.44 and Fon = 0.54,
Calculate multiple correlation coefficient treating first variable as dependent and second and third variables as independent,
Solution. We have to calculate the multiple correlation coefficient treating first variable as dependent and second and

=ird variables as independent, i.e., we have to find R 5
e

2 2
FU12 +1713 — 219 113 9y
R = 3
1:23 | -ro23

Substituting the given values

(0.98) + (0.44) — 2(0.98) (0.42) (0.54)
Ri2=

1-(0.54)2

. ‘F%m AT
2 0.7084 i

Advantages of Multiple Correlation Analysis. The coefficient of multiple correlation serves the
“llowing purposes :

1. It serves as a measure of the degree of association between one variable taken as the dependent
-ariable and a group of other variables taken as the independent variables.

2. Hence it also serves as a measure of goodness of fit of the calculated plane of regression and
-onsequently, as a measure of the general degree of accuracy of estimates made by reference to equa-
“on for the plane or regression.

Limitations of Multiple Correlation Analysis. |. Multiple correlation analysis is based on the
zssumption that the relationship between the variables is linear, In other words, the rate of change in one
-ariable in terms of another is assumed to be constant for all values. In practice, most relationship are not

near but follow some other pattern. This limits somewhat the use of multiple correlation analysis. The
‘near regression coefficients are not accurately descriptive of curvilinear data.
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2. A second important limitation is the assumption that effects of independent variables on the
dependent variables are separate, distinct and additive. When the effects of variables are additive, a
given change in one has the same effect on the dependent variable regardless of the sizes of the other
two independent variables.

3. Linear multiple correlation involves a great deal of work relative to the results frequently ob-
tained. When the results are obtained, only a few students well trained in the method are able to interest
them. The misuse of correlation results has probably cast more doubt on the method than is justified.
However, this lack of understanding and resulting misuses are due to the complexity of the method.

Multiple Regression

In the simple linear regression model discussed earlier, we talked of one dependent variable and
one independent variable.

In multiple regression analysis which is a logical extension of two-variable regression analysis,
instead of a single independent variable, two or more independent variables are used to estimate
the values of a dependent variable. However, the fundamental concepts in the analysis remain the
same. The multiple regression and correlation analysis serves highly useful purpose in practice. Its
main objectives are :

(a) To derive an equation which provides estimates of the dependent variable from values of
the two or more independent variables.

(b) To obtain a measure of the error involved in using this regression equation as a basis for
estimation.

() To obtain a measure of the proportion of variance in the dependent variable accounted for
or “explained by” the independent variables.

The first purpose is accomplished by deriving an appropriate regression equation by the method of
least squares. The second purpose is achieved through the calculation of standard error of estimate and
the third purpose is accomplished by computing the multiple coefficient of determination.

The multiple regression equation involving two independent variables shall take the form

¥ =a+le]+bzX2

¢

The general form of the linear multiple regression function for £ independent variables
D SN — s Ay 15

F=a+ b +8,0+ s + by X,
The linear function which is fitted to data for two variables is referred to as a straight line, for three

variables a plane, for four or more variables a hyperplane.

If we have three variables Xv X2 and )Q the multiple linear regression equation of X1 on X2 and X3
shall have the following form :

Xy = a5 1Dy X+ by X,
Obviously X| is the dependent variable here and X, and X, are independent variables. The constant

a, ,, is the intercept made by the regression plane; it is zero when the regression line passes through the
origin. The regression coefficients denoted by b, and b ., represent the rate of change of the dependent
variable per unit change in each of the independent variables when the other independent variables are
held constant. The first subscript always represents the dependent variable and the second subscript
denotes the particular independent variable being related to X,. The subscripts after the period indicate
the other independent variables, all of which are held constant while the effect of the particular independent
variable on X| is measured. Thus, 4 , , measures the amount by which a unit change in X, is expected to
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affect X, when X, is held constant and b,, , measures the amount of change in X, when X is held
constant and 4, , , measures the amount of change in X, per unit change in X; when X is held constant.

Similarly, b, ,, would represent the change in X, per unit change in X when the values of X, and X, are
held constant.

The regression coefficients, i.e., b’s in multiple linear regression are termed coefficients of net
regression : the regression is ner in the sense that the regression of the dependent variable on the particular
independent variable is measured while holding the values of the other independent variables constant.
It contrast, the coefficients in simple regression are called coefficients of gross regression because no
allowance is made for indirect influences on the regression.

The follwing are the usual assumptions made in a linear multiple regression analysis illustrated for
the case of two independent variables :

1. The conditional distributions of ¥ for given X, and X are assumed to be normal.

2. These conditional distributions are assumed to have equal standard deviations.

3. The ¥ - Y deviation are assumed to be independent of one another.

Normal Equations for the Least Square Regression Plane

Just as there exist, least square regression line approximating a set of N data points (X, ¥) in a two-
dimensional scatter diagram, so also there exist least square regression planes fitting a set of NV data
points (X, X, X)) in a three-dimensional by scatter diagram.

The least square regression plane of X, on X, and X, has the equation (/) where b,,and b are
determined by solving simultaneously, the normal equations.
LX,=Nay, +b,, XX, + by XX,
XX =a , 2X + b, LY, + by, XX,
XX =a ,IX, +b,, XX b, X2

These can be obtained formally by multiplying both sides of equation (i) by I, X, and X succes-
sively and summing on both sides.

When the number of variables is 4 or more, solving the above system of normal equation becomes
a very tedious procedure. Efficient methods solving simultaneous equations require a knowledge of
matrix algebra, which is not assumed for the reader of the text. Thus in our discussion that follows, we
shall confine ourselves to the two independent variables cases, which of course, can be extended to
cover cases with three or more independent variables.

The work involved in finding these regression equations can be reduced by proceeding in terms of
deviations from the mean of the variables under consideration. The regression equation for these variables
in this procedure is :

X, =B, X, F bi3a%,

where = - X, ) 0=, - X,),5,=(X,- X,).
The value b, and b,;, can be obtained by solving simultaneously the following two normal
2quations :

= 2
2xX,=b,, Zx)"+ b, sz)g.%
2, x, = b33 2%y + by, Ex,"
The value ofbI7 , and bH , can also be obtained as follows :
c
. 123
Do Friaa

Ga13
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- G139
. P13

G312
The regression equation of X' , on X, and X can be expressed as follows :

. Fiy — FiaF S = n3 ~ Mol |[ S v
X-X, =|32—22|21|(x,-X,) + — [ &
1 1 [ 1—7"223 S2 ( 2 2) 1___’,,223 S3 ( 3 3) (l)
The regression equation of X, on X, and X, can be written as follows :

e Fyy — I3t S = N3 — Nah S 5% ;s
X-X,= (——-——23 T J[-S—*] (X, - X,) + [—m——” 12 3][?3] (X, - X)) )
2 = 1

1-r12

From (i) and (i), the coefficients of X, and X, are respectively

b = Ta = Fipls S and | 7B 103N Sy
— 1—]‘223 S5 1 —r212 S,
b b (B

13293127 (1-r’n)(1-1*2)

This method of obtaining regression equations is much simpler compared to one where
simultaneously several normal equations are to be solved. For calculating regression equation for three
variables, when the above procedure is used we need the following :

X Xx. X
) S 1 S2 S 3

2
=r132

Iz s 23
Other Equations of Multiple linear Regression
In the case of two variables, there were two equations of regression—one of them indicating regres-
sion of Y on X, and the other, that of X on ¥. When there are three variables, there will be three equations of
regression indicating the regression of X, on X, and .X;, the other indicating the regression of X, onX, and
X and the third indicating the regression of X, on X, and X,. The first of these has been given earlier. If X,
and X; were to be treated as dependent variables the regression equation will respectively be :
‘ Xy = ay 15+ by 3K + by 1 G (i)
Xy = ay gy + by X + by, X (i)
The normal equations for fitting (ii) will be :
LXy = Nay 3 + by jZX + byy | IX,
LX X, = ay 3EX) + '1721,32)(12 + by XX,
ZXXs = ay 3EX, + by sZX (X, + by B
In case we want to fit equation (if), the normal equations will be :
2X;= Nay )+ by ) ZX, + by, | 5X,
LX) X = ay X+ by BX P+ by | IX X,
LX) X3= a3 2K, + by, ZX X, + by, | ZX2

Generalization for More Than Three Variables

In case of four variables, the linear regression equation of X, on X, X, and X, can be written as

X,= 0yt by Xyt by, X+ By X

1.234 12.34 13.24773 142374



Partial and Multiple Correlation and Regression 649

It represents a hyperplane in four-dimensional space. On formal multiplication of both sides of the
above equation by X, X,, X, and X, , successively and then summing on both sides, we obtain the normal
equations for determination of a,, ,,, b, 324+01234 and by, ,, which when substituted to above equation
gives the least square regression equation of X' yon X, X;and X,.

The regression equation that uses all the factors which have an influence on the dependent variable
can be an extremely useful device for estimating a variable. The chief difficulty, however, with this type
of analysis has been the burden of making the calculations. As the number of variables increases, the
number of equations to be solved simultaneously and the number of cross products to sum increase to
the point that the burden of the arithmetic makes the analysis extremely difficult. The electronic computer
is ideally adopted to do this type of analysis and with its help it is possible to use a large number of
variables and a large sample and perform all the calculations in a matter of a few seconds.

Relationship between Partial and Muitiple Correlation Coefficients

Interesting results connecting the multiple correlation coefficients and the various partial correlation
coefficients can be found. For example, we find :

1~ R 4= (1= ) U~ 55

I B o = 1= Py ) i(l= Py (= r2]423)

Hlustration 5. Find multiple linear regression equation of Xy on X, and X; from the data relating to three variables given

selow :
Xl 3 4 6 7 9 13 15
XZ: 15 12 8 6 4 8
X3: 30 24 20 14 10

Solution. The regression equation of X ponX, and X is

Xy= a3 b5 X b5, 45

The value of the constants @y 53, by, 5 and by, , are obtained by solving the following three normal equations :
ZX| = Nay g3+ byy 3 TX, + 213.2 X
IX) Xy = a1 53 2 + by 3 TG+ b5 ) TN X,

B =ty o B 4 by B T b o R

Calculating the required values :
X X X XX XAy XX, X22 XE.2 X12

4 15 30 60 120 450 225 900 16

6 12 24 72 144 288 144 576 36

7 8 20 56 140 160 64 400 49

9 6 14 54 126 84 36 196 81
13 4 10 52 130 40 16 100 169
15 3 4 45 60 12 9 16 225

LY =54 TX,=48 IX; =102 IX)X, =339 TX.X, = T20EX,X, = 1,034 ZX,2=494 £X,2=2,188 EX,2=576

Substituting the values in the normal equations :

6a; o3 + 485, 5+ 1025 5, = 54 (z)
48a) 53 +49b, , + 10345, , = 339 (n)
102a, 5, + 10346, 4 + 218865, = 720 .. (D)
Multiplying Eqn. (i) by 8, we get
48 53 +384b,, , + 8165, = 432 .. (iv)
Subtracting Eqn. (if) from (iv), we get
1105,, ; + 2185, ,=-93 .. (v)
Multiplying Eqn. (/) by 17, we get
102a, 5, + 8164, ; + 17345, ,= 918 .. (vi)
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and b

Subtracting Eqn. (iif) from Eqn. (vi) we get
2185, , +454b
Multiplying Eqn. (v) by 109, we obtain
_ 119905, , + 23762b 4 , = - 10137
Multiplying Eqn, (vii) by 55, we get

132~ ~198

119906, , + 249706, , = - 10890
Subtracting Eqn. (viii) from Eqn. (ix), we get
12085, ,=-753
= 753
bi35= 1208 =-0.623.
Substituting this value of b, 5 in Eqn. (v), we get
1105, 4 + 218 (- 0.623) = - 93
1105, , = 135.814-93
42814 '
%3~ 10 =+ 0.389.

Substituting the value of b,, 5 and b3, in Eqn. (i), we get
6a, 5, + 48 (0.389) + 102 (-0.623) = 54
6a, ,; = 54 +63.546 - 18.672 = 98.874
a, 53 = 16.479.
Thus, the required regression equation is :
X, = 16.479 +0.389 X, - 0.623 X,

IMustration. 6. Given the following, determine the regression equation of :

(i) x, onx, and X5, and (i) x, onx, and x,
r; =038 rR= 0.6 Fyy = 0.5
0'1=10 0'2=8 6y =35.

Solution. Regression equation of X, ; on X, and X; is given by
Xy=atb, Xy +b;3,4

If the variates X "

3 . 5
can be calcuiated7from the data given above but not for ‘a’. So, let us assume x, and X,

So theTegression equation of x, onwx, and x, is :

X = byya Xyt by, 5,
_ 01 Fi2 =ri3F3
biys A
0.8-(0.6) (0.5
- 1 SEU0)0) am.
8 1-(0.5)
8y Fiz —ri3ras
biss & = 1-s'm
10 0.6 — (0.8) (0.5) ;
= % T ios?  T0S%.

Required regression equation is

x =0.833x, +0.533 X,

(éf) Regression equation of‘x2 onx, and x,

x,=b b

27 0913 %1 T 053X
o;p 2" rargs
—— | ———

213 g, 1- 23

o
I

X, and X, are measured as deviations from their respective means, ‘@’ will be zero. The values of b
represent deviations from means.

... (Vi)

.. (viii)

. (i)

12.3
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_ 8 (08)-(05) (0)
10 1-(06)
8 08-03 8 05
000 =0 T0 " g UeLs
O . 3 1
B eth e i1
Bl gy 1-r23

8 05-(08)(06) 8 007w
"5 Lgedctan 064 ~ 0-05.

1-(06)?
Thus X, =0.625 X, 10.05 X, is the required regression equation,

Reliability of Estimates

L

with the simple regression equation, the measure of reliability is an average of the deviation of the actua]
value of non-dependent variable from the estimates from the regression equation or in other words, the

The standard error of estimate of X ,on X2 and X3, is defined as

S| 3 represents standard error of estimate of X, on X, and X, X, indicates the estimated value of X, as
calculated from the regression equations.

It terms of the correlation coefficients ¥15 7,5 and ¥, the standard error of estimate can also be
-omputed from the results - ) :

1-r?y =42, —rin 4 211,137,
S .=8 :

MISCELLANEOUS ILLUSTRATIONS

Hlustration 7. In a trivariate distribution

‘ . . o]=3,0'2=cr3—‘—"5, r]2=0.6,r23=r3l=0.8
Find (i) #53 1» and (i) Rl 23

Solution .
et 08-06x08 _08-048

@ BT T s e T = === =0.667.
S e VI-067 Ji- (08 ~ Vo4 Jo36

o+ - 2112 113 103
5 e £ SN
(i) R, 5 s r223
(062 +08%) -2 (0.6) (0.8) (0.8) (036 + 0.64) - 0.768
B R e D el el e ) OE 0.803
1-(08) 0.36

Nlustration 8. Calculate () R] 53 (0) R3 15 and (c) R2 3 for the following data :
X =68 Xy = 7.0, G 74, 8, =10, 55=0.8, 98 =19, 715 = 0.6, r5=07, Ty3 = 65.
P12+ 13- 2, 7378 (06)2 4 (02 ~ (2% 06 % 07 x 0.65)
S 1 = T e i = AT w
SOlutlon Rl.23 ] i i‘223 ] - (065)2
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036+ 0.49 - 0.546

05775 = .0.527 =0.726
P2+ r23 = 2r Fis P (0.7)% + (065)% = (2 x 0.6 x 0.7 x 0.65)
1- 1 1-(06)?

049 + 04225 - 0546

1= 036 = ./0.573 =0.757

Pi3+r 23—2r17 ri3 723 (06)% + (0.65)% = (2 x 0.6 x 0.7 x 0.65)
1-(0.7)2

1-r%3

A J 036 + 0.4225 - 0546

051 = J0464 =0.681.

Hlustration 9. The following constants are obtained from measurement on length in m.m. (X)) volume in c.c (A ) and
weight in gm (Xy) of 300 eggs :

%, =5595 S1 =226 =0.578
=5048 §,=4.39 —0581
X; = 56.03 S;=44] —0974

Obtain the linear regression equation of egg weight on egg length and egg volume. Hence estimate the weight of an egg
whose length is 58 m.m. and volume is 52.5 c.c.

Solution. We have to obtain linear regression equation of egg weight on egg length and egg volume, i.e., X yonk, and X,
The regression equation of X, 5 On X, and X, can be written as : -

_ S _ Fia=Fyo T S _
=) F3 = Fi2 3 3 13 12723 3
= e S X - X X;-Xh)
R [ 1- 2 J [82] ( 5 2) +[ 1-r’13 } (SIJ ( ] l)

Substituting the values

_(0.581 , 0.581-(0.974 x 0.578) | 4.41
X,-56.03 = (0.974 (0.581)x0.578J (441)(1\,2_5].48“( (0.974 x )J[ )(X'—55.95)

1-(0.578)? 439 1-(0.581)° 2.26
0.974 —0.336) | ( 4.41 0.581-0.563 ) ( 4.41
=i = A g 4 — y
Ay~ 608 ( 1-0.334 ](4.39]”2 2 8)+( [-0.338 )(2.26)(){" S

X,~56.03 = 0.962 (X,—51.48) + 0.053 (X, - 55.95)
X,—56.03=0.962X,-49.52 + 0.053X, -2.97
X3= 354+ 0.053X] + 0.962X2
When length, ie., X] is 58 and volume, i.e., X, is 52.5, weight of the egg would be :
X,= 437 +0.040 (58) + 0.962 (52.5) =4.37 + 2.32 + 50.50=57.19 gm.
Illustration 10. The table shows the corresponding values of three variables X’ 1»X,, and X Find the least square regression
ofX30nXl and Xz' Estimate X, when X, = 10 and X, = 6.

x, | 3 s 6| 8| 12| 14
X, 16 [ o] 7] 4] 3 2
X, |90 | 2} 54| 42| 30| 12

Solution. The regression equation of X, on X, and X | can be written as follows :
— _(r-n3ml(S3 _ r3— 3|53 o=
Lo =712 &)W x2) T, s Y )

Calculating 3(_1,_)?2,3(_3, Sp: S, Sq, Fios i3t
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X K- x)) xlz X @G- x)) xzz Xy (G- x3) x32 ¥ X% %3
xl ) X,‘
3 -5 25 16 +9 81 90 +4) 1600 -45 -200 +360
5 -3 9 10 +3 9 72 +22 484 -9 —66 +66
6 =2 4 7 0 0 54 +4 16 0 -8 0
8 0 0 4 -3 9 42 -8 64 0 0 +24
12 +4 16 3 —4 16 30 -20 400 -16 -80 +80
14 +6 36 2 -5 25 12 -38 1444 =30 -228 +190

v - 2. > - ikl v o 2 L o i
ZX] =48 Zx] = Exl =90 ZXz-— 42 Z.x2- 0 sz =140 ZX3 —3Q0 Zr3—02x3 =4008 lexz———10021]x3m5822x2x3~720

— 48 42 300

N 6
v \2
5, > B Agl ]!29 =483
: N
wv.\2
s, S (X; - Xs) 40603 =y nk
‘ N
- 100
PR [ W TR
JSxPxSx, 90x140
. P = S x, x, » __ -8 =_0.969
TSk xSk +/90x4008
i 2
720
g, o By =0.961
: Js x,>x8x,2 /1404008
X, 50~ 0961 — (- 0.969 x - 0.891) (25.85) *x,-7)
1- (- 0891)? 483
— 0.969 - (0.961 x — 0.891) (25.85)
+ X, -8
( 1= (- 0891)° J 387 ) 1Y

X;—50=2.546 (X, -7)—3.664 (X, - 8)
Xy3=50=2.546 X, - 17.822 - 3.664 X, +29312
Xy=2.546 X, - 3.664 X, +6149.
When X, =10 and X, =6, X, will be
X; = 15276 - 36.64 + 61.49 = 40.126 or 40.
Illustration. 11. Suppose a computer has found, for a given set of values of X ;» X, and Xy
r1,=0.96,r,,=0.36 and ryy =0.78,
Examine whether these computations may be said to be free from errors.

Solution. For determining whether the given computations are free from errors, or not, we compute the value of Fip sy If

: 3
5 3 comes out to be greater than one, the computations cannot be regarded as free from errors.

12 ~ "% 0.96-0.36 x 0.78
r — =
.3
23D - 10362 {i- 078
0.96 - 02808 06792 06792

= = = ——— =} 63
J0.8704 J0.3916 0.9329 x 0.6258 0.5838
Since 123 is greater than one, the given computations about 713> 7'} €tc., do contain some error.
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Illustration 12. If ), = 0.6, 713 =0.5 and ry3 = 0.2, compute the values of r\ 3 and R

o o T15 = By
\/1 ok \/1 s

Py = 0.6, ri3= 5, Pog'= 0.2. Substituting the values, we get

Solution.

i 06 - 05x 0.2 0.6~ 0.1 0.5
’ \/]—(0.5)2 Jl—(o_2)2 J075x096 08485

=(0.589

r L \/ffz Th =20, Tty \/(0.6)2 +(05)* - 2(06) (05) (0.2)
1.23 .

1ZF2 1-(02)?

_ [036+025-012 _ [oa9 e
1-004 096

Hlustration 13. The simple correlation coefficients between variables X, X, and X, are respectively r1s

=0.71 and a3 =0.50. Calculate the partial correlation coefficients 123 a3 and r3] -

Solution. We aregwenr 5= 0.41; r3=0.71; 1, 3= 0.5. We have to find P12 Fy3, and Fig g
i P L B 0.41-(0.71x0.5)
\/1 oE \/l 3 \/l—(O?)2 \/1-(0.5)2
0.41-0.355 0.055
o \/ﬁm = WZO.Og
_ __3-hang - 0.5-(0.41x0.71)
) \/l " \/1 B 1-(0.41) J1-0.71)?
0.5-0.2911 0.2089
" V03319104959 ~ 06423 0323
s v b e I 0.71- 0.41x05

2 e g e Yo

i7l—0.205 0.505
~ V083194075 T 0.7899
Illustration 14, In a trivariate distribution :
X, = 2820, X, =491, ¥, =594,5=44,5,=11.5,=80
Py = 0.80, ryy = -0.56, Py 0.40.
231 AR, 5,

(b) Also estimate the value of X {» When X,=6.0 and X;=650.

=0.639

(a) Find the correlation coefficient »

Solution. (a) ke F23-M2N3 X - 0.56-(0.8 x~0.4)
Vi-rh 1= 1-08)2 {i-04)°
-056 + 0.32 - 024
- W =-0.436

 1-06V1_ 006 036 x 084

i = r?2+rh3-2my ny
1.23 3
I=r33

[(0.8) +(=0.4)7 - 2(0.8)(-0.4)(-0.56)
- 1-(0.56)2

= 0.41,
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[0.64 + 016 = 03584  [0.4416
ST 046 =+0.80
1-0.3136 0. wape

6864
(6) The regression equation of Xl on X2 and X3 can be written ag follows -

¥ = |M2=nams) (8 = N3=Nam3 | (S
5o, (22 st]%“fz“(‘?"f‘)(

~r S3J (AE“A':;)
’ 0.8-(-0.4) x (0.56) 44 (—0.4)—(0.8)(—0.56) 4.4
X, -28.02= W 1) (X,-4.91)+ | ——"=10-2)(=0.56)

I- (~0.56)2 ﬁ) (4;-0.59)
0.8 -0.224Y (44 ~04+0448Y (44
X -2802 = (W (ﬁ) (X,~4.91) + (WJ (Eo_) (X, ~ 0.594)

44

Xl ~28.02 = 3356 (X,~4.91) + 0.070 (Ea“) (X3—O.594)

XI =28.02+ 3,356 Xz—- 16.4

78 +0.0039 (X;-0.594) ‘ ‘
= 11.539 + 3 354 X2 + ().{)039/'(3 is the required regression equation ofX] on X, and e
When X2 = 6 and Xq =650, estimated value of
¢

1= 11.539 % 3.356(6) + 0.0039(650)

Calculate partial correlation coeffi

_ 713= 046 and r, = .77
1cient p

12.3 and multiple correlation coeff;
= __"12-"n3r3
—‘\ﬂ
1= 1-1
0.59—(0.46 x 0.77)

) V1-(0.46)2 V1-(0.77)2

0.59 -0.354 0.236

T _ 026
V07884502071 = O36e5 = 0417

2 3
12+ 3 - 2n5n3m,
= (27737 honan,
R1.23 1

cient R] 93
Solution,

"2.3

It

2
—3

_ (0.59)2+(O.46)2—2(0.59)(0.46)(0,77) _ (0381502116 0413 _ [oa1a17 s
- _— -ﬁ_‘_—__v“h\- - - = . .
1-(0.77)? 1-0.5929 0.407]

Miustration 16. If‘r12 =0.8, r13=-04, and o

=-0.56, find the value ofr]2_3, ¥13.5> and Ty

. ,.12_,}3,:23 _ 0.8-(- 0.4)(- 0.56)
237 p=p& = P i S
I-r2 i-g Vi- 042 fi_ 0.56)?

0.8-0.224 0.576
e A

08406863 = G755 =0.759
= _N3-npr; “0-4“(0‘8)&0‘56)
F132= :

Vied img V1-08 1- o362

—0.4 + 0.448 0.048 0.048

=\-~‘=“‘*-—-=——-=o.097
V1-064 1-0313¢ V036 0.6864 ~ 0.497]

R3—Nan;s ~0.56-0.8x—0_4
331 =2 & _— V4

Vi-nd 1= 2 ‘/l~(0.8_)2\/1—(0.4)2

~-0.56 +0.32 0.24
~ VI-0641-016 = 0.55 ~0436

"
Solution,
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[flustration 17. In a trivariate distribution
= (.863, Pugi™ =(.648 and Fay= =0.709. Find vy and R] 3

Fl2 = 13 ras _0.863 (0648 x0.709)

Solution S TN RN YN e

0.863 04594 4036

" J058 x 050 gs3gs 0749

2
. r 5 -2r2m3r0s _ [(0863)7 +(0.648)" - 2(0. 863)(0 648)(0. 709)
s
123 l~r223 1- (0 709)

5 \/047443+o_4|o9-0.7930 = (03717 _ 065
1 -0.5027 et

Hlustration 18. If P =(.80; o 0.56 and Fay == 0.40, then obtain, 23 and R1‘23.

na—ri3ray  _ 0.8—(-0.56)(-0.4)

Pi2a= N=rd iz o056 fiocoay?
0.8-0.224  0.576

Solution,

= = =0.759
J0.6864/0.84 0759
R Irl§+r 9r12"l3’73
. ’23
(0.8)% +(=0.56)> =2 x 0.8 x (~0.56)(~0.4)
. - 1-(~0.4)
~ ‘/0.64 +03136-0.3584 \/0.5952 i
- 1-0.16  Y-084 e
HHustration 19. Calculate (@) lwl’l_23 () R, 1pand (c) R, H1‘“or the following data :
112=O.6 ri3:O.7 r23tO.65
2) 2
ns + K3 - 2r r
Solution. R = ‘/]2 13 }2’13 =
1— I‘23
(0.6)% +(0.7)% - (2><06><07><065)
1-(0.65)?
0.36+0.49 — 0,546
= J0.526 =0.725
\/ 0.5775 il
r13 + r23~ 7r12 ni3ts3
] = f'] 2
0.7)% +(0.65)° u2(06x07x06€)
1 —(0:6)2
\/0 0403 - 0346 L e s
1-0.36
4k - 2f17 N33
| I‘]q

(06) +(065) ~(2x 0.6 x 0.7 x 0.65)
1-(0.7)?
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0.36 +0.4225-0.546
= ‘[ 2 o 0 = J0.464 =0.681.

1-A:

L o

- PROBLEMS
Answer the following questions, each question carries one mark:
(/) What is the difference between 123 and 313 A
(i) Write the formula for partial correlation Fasp ™ (MBA, Madurai-Kamaraj Uniy, 2003)
(#if)  Define partial and multiple correlation,
(iv)  What purpose does partial correlation coefficient serves ?
(v)  Write the formula for coefﬁci/_em.of multiple correlation R1.23.
(vi)  What is coefficient of determination 2
(viiy  Write the formula for standard error of estimate S1.23'
{viii)  What is the difference between simple linear and multiple linear regression ?
(ix)  How multiple correlation differs from partial correlation ?
(x) What do you understand by reliability of estimates ?
1-B : Answer the following questions, each question carries four marks:
(/) In athree variate multiple correlation analysis, the following results were obtained :
Flg = 0.7, By = 0.6, and Vg = 04
Find the multiple correlation coefficient R1.23‘ (M. Com., MK Univ,, 2002)
(78) Describe the three steps in the process of multiple regression and correlation analysis,
(MBA, Madras Univ,, 2003)

(7if) "What are zero-order, first-order and second-order coefficients ?
(iv)  What are the uses and limitations of partial correlation analysis ?
(v)  What are the advantages and limitations of multiple correlation analysis ?
(vi) What are ‘normal equations’ and how are they used in multiple regression analysis ?
Define partial and multiple correlation. With the help of an example distinguish clearly between partial and multiple
correlation,

analysis is likely to be helpful.

Distinguish between partial and multiple correlation and point out their usefulness in statistical analysis,

Explain the terms : (¥) Coefficient of determination. (#) Regression coefficient, and (ji7) Partial and multiple correlation.

How do we determine the reliability of estimates obtained from the multiple regression of Xl on X2 and X3 ?

(a) In the multiple regression equation of X, on X2 and X3, what are the two regression coefficients and how do you
interpret them ?

() Explain the concepts of simple, partial and multiple correlation. :

(¢) When is multiple regression needed? Explain with the help of an example, (M.Com, DU, 2004)

- Within what limits the coefficient of multiple correlation R, »3 lies? What inference would you draw if R, 23=0,
R, ,3=1, R, 53=0.92?

How do we distinguish between zero-order, first-order and second-order correlation coefficients ? Illustrate your answer
with the help of some examples. ‘
What precautions do you think must be observed while making use of partial and multiple correlation techniques ?

Ifr]2= 0.6, Pig= 0.8 and r53=— 0.4, find the values of "123: 132 and 753 - Also calculate Rl.23 and R3,12'

Calculate R] 23 R2'13 an_d Rg..12 for the following :
Fly= 0.6, Fya= 0.7, Fyy= 0.65
and comment on these values,
In a certain investigation, the following vaiues were obtained :
' r;=0.8, r13'= 0.2, ryy=—0.5.
Do you think that the computations are free from error ?
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16. The following information about a trivariate population is given to you :

o, = 3.2, o,= 4.5, a,= 2.8, e 0.3, Fiy = 6 and o= 0.8.
+ Do you think that the given data are consistent ? If so, calculate oo and | 23
17. Given the following data, find the regression equation ole on X, and X3.
X 12 22 32 28
" 6 12 16 27
Xy 4 6 12 18
Also predict the value of‘X] when X, =5 and X=h
18. Given the following data :
Performance evaluation (Xl) : 28 33 21 40 38 46
Aptitude Test Score (,\’2) : 74 87 69 69 81 97
Prior Experience A o 11 4 9 7, 10

(/) Develop the estimating equation, best describing these data.
(if) If an employee scored 83 on the aptitude test and had a prior experience of 7 years, what performance evaluation

would be expected ? (M.Com., DU, 2007)

Solok o



