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“Itis only through interpretation the researcher can expose the relations and processes that underlie his
findings". Explain, giving eumplu

Explain the significance of a research report and narrate the various steps involved in writing such a
report.. . ..

Describe, in brief, the layout of a research report, covering all relevant points.

8. Write a short note on ‘Documentation’ in the context of a research report.

9.

10.

1L

12,

13.

14.

Mention the different types of report, particularly pointing out the difference between a technical report
and a popular report. 4

Explain the technique and importance of oral presentation of research findings. Is only oral presentation
sufficient? If not, why? s

(a) What points will you keep in mind while preparing a research report? Explain.

(b)What are the different forms in which a research work may be reported. Describe.

: PRI (M. Phil. Exam. (EAEM) 1979, Uni. of Rajasthan)
“We can teach methods of analysis, yet any extensive research... requires something equally important:
an organisation or synthesis which provides the essential structure into which the pieces of analysis fit.”
Examine this statement and show how a good research report may be prepared.

(M. Phil. Exam. (EAFM) 1978, Uni. of Rajasthan)
Write short notes on the following: '
(a) The techniques of writing report;
(b) Characteristics of a good reséarch report;
(c) Bibliography and its importance in context of research report;
(d) Rewriting and polishing of report.

“Report writing is more an art that hinges upon practice and experience”, Discuss,

—

“The Comp'uter.: |
| Its Role inHe‘search

INTRODUCTION

Problem solving is an age old activity. The development of electronic devices, specially the computers,
has given added impetus to this activity. Problems which could not be'solved earlier due to sheer
amount of computations involved can now be tackled with. the aid of computers accurately and
rapidly. Computer is-certainly one of the most versatile and ingenious developments of the modem
technological age. Today people use computers in almost every walk of life. No longer are they just
big boxes with flashing lights whose sole purpose is to do arithmetic at high speed but they make use
of studies in philosophy, psychology, mathematics and linguistics to produce output that mimics the
human mind. The sophistication in computer technology has reached the stage that it will not be
longer before it is impossible to tell whether you are talking to man.or machine. Indeed, the advancement
in computers is astonishing. ; iy :

To the researcher, the use of computer to analyse complex data has made complicated research
designs’ practical. Electronic computers have by now become an indispensable part of research
students in the physical and behavioural sciences as well as in the humanities. The research student,
in this age of computer technology, must be exposed to the methods and use of computers. A basic
understanding of the manner in which a computer works helps a person to appreciate the-utility of
this powerful tool. Keeping all this in view, the present chapter introduces the basics of computers,
especially it. answers questions like: What is a computer? How does it function? How does one
communicate with:it? How does it help in analysing data?

THE COMPUTER AND COMPUTER TECHNOLOGY

Acomputer, as the name indicates, is nothing but a device that computes. In this sense, any device,
however crude or sophisticated, that enables one to carry out mathematical manipulations becomes
@ computer. But what has made this term conspicuous today and, what we normally imply when we
speak of computers, are electronically operating machines which are used to carry out computations.
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In brief, computer is a machine capable of receiving, storing, manipulating and yielding information’

such as numbers, words, pictures.

The computer can be a digital computer or it can be a analogue computer. A digital computer

is one which operates essentially by counting (using information, including letters and symbols, in
coded form) where as the analogue computer pperates by measuring rather than counting, Digital
computer handles information as strings of binary numbers i.e., zeros and ones, with the help of
counting process but analogue computer converts varying quantities such as température and pressure
into corresponding electrical voltages and then performs specified functions on the given signals.
Thus, analogue computers are used for certain specialised engineering and scientific applications.
Mostcompmmarcdigiml.somuchmtha;mewordcomwuisgenmllyacoepwdasbcing
synonymous with the term ‘digital computer’. g :

Computer technology has undergone a significant change vver a period of four decades, The
present day microcomputer is far more powerful and costs very little, compared to the world’s first
electronic computer viz. Electronic Numerical Integrator and Calculator (ENIAC) completed in
1946. The microcomputer works many times faster, is thousands of times more reliable and has a
large memory.

The advances in computer technology are usually talked in terms of ‘generations’.” Today we
have the fourth generation computer in service and efforts are being made to develop the fifth
generation computer, which is expected to be ready by 1990. The first generation computer started
in 1945 contained 18000 small bottle-sized valves which constituted its central processing unit (CPU).
This machine did not have any facility for storing programs and the instructions had to be fed into it
by a readjustment of switches and wires. The second generation computer found the way for
development with the invention of the transistor in 1947. The transistor replaced the valve in all
electronic devices and made them much smaller and more reliable. Such computers appeared in the
market in the early sixties. The third generation computer followed the invention of integrated
circuit (IC) in 1959. Such machines; with theinCPU and main store made of IC chips, appeared in
the market in the second half of the sixties. The fourth generation computers owe their birth to the
advent of microprocessor—the king of chips—in 1972. The use of microprocessor as CPU in a
computer has made real the dream of ‘computer for. the masses’. This device Has enabled the
development of microcomputers, personal computers, portable computers and the like. The fifth
generation computer, which is presently in the developing stage, may use new switch (such as the
High Electron Mobility Transistor) instead of the present one and it may herald the era of
superconducting computer, It is said that fifth generation computer will be S0 times or so more faster
than the present day superfast machines.

So far as input devices in computers are concerned, the card or tape-based data entry system
has almost been replaced by direct entry devices, such as Visual Display Unit (VDU) which consist
of a TV-like screen and a typewriter-like key board which is used for feeding data into the computer.
Regarding output devices, the teleprinter has been substituted by various types of low-cost high
speed printers. VDU is also used as an output device. For storing data, the magnetic tapes and discs

"(i) First generation computers were those produced between 1945-60 such as IBM 650, IBM 701.

(i) Second generation computers were those produced between 1960-65 such as IBM 1401 Honeywell 40.

(iii) Third generation computers were those produced between 1965-70 such as IBM System 360, 370.

(iv) Fourth generation computers are those produced between 1971 to this date such as TBM 3033, HP 3000,
Burroughs B 7700.

____._.__-A.__
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are being replaced by devices such as bubble memories and optical video discs. In brief, computer
technology has become highly sophisticated and is being developed further at a very rapid speed.

THE COMPUTER SYSTEM

In general, all computer systems can be described as containing some kind of input devices, the CPU
and some kind of output devices. Figure 15.1 depicts the components of a computer system and their
inter-relationship: .
Central Processing Unit
(cPY)y

Control Unit
(Interprets the computer
------------ = programme. Directs the A e e TR
operation of all components | :
and units of the system)

"[input Devices Internal Storage
(Holds the computer programme

‘g.
%

programme and data and data, and makes them
into internal storage) available for processing)

Arithmetic-Logical Unit
(Performs all arithmetic
operations and logical
comparisons)

" | internal storage) ,

x

The function of the input-output devices is to get information into, and out of, the CPU. The input
devices translate the characters into binary, understandable by the CPU, and the output devices
retranslate them back into the familiar character i.¢., in a human readable form. In other words, the
purpose of the input-output devices is to act as translating devices between our external world and
the internal world of the CPU i.e., they act as an interface between man and the machine, So far as
CPU is concerned, it has three segments viz. (i) internal storage, (ii) control unit, and (iii) arithmetic
logical unit. When a computer program or data is input into the CPU, it is in fact input into the internal
storage of the CPU. The control unit serves to direct the sequence of computer system operation. Its
function extends to the input and output devices as well and does not just remain confined to the
sequence of operation within the CPU. The arithmetic logical unit is concerned with performing the
arithmetic operations and logical comparisons designated in the computer program,

In terms of overall sequence of events, a computer program s input into the internal storage and
then transmitted to the control unit, where it becomes the basis for overall sequencing and control of

computer system operations. Data that is input into the internal storage of the CPU is available for



*

[ 364 . » Research Methodology |
processing by the anithmetic logical unit, which conveys the result of the calculations and comparisons
back to the intemal storage. After the designated calculations and comparisons have been compleied,
output is obtained from the internal storage of the CPU.

Itwould be appropriate to become familiar with the following terms as well in context of computers:

(a) Hardware: All the physical components (such as CPU, Input-output devices, storage devices,
etc.) of computer are collectively called hardware.

(b) Software: It consists of computer programs written by the user which allow the computer
to execute instructions. _ )

(c) Firmware: Itis that software which isincorporated by the manufacturer into the electronic
circuitry of computer.

(d) System software: It is that program which tells the computer how to function. It is also
known as operating software and is normally supplied by the computer manufacturer.

(¢) Application software: It is that program which tells the computer how to perform specific
tasks such as preparation of company pay roll or inventory management. This software is
either written by the user himself or supplied by ‘software houses’, the companies whose
business is to produce and sell software. "

(f) Integrated circuit (IC): Tt is a complete electronic circuit fabricated on a single piece of
pure silicon. Silicon is the most commenly used semiconductor—a material which is neither
a good conductor of electricity nor a bad one. An IC may be small-scale, medium-scale or
a large-scale depending upon the number of electronic components fabricated on the chip.

(8) Memory chips: These ICs form the secondary memory or storage of the computer. They
hold data and instructions not needed immediately by the main memory contained in the
CPU.

(h) Two-state devices: The transistors on an IC Chip take only two states—they are either on
or off, conducting or non-conducting. The on-state is represented by 1 and the off-state by
zero. These two binary digits are called bits. A string of eight bits is termed byte and a
group of bits constitute a word. A chip is called 8-bit, 16-bit, 32-bitand so on, depending on
the number of bits contained in its standard word.

IMPORTANT CHARACTERISTICS

The following characteristics of computers are note worthy:

(i) Speed: Computers can perform calculations in just a few seconds that human beings
would need weeks to do by hand. This has led to many scientific projects which were
previously impossible.

(W) Diligence: Being a machine, a computer does not suffer from the human traits of tireness
and lack of concentration. If two million calculations have to be performed, it will perform
the two millionth with exactly the same accuracy and speed as the first.

(i) Storage: Although the storage capacity of the present day computer is much more than its
earlier counterpart but even then the internal memory of the CPU is only large enough to
retain a certain amount of information just as the human brain selects and retains what it
feels to be important and rlicewmes unimportant details ' the back of the mind or just

|
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forgets them. Hence, it is impossible to store all types of information inside the computer
records. If need be, all unimportant information/data can be stored in auxiliary storage
devices and the same may be brought into the main internal memory of the computer, as
and when required for processing.

(iv) Accuracy: The computer’s accuracy is consistently high. Errors in the machinery can
occur but, due to increased efficiency in error-detecting techniques, these seldom lead to
false results. Almost without exception, the errors in computing are due to human rather
than to technological weaknesses, i.¢., due to imprecise thinking by the programmer or due
to inaccurate data or due to poorly designed systems.

(v) Automation: Once a program is in the computer's memory, all that is needed is the individual
instructions to it which are transferred one after the other, to the control unit for execution.
The CPU follows these instructions until it meets a last instruction which says ‘stop program
execution’.

(vi) Binary digits: Computers use only the binary number system (a system in which all the
numbers are represented by a combination of two digits—one and zero) and thus operates
to the base of two, compared to the ordinary decimal arithmetic which operates on a base
of ten. (Binary system has been described in further details under separate heading in this
chapter.) Computers use binary system because the electrical devices can understand only
‘on’ (1) or ‘off” (0).

THE BINARY NUMBER SYSTEM

An arithmetic concept which uses two levels, instead of ten, but operates on the same logic is called
the binary system. The binary system uses two symbols 0" and *1”, known as bits, to form numbers.
The base of this number system is 2. The system is called binary because it allows only two symbols
for the formation of numbers. Binary numbers can be constructed just like decimal numbers except
that the base is 2 instead of 10.

For example, 1
523 (decimal) =5 x 10? +2 x 10" + 3 x 10°
Similarly,

111 (binary) =1 x 22 + 1 x 2' + 1 x 2° = 7 (decimal)

Thus, in the example, we see that in the decimal system, the first place is for s, 2nd place is for 10s
and the 3rd place is for 100. On the other hand, in the binary system, the factor being 2 instead of 10,
the first place is still for ts but the 2nd place is for 2s, the 3rd for 4s, the 4th for 8s and so on.
Decimal to Binary Conversion: A positive decimal integer can be easily converted to equivalent
binary form by repeated division by 2. The method works as follows:

Start by dividing the given decimal integer by 2. Let R, be the remainder and g, the quotient.
Next, divide g, by 2 and let R, and g, be the remainder and quotient respectively. Continue this
process of division by 2 until a 0 is obtained as quotient. The equivalent binary number can be formed
by arranging the remainders as

& v &
where R, and R, are the last and the first remainders respectively, obtained by the division process.
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[lustration | _
Find the binary equivalents of 26 and 45.

Solution: Table for conversion of 26 into its Binary equivalent:

Number 1o be Quotient Remainder
divided by 2
. 3 0
- 6 1
3 3 0
3 i 1
| 0 |

Collecting the remainders obtained in the above table we find that
26(decimal) =11010 (binary)
o ' (26),,= (11010),
Similarly, we can find the binary equivalent of 45 as under;

Table 15.1
Number to be Quotient Remainder s 1.
divided by 2
45 2 1
2 11 0
1 5 1
5 iy | 1
2 1 0
1 0 1

Thus, we have (45),, = (101101),
i.e., the binary equivalent of 45 is 101101,
Alternative method: Another simple method for decimal to binary conversion is to first express the
given integer as a sum of powers of 2, written in ascending order. For example,
26=16+8+0+240=1x2'+1x2+0x2+1x2'+0x2
Then collect the multipliers of the powers to form the binary equivalent. For 26, we get, from the

above mentioned expansion 11010 as the binary equivalent. This alternative method is convenient for
converting small decimal integers by hand.

Binary to Decimal Conversion: A simple method for converting a bmary number to its decimal
equivalent is known as double-babble method. This can be described as follows:

'—T—
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Begin the conversion process by doubling the leftmost bit of the given number and add to it the bit
at its right. Then again double the sum and add to it the third bit from the left. Proceed in this
manner till all the bits have been considered. The final sum obtained by repeated doubling and
adding is the desired decimal equivalent.

Ilustration 2

Convert 1101 to its decimal equivalent using the double-babble method.

1. Doubling the leftmost bit we get 2.

2. Adding to it the bit on its right we get 2 + 1 =3

3. Doubling again the number obtained we get 6

4. Adding to it the next bit we get 6 +0 =6

5. Again doubling we get 12

6. Finally adding the last bit we get 12+ 1= 13
Thus, we have (1101), = (13),, :
In other words, the decimal equivalent of binary 1101 is 13.

(Conversion of real number to binary number is also possible but it involves little bit more
complicated conversion process. Those interested may read any binary system book.)
Computations in Binary System A
() Binary addition: Bmﬁtﬂﬂln]&mwmm&l&m“m
simpler. The binary addition rules are as shown below:

0 0 1 1
+0 +1 +0 +1
0 1 1 10

Note that sum of 1.and 1 is written as *10’ (a zeo sum with a 1 carry) which is the equivalent of
decimal digit ‘2’. We can n~w look at two examples of binary additions which make use of the above
rules.

Tliutration 3
Add 1010 and 101.
Solution: :
Binary Decimal equivalent
1010 C10)
+101 5)
1u (15)
Hlustration 4

Add 10111000 and 111011,
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Solution;

Carry 111 Carry 11

10111000 184
+111011 +59
11110011 243

In Mustration 4, we find a new situation (1 + 1 + 1) brought about by the 1 carry. However, we
can still handle this by using the four combinations already mentioned. We add the digits in tum,
1+ 1=10 (a zero sum with a 1 carry). The third | is now added to this result to obtain 11 (a 1 sum
with a | carry). ;

The computer performs all the other arithmetical operations (viz. X, =, +) by a form of addition.
This is easily seen in the case of multiplication, e.g., 6 x 8 may be thought of as essentially being
determined by evaluating, with necessary carry overs, 8 + 8 + 8 + 8 + 8 + 8. This idea of repeated
addition may seem to be a longer way of doing things, but remember that computer is well suited to
carry out the operation at great speed. Subtraction and division are handled essentially by addition
using the principle of complementing:

(b) Complementary subtraction; Three steps are involved in this method:
Step 1. Find the ones complement of the number you are subtracting;
Step 2. Add this to number from which you are taking away;

Step 3. lf!lmusamyofladd:tmobtmﬂnm:lmflhmumm add 0, recomplement
and attach a negative sign to obtain the result.

Following two examples illustrate this method.

Ilustration 5
Subtract 10 from 25.
Solution: ;
‘Decimal  * Binary number According to complementary method
number ; -
25 11001 11001
Subtract 10 01010 Step 1 +10101  (Ones complement of 01010)
15 Step 2 101110
Stepd L1 (add the camy of 1)
Result 111 Its decimal equivalent is 15.
Illustration 6
Subtract 72 from 14,
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Solution,
Decimal Binary According to complementary method
number nman
[ 14 0001110 0001110 _ _
Subtract 72 1001000 Step 1. +0110111  (ones complement of 1001000)
=58 Step 2. 01000101
' 5 Step 3. Lengg (add 0 as no carry)
1000101

Result  -0111010 (recomplement and attach a
negative sign), Its decimal
equivalent is-58.
The computer performs the division operation essentially by repeating this complementary
subtraction method. For example, 45 + 9 may be thought of as45-9=36-9=27-9=18-9
=9-9=0 (minus 9 five times):. ' ;

Binary Fractions
Just as we use a decimal point to separate the whole and decimal fraction parts of a decimal number,
we can use a binary point in binary numbers to separate the whole and fractional parts. The binary
fraction can be converted into decimal fraction as shown below:
0.101 (binary) = (1 x 2°') 4 (0 x 2%+ (1 x27)
=0.5+00+0.125
=(.625 (decimal)
To convert the decimal fraction to binary fraction, the following rules are applied: _
(i) Mdﬁplyﬁmhdml&acﬁomepeﬁedlybyﬁheﬁmkmnbupﬁofﬂnﬁﬁmﬂﬁm
_ gives the first 1 or 0 of the binary fraction;

(i) The fractional part of the result is carried over and lmluphcd by 2;
(iii) The whole number part of the result gives the second | or 0 and so-on.

Hlustration 7

Convert 0.625 into its equivalent binary fraction.

Applying the above rules, this can be done as under:
0,625 x 2= 1250 = 1
0.250x2=0500 - 0
0500x2=1000 - 1

Hence, 0.101 is the required binary equivalent.
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Hlustration 8

Convert 3.375 intoits equivalent binary number.

Solution: _ i f :

This can be done in two stages. First (3),9=(11), as shown earlier. Secondly, (0.375),,= (0.01 1),as
shown above. Hence, the required binary equivalent is 11.011.

anll:hisabovedwc;ipdonweﬁndmconwleruimnmicisbasedonaddiﬁon.ﬁxactly '
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COMPUTER APPLICATIONS !
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Table 15.2
Applications in Some.of the various uses
1. Education () Provide a large data bank of information;

(i) Aid totime-tabling;

(iii) Carry out lengthy or complex calculations;
(iv) Assist teaching and leaming processes:
(v) Provide students’ profiles;

(vi) Assist in carecr guidance.

' N. Subramanian, “Introduction to Computers”, Tata McGraw-Hill Publishing Company Lid., New Delhi, 1986,
p. 192,
* Ibid, p. 192-93.
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Applications in Some of the various uses

2. Commerce:

@ Assist the production of text material (known as word processing)
such as reports, letters, circulars eic. e
personnel, office accounts, invoicing,
“ m?ﬂimmm.mﬁmmm
(i) Cheque handling;
(i) Updating of accounts;
(i) Printing of customer statements;
(iv) Interest calculations.
@ Planning of new enterprises; X
@ Finding the best soluion from several opions;
(i) Helpfulin inventory management, saes forecasting and
production planning;
(i¥) Useful in scheduling of projects.
@ In process comtrol; -
(i) In production control; _
(i) Used for load control by electriity autharities;
(iv) Computer aided designs to develop new products.
inclectronic mail;
g Mmmm:mmdmmmm
information to pilots about weather conditions;
(i) Facilitate routine jobs such as crew schedules, time-tables,
maintenance schedules, safety systems, eic.;
T ey  ihiopiag conpinlie
ﬂ(:; mmmmmhwﬁw
® Model processing;
(i) Performing computations; :
() Research and data analysis. oslis
@ Used for playing games such as chess, draughts, eic.
(i) Can be used as an educational aid;
e S el

3. Banks and Financial
s

4 Management
5. Industry

6. Communications
'aqd‘l‘nncptmﬂon

7. Scientific Research

8 The homes

COMPUTERS AND RESEARCHERS

Mammmmmmumwmmummmmwmwﬁ;ﬂ
tools in modem times. Computers are ideally suited for data analysis con a4
msemmh iects. Researchers are essentially concerned with huge storage of dala, thelm
mﬁemﬂ%mwuammm@quMmqmmhﬂmgxm
cmpumuto{;mahelp.m&use,mefpfdilgnls_@mmhm.
&mmm:ommnyormmm._ .
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Researchers in economics and other social sciences have found, by now, electronic computers
to constitute an indispensable part of their research equipment. The computers can perform many
- statistical calculations easily and quickly. Computation of means, standard deviations, correlation
coefficients, ‘t’ tests, analysis of variance, analysis of covariance, multiple regression, factor analysis
and various nonparametric analyses are just a few of the programs and subprograms'that are available
at almost all computer centres. Similarly, canned programs for linear programming, multivariate
analysis, monte carlo simulation etc. are also available in the market. In brief, software packages are
readily available for the various simple and complicated analytical and quantitative techniques of
which researchers generally make use of. The only work a researcher has to do is to feed in the data
he/she gathered after loading the operating system and particular software package on the computer.
The output, or to say the result, will be ready within seconds or minutes depending upon the quantum
of work. 0

Techniques involying trial and error process are quite frequently employed in research methodology.
This involves lot of calculations and work of repetitive nature. Computer is best suited for such
techniques, thus reducing the drudgery of researchers on the one hand and producing the final result
rapidly on the other. Thus. different scenarios are made available to researchers by computers in no
time which otherwise might have taken days or even months. )

The storage facility which the computers piq_vjdc is of unrncnsc help to a researcher for he can
make use of stored up data whenever he requires to do so.

Thus, computers do facilitate the research work. Innumerable data can be processed and analyzed
with greater ease and speed. Moreover, the results obtained are generally correct and reliable. Not
only this, even the design, pictorial graphing and report are being developed with the help of computers.
Hence, researchers should be given computer education and be trained in the line so that they can
use computers for their research work. e

Researchers interested in developing skills in computer data analysis, while consulting the computer
centers and reading the releyant literature, must be aware of the following steps:

(i) dataorganisation and coding;
(ii) storing the data in the:computer; © =
(iii) selection of appropriate statistical measures/techniques; .
(iv) selection of appropriate software package: =
(v) execution of the computer program. ey :
A brief mention about each of the above steps is appropriate and can be stated as under: -
First of all, researcher must pay attention toward data organisation and coding prior to the input
stage of data analysis. If data are not properly organised, the researchier may-face difficulty while
analysing their meaning later on. For this purpose the data must be coded. Categorical data need to
be given a number to represent them. For instance, regarding sex, we may give numbet 1 for male
‘and 2 for female; regarding occupation, numbers 1, 2, and 3 may represent Farmer, Service and
Professional respectively. The researcher may as well code interval or ratio data. For instance, 1.Q.
Level with marks 120 and above may be given number 1, 90-119 number?, 60-89 number 3, 30-59
number 4 and 29 and below number 5. Similarly, the income data classified in class intervals such as

Rs. 4000 and above, Rs. 3000-3999, Rs. 2000-2999 and below Rs. 2000 may respectively'be
represented or coded as 1, 2, 3 and 4. The coded data are to be put in coding forms (most systems
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call for 2 maximum of 80 columns per line in such forms) at the appropriate space meant for each
variable. Once the researcher knows how many spaces each variable will occupy; the variables can
be assigned to their column numbers (from 1 to 80). If more than 80 spaces are required for each
subject, then two or more lines will need to be assigned. The first few columns are generally devoted
for subject identity number. Remaining columns are used for variables. When large number of variables
are used in a study, separating the variables with spaces make the data easier to ]:ompmhend and
easier for use with other programs. J .

Once the data is coded, it is ready to be stored in the computer. Input devices may be used for
the purpose. After this, the researcher must decide the appropriate statistical measure(s) he will use
to analyse the data. He will also have to select the appropriate programto be used. Mot searchers
prefer one of the canned programs easily available but others may manage to develop it with the help
of some specialised agency. Finally, the computer may be operated to execute instructions.

The above description indicates clearly the usefulness of computersto researchers in data analysis.
Researchers, using computers, can carry on their task at faster speed and with greater reliability.
The developments now taking place in computer technology will further enhance and facilitate the
use of computers for researchers. Programming knowledge would no longer remain an obstacle in
the use of a computer. : aste

In spite of all this sophistication we should not forget that basically computers are machines that
only compute, they do not think. The human brain remains supreme and will continue to be so for all
times. As such, researchers should be fully aware about the following limitations of computer-based
analysis:

1. Computerised analysis requires setting up of an elaborate system of monitoring, collection
and feeding of data. All these require time, effort and money. Hence, computer based
analysis may not prove economical in case of small projects.

2. Various items of detail which are not being specifically fed to computer may get lost sight
of. '

3. The computer does not think; it can only execute the instructions of a thinking person. If
poor data or faulty programs are introduced into the computer, the data analysis would not
be worthwhile. The expression “garbage in, garbage out” describes this limitation very'
well, 3

Questions

L. What is a computer? Point out the difference between a digital computer and analogue computer.
2. How are computers used as a tool in research? Explain giving examples.
3. Explain the meaning of the following terms in context of computers:
(a) Hardware and Software
(b) The binary number system
(c) Computer generations
(d) Central Processing Unit. :
4. Describe some of the important applications and uses of computers in present limes.
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5. “The advancement in computers is astonishing”. Do you agree? Answer pointingout the various
6. Write a note on “Computers and Researchers”.
T wwﬁmmmu&mmmmm_mm,mm“wmwy
computers are machines that only compute, they do aot think”. Comment.
8. Add 110011 and 1011. State the decimal equivalent of the sum you arrive at.
9. Explain the method of complementary subtraction.
Subtract 15 from 45 and 85 from 68 through this method using the binary equivalents of the given decimal
numbers.
10. \\'odouuhcdmmleqmvmmhefdhmnghmnmm
(@ 111110
(®) o111 -
and binary equivalents of the following decimal numbers:
(a) 4210 !
®) 0745 '
1. Couvaanbiwymdl(l)lﬂlﬂl(llltodedmal.Whybharysymisbdn;Minm?
12 Whmmdumdhymageinammmdlnwisﬂmrdmdm&cpmﬁm?

Appendix
(Selected Statistical Tables)
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Table 1: Area Uader Nornai Curve

An entry in the table is the proportion under the
entire curve which is between 2 =0 and a positive
value of 2. Arcas for megative values for < are
obtained by symmetry.
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Table 24 Cnjtical Values of Stodent’s £-Distribuuon

Level of significance for two-tailed test

0.20

0.01

Level of significance for one-tailed test

0.10

0.005

3078
1.886
1.638
1533
1476

63.657

9925
5841
4604
4032

1430
1415
1397

1.383
1312

1.363
1.356
1350
1345

134

i
349
3355
3.250
il

1337

1333
1330
1328

1.325

3.106

o2
2911
2947

2921

133
1321

1319
1318
1316

U&Hai/b!&:u;.jw- - J

D 0000 000 - 0080 0120
1 098 088 ) 0517
9 093 R .n m
3 m  nn s
4 AS54 U1 68 e
5 915 199 198 2019
6 ns 2 U 25
7 20 2611 282 %1
8 Ml M0 2% 2
9 Y 3% R0 38
10 M3 348 3461 s
L1 643 3665 3686 38
12 3349 389 388 N0
(3 o« 4032 09 w06
14 4N 2m  am %
15 a8 s 99 o
16 H2 W8 fuu um
17 4554 468 45D 4w
18 641 649 4656 464
19 a3 49 a6 4
20 A 4 4w 4
21 AR 8% 480 484
22 4861 4864 4868 4§71
23 4593 489 4898 4901
24 P8 90 om s
LB M8 om0 oy e
B
27 ANS 496 406 4968
28 A974 4975 9% gy
29 - 481 4o 4982 g0y
30 497 .’I 4987 4988

BESES 288583
IRREIEEE R

THH
STEHIEERTY

1.315
1.314
1.313
1311
1282

m
2763
2756
2576

- T ST . S R - P
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Table 3: Cnitical Values of X

Degrees i . Probability under H, that of 7 > Chi square
of

freedom 9 95 T 50 10 05 0 0l

R 000157 00393 455 2706 {i&u) 5412 6635
2 0201 031386 4605 5991 T804 9210
3 115 as2 -2.366 6251 7815 9337 11341
4 297 711 3357 7779 9488 11.668 13277
5 554 1145 4351 9236 11070 13388 15.086
6 ¥ 77) 1635 5348 10645 12592 15033 16812
7 1239 2167 6346 12017 14067 1662 18475
8 1.646 2733 734 133&2 15.507 18168 20090
3 2088 3325 8343 4684 16919 19679 21666
10 2558 3940 9342 15987 T 18307 21.161 23209
1 3053 4575 10341 17275 19675 22618 24725
12 357 5206 11.340 18549 21.026 24.054 26217
13 4107 5892 12340 . 19812 22362 2547 72688
14 4660 6571 13339 - 21064 23685 26873 29.141
15 4229 7261 14339 2307 2499 28259 30578
16 - 5312 7962 15338 23542 26296 29633 32000
17 6408 8672 16338 24.769 271587 30995 33409
18 7015 9390 17.338 25989 28869 32346 4805
19 763 10117 18338 27204 | 30a4 33687 36191
0 8260 10851 19.337 28412 31410 35000 37566
21 8897 11591 20337 29615 32671 36343 892
2 9542 12338 21337 30813 33924 37659 40289
p:) 10.196 13.001 2337 32007 BAT2 38968 41638
p)} 10.856 13.848 23337 32.196 36415 40270 42980
» 11524 14611 24337 34382 37652 41566 44314
% 12.198 1537 2533 35363 38885 41856 45692
n 12879 16.151 26336 36741 40113 44040 46963
28 13565 16928 77336 17916 41337 45419 43278
2 14.256 17.708 28336 39087 42557 46693 49588
0 14953 18493 29336 40256 43713 47962 50892

Note: For degrees of freedom greater than 30, the quantity 2¢* = J2.f. = | may be used as a normal variate with unit

vadsoeie. 3, = 21" - AL 1.

—

v, = Degrees of freedom for smaller variance.
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v, I SRS O s WA N R e N
Yy
1 1614 1995 21S7 246 2302 2840 2389 2439 291 23
2 1851 1900 1906 1925 1930 1933 1937 141 1945 19
3 1013 955 928 912 901 8% 885 874 864 833
4 771 694 65 639 626 616 604 591 5M 38
5 661 ST . S41 519 505 495 4R 468 453 4%
6 599 514 476 453 439 48 415 400 384 367
7 559 474 435 4l 397 38 3B 35; 341 3B
8 S 446 401 3% 3 358 34 38 32 298
9 s12 426 38 36 348 33 33 30 2% M
10 4% 410 371 348 3B 3n 30 291 24 254
i a8 398 3% 336 30 3 295 219 261 240
n 475 38 34 3% 31 300 285 269 251 2W
3 467 3% 341 318 M@ 29 2m 260 24 2%
M 460 374 33 311 29 28 210 28 23§ 2%
15 454 368 32 306 290 2M 264 248 29 20K
16 49 30 324 301 285 2M 2% 24 24 2
1 445 359 30 29 281 20 255 238 219 1%
B 441 355 36 2% 2m . 266 251 234 215 1%
® 4832 33 29 24 26 248 231 211 188
D | 43 34 30 2% 2 20 245 28 28 1€
2 AR 4 A0 284 28 25 20 225 205 18k
2 430 344 305 28 266 255 240 28 28 1MW
B | .48 3@ 33 280 264 25 238 20 200 1%
% | .42 340 301 2 26 251 2% 28 1% 1B
P 44 338 29 2% 20 249 234 216 1% 17
% A2 33 2% 274 29 247 2R 25 1% .18
7 |.oan 3% 2% 2B 2 246 21 28 1. 18
. 420 33 295 271 2% 245 29 22 191 18
» 48 3B 298 2M 254 243 228 210 10 1sk
0 A7 3R 22 2 29 24 221 09 1» 1@
o 408 33 284 261 245 24 218 20 1m 1%
@ a0 s 26 2% 23 225 210 1» m 1R
@ | 3% a2 s 2® an am s 16 1A
- asa 29 260 2w a2 o w1214
v, = Degrees of freedom for greater variance.
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v ; > 3 3 5 P 3 o » = Table 5: Values for Spearman’s Rank Correlation (r) for Combined Areas in Both Tails
Vi ' (n=sample size = 12)
I [0 49995 543 5625 S48 9B 6106 - 635 636
2 B0 %00 NIT NS N0 NVB KNI N2 946 950 10% of area 10% of area
3 M2 08 V46 BN BU N9 NH NS %0 %13
4 220 1800 1669 1598 15527 1521 1480 1437 1393 1345
.3 1626 1327 1206 1139 1097 1067 102 98 941 9m * e +.3986
6 1375 1092 978 915 8715 84T 810 172 731 68
7 1225 955 845 785 746 119 684 647 607 568
8 126 865 75 701 663 637 603 561 5B 486 : & 10 05 ) o 002
9 1056 802 69 642 606 580 541 S 471 43
10 1004 756 655 59 564 539  S06 471 43 39% 4 8000 8000 £ - = 7
il 965 72t 62 581 SR S0 4m ' 440 4w 3 5 7000 8000 000 9000 ) iy
7 93 69 595  S4l 506 4m 450 416 3 33 6 00 4 2% 8857 9429 -1 §
B | 907 6 57 521 48 46 4% 3% 3% i 7 5357 £786 7450 8571 8929 9643
14 886 L SS56 S04 469 446 414 380 343 300 ¢ 5000 6190 7143 8093 71 9286
5 868 636 542 489 4% 42 40 361 3® 2% 9 4667 8B &% 7667 8167 S0
16 B, 6B 529 4TI 44 420 3% 355 38 28 0 44 5515 £364 3% 818 61
1 B0 61l SI8 467 43 410 3 346 38 265 = o on 6091 000 455 364
8 8 601 509 48 45 401 3N 33 3w 287 5 2086 4965 5304 6113 77 810
19 818, 598, 501 450 41 39 363 3 3 24 3 371 A 55 6429 L n
.\ 810 585 494 443 410 387 356 3B, 2% 24 " 2606 4593 SH1 620 6747 7670
% 802, S 4% 431 404 381 351 317 280 23 X 5 250 @ 51 6000 6536 7464
2 795 5™ 48 431 39 376 345 312 215 23t
7 18,566 476 42 3% 371 341 3017 2w 2% % g yrai e e ﬁ m
% 1R 561 4m 42 3% 3@ 3% am 26 a3t 5 i e o~ e 5975 o0
5 M. S5 48 418 385 36 3 2% 2@ A . B - 348 399 46 5480 = o
B ; T2 553, 464 414 3 359 30 296 28 210 9 2 - ] = P 5%
7 768. 549 460 411 37 3% 326 29 245 213 2 20 IR A e _
B 164 545, 45T 407 375 353 3B 20 2% 206 a0 2009 3688 431 507 5545 455
» 160 542 454 404 3B 350 3 287 249 28 2 289 3597 441 4963 5426 £18
2 75 539 451 4@ 300 34717 37 284 241 208 3 261 3518 4150 483 5306 5186
@ 131518 431 38 351 39 29 266 29 18 % 204 3435 4061 4748 5200 600
@ 78 4% 413 365 334 3 2w 290 22 ig x 246 362 27 - dess 5100 iswa
120 685 ., 47 395 348 317 29 266 24 195 138, po o 9 28% 4564 5002 5856
o 66/, 460 3B 3R 3w 280 251 28  1® 100 o Lok ms m A48l 915 %
) 2480 3175 3 — e ss61
v, = Degrees of freedom for greater variance, » 2443 33 2685 430 4744 g
v, = Degrees of freedom for smaller variance. - 2 it
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Table 7 Cntaal Valyesof Tip the Wilcoxon Matched Pairs Test Table 8: Cumulative Binomial Probabilities: P-{r 2 rin, p)

Level of significance for one-tailed test n Wy 10 25 40 ; 50
025 I 01 Y 005 I 0., 9000 7500 6000 5000
Level of significance for two-tailed test . 1.0000 10000 10000 10000
" 05 I ) [ ol 2 ‘I’ % f,gi- ;‘"& fg
9 0 = = 2 1.0000 1.0000 1.0000 1.0000
; i g - 5 0 WS - 2n o778 0313
9 ¢ : 0 I 9185 6328 3370 1875
3 2 2 %14 8965 6826 5000
L : 5 3 3 9995 o844 9130 8125
1 1 7 5 4 9999 9990 9898, o 9687
B 14 10 7 5 10000 1.0000 1.0000 1.0000
13 17 13 10 10 0 3487 0563 ! 0060 - 0010
i 2 16 13 e 7361 24407 0463 0108
15 P 0 16 > 9298 525 1672 0547
16 ki} % 0 M 987 7759 382 1719
7 3 % - 7 4 9984 9219 6330 3710
18 € B » 5 9999 9803 8337 6230
19 %6 3 2 6 1.0000 9965 9452 8281
£l 2 4 3 vl 10000 . 99% 9877 T w483
21 % » 7 8 1.0000"" 10000 5983 9892
2 & % - 9 1.0000 1.0000 9% 9990
3 7 s yid 10 1.0000 1.0000 1.0000 10000
A 81 & 61 2 0 2824 0317 0022 0002
> ® 7 & o i 659 1584 019 0031
: 2 8891 3907 0835 0192
3 9740 6188 2254 0729
4 9963 8124 4382 1937
5 9999 456 6652 3871
6 1.0000 9857 2418 6127
7 1.0000 972 9427 8064
I 8 1.0000 9996 9847 9269
9 1.0000 1.0000 972 9806
10 10000 1.0000 9997 9977
1 1.0000 1.0000 1.0000 10000
12 1.0000 1.O000 1.0000 1.0000

(Comned )
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Table 9: Selected Critical Values of S in the Kendall’s Coefficient of Concordance

Values at 5% level of significance

n 5 10 25 A0 el
b1} 0 1216 0032 0 X0 e ki N ) e
1 917 a3 os' 000 values for N=3'
2 " 6768 w2 36 o2
[ 5669 251 0159 w13 3 4 3 . A : 3
4 9567 4148 058 0059 : 3 644 1039 1573 [ 54.0
5 9886 6171 1255 o7 4 495 884 1433 2170 2 719
6 B 7857 2499 T 5 @26 1123 1824 2162 " 838
; O 4 316 6 757 1361 - 214 3352 16 958
. |$ ;?:: f::: i f::: 8 481 1017 1837 200 4531 8 107
o ot i i -, io 600 1278 812 367 5710
. (o . L T 15 8938 1929 3498 505 8649
- MY : 0 1197 2580 4685 7644 11587
2 10000 9998 Y78, Ho84
13 10000 10000 WU LY51
14 10000 1.0000 K3 o ; Values at'1 % level of significance
15 1.0000 L0000 PR ot '
16 1.0000 1.0000 10000 DIRT 3 756 1228 1856 9 759
b :m N i, e 4 64 1093 1762 2650 2 1035
10000 1O000 10000
19 10000 1.0000 1000 L0 g - s e L y i
b1 10000 Loon 1400 LXK g 663 lg': ;:.:, 23::; 3 ;ﬁg :: :g 4
10 8s.1 1753 309.1 4940 7370 '
15 1310 W98 4152 7582 11295
0 1770 3642 6412 1022 15219
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Table 10: Table Showing Critical Values of A-Statistic for any Given Value
of n 1, Corresp )nding to Various Levels of Probability

(A is significant at agiven level if it is 2 the value shown in the table) 1 2 3 4 5 6
=23 o 0368 - 0263 0.191 0.15% 0102
n=1" Level of significance for one-tailed 1est i1} 0360 - 0262 X 0.].89 : ®iss & S 0099
05 s o 008 s 0 e 0261 0.187 0I5 T 0095 |
ol 0370 0260 - . 0,185 0.151 0092
Level of significance for two-tailed test . \ a 4= g Pt g A -
10 05 0. ol o1
1 g 3 4 ity 6 ;
1 05125 05131 0.50049 0.50012 05000012 * n = number of pairs
2 "0412 0369 0347 0340 0334 Source: The Brit. J. Psychol, Volume XLVI, 1955, p. 226
3 0385 03%4 0.286 0272 0254 -
4 0376 0304 0257 0238 0211
5 0372 0293 0240 0218 0.184
6 0370 0286 0230 0205 0.167
7 0369 0.281 022 0.19% 0.155
8 " 0368 0278 0217 0.1 0.146 5
9 0368 0276 0213 0.185 0.139
10 0368 0274 (7L L 0.181 0134
11 0368 0273 0207 0.178 0130
12 0368 0271 0205 0.176 0.126
13 0368 0270 0204 0.174 0.124
4 0368 0270 0202 0172 0.121
15 0368 0269 : 0201 Q170 0119
16 0368 0268 0200 0.169 o117
17 0368 0268 019 0.168 0.116
18 0368 0267 0.198 0.167 0114
19 0368 0267 0.197 0.166 0.113
20 0368 0266 0.197 © 0165 0112
21 0368 0266 0.19 0.165 0.111
2 0368 0266 0.196 0.164 0.110
3 0368 0266 0.195 0163 0.109
b 0368 0265 0.195 0163 0.108
% . 0368 0265 0.194 0.162 0.108
% ' 0368 0265 0.194 0162 0.107
pil 0368 " 0265 0.193 0.161 0.107
. 0368 0265 0.193, 0.161 0.106
. 0368 0264 © 0193 a6l 0.106
20 0368 - 0264 0.193 0.160 0108
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