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design may as well lay down the number of items to be included in the sample i.e., the size of the
sample. Sample design is determined before data are collected. There are many sample designs
from which a researcher can choose. Some designs aré relatively more precise and easier to apply

than others. Researcher must select/prepare a sample design which should be reliable and appropriate
for his research study. _

STEPS INSAMPLEDESIGN. .

* 3
i

While developing a sampling dcslgu the researcher must pay attention to the following points:

(i) Type of universe: The first step in developing any sample design is to clearly define the
set of objects, technically called the Universe, to be studied. The universe can be finite or
infinite. In finite universe the number of items is certain, but in case of an infinite universe
the number of items is infinite, i.e., we cannot have any idea about the total number of
items. The population of  city, the number of workers in a factory and the like are examples
of finite universes, whereas the number of stars in the sky, listeners of a specific radio
programme, throwing of a dice etc. are examples of infinite universes.

Sampling unit: A decision has to be taken concerning a sampling unit befote selecting

sample. Sampling unit may be a geographical one such as state, district, village, etc., or a
construction unit such as house, flat, etc., or it may be a social unit such as family, club,

~ school, etc., of it may be an individual. The rescarcher will have to decide one or more of
such units that he has to select for his study. ! : :

(iii) Source list: It is also known as ‘sampling frame’ from which sample is to be drawn. It

~contains the names of all items of a universe (in case of finite universe only). If source list
is not available, researcher has to prepare it. Such a list should be comprehensive, correct,
reliable and appropriate. It is extremely important for the source list to be as representative
of the population as possible. - =

(iv) Size of sample: This refers to the number of items to be selected from the universe to
constitute a sample. This a major problem before a researcher. The size of sample should
neither be excessively large, nor too small. It should be optimum. An optimum sample is
one which fulfills the requirements of efficiency, representativeness, reliability and flexibility.
While deciding the size of sample, researcher must determine the desired precision as also
an acceptable confidence level for the estimate. The size of population variance needs to
be considered as in case of larger variance usually a bigger sample is needed. The size of
population must be kept in view for this also limits the sample size. The parameters of
interest in a research study must be kept in view, while deciding the size of the sample.
Costs too dictate the size of sample that we can draw. As such, budgetary constraint must
invariably be taken into consideration when we decide the sample size.

{f’ arameters of interest: In determining the sample design, one must consider the question
of the specific population parameters which are of interest. For instance, we may be
interested in estimating the proportion of persons with some characieristic in the population,
or we may be interested in knowing some average or the other measure concerning the
population, There may also be irportant sub-groups in the population about whom we
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ERIA OF SELECTING A SAMPLING PROCEDURE .

~ontext one must remember that two costs are involved in a sampling analysis vm.tl:;:ll;i‘
'I 3':; and the cost of an incorrect inference resulting ﬁ:om lhe data. Rcselm gy
in the two causes of incorrect inferences viz., systematic bwsb:nd mplq?fli ;

biamsultsfmmemrsinthesmmliugpmcedmmdumm_ reduced or eliminated

i ible forthesccrmrscanhedmctedard
asing the sample stze_. At best the causes respons roimpshiplei,

. ate sampling frame: Ifthe sampling frame is inappropriate i.e.,a biased representation
universe, it will result in a systematic bias. ‘ s \
it w‘m device: If the measuring device is constantly in error, i will result ::
‘;ias In survey work, éystcma' tic bias can reSult if the queslio_nnm_re or the u_nteg:\::rm
. lmila.riy if the physical measuring device is defective there will be systematic
cted through such a measuring device.
ponde ble to sample
respondents: 1f we are una : :
may arise a systematic bias. The reason Is thal_ms
or receiving a response from an individual is often

- . - e - s le

Il the individuals initially included in the sample,
v uch a situation the likelihood of cstabhsl‘-.mg
correlatodwilhthcumsumofwhallsto

ancy principle: Sometimes we find that indi?-iduq.-ls act d:ﬁf.renlly wl:?nwﬁcu:‘::
on than what they do when kept in non-observed situations. For ;9;::::@ o
that somebody is observing them in course of a work smdyonﬂnhms opcriim
time to complete a task will be determined and accordingly l:;:u:;ch s
s g?h‘emﬂt{amn(fmfmo::::; ;Emmbx ::: of a systematic bias.

: el k s )
ed‘biﬂu:n the reporting of data: Natural bias of__,rcspondf.. nts in d:o mpomnwmgb?:s d:a d::
the cause of a systematic bias in many inquiries. There is usna!liri :d zmwarrl il
ne data collected by government taxation department, whereas w‘emm::lhdr ik
data collected by some social or'ganisatg.ﬁfe alsﬂk g?:::od B ol i
d about it for tax purposes, but they overstaie

: A  acuraituiior
ally in psychological surveys, people tend to give what they think is the “correct’ an

n revealing their true feelings.



i '-‘E-g. Research Mcﬂmdalogv__]

" Sampling errors are the random variauons 1n the sample estimates around the true population
parameters. Since they occur randomly and are equally likely to be in either direction, their nature
happens to be of compensatory type and the expected value of such errorg happens to be equal to
zero. Sampling error decreases with the increase in the size of the sample, and it happens to be of 3
smaller magnitude in case of homogeneous population.

Sampling error can be measured for a given sample design and size. The measurement of
sampling error is usually called the ‘precision of the sampling plan’. If we increase the sample size,
the precision can be improved. But increasing the size of the sample has its own limitations viz., a
large sized sample increases the cost of collecting data and also enhances the systematic bias. Thus
the effective way to increase precision is usually to select a better sampling design which has a
smaller sampling error for a given sample size at a given cost. In practice, however, people prefer a
less precise design because it is easier o adopt the same and also “ 2causc. v e fact that systematic
bias can be controlled in a better way in such a design.

In brief, while selecting a sampling procedure, researcher must ensure that the procedure

causes a relatively small sampling error and helps to control the systematic bias in a better
way.

CHARACTERISTICS OF A GOOD SAMPLE DESIGN

From what has been stated above, we can list down the characteristics of a good sample design as
under;

(a) Sample design must result in a truly representative sample.

(b) Sample design must be such which results in a small sampling error.

(c) Sample design must be viable in the context of funds available for the research study.
(d) Sample design must be such so that systematic bias can be controlled in a better way.

(e) Sample should be such that the results of the sample study can be applied, in general, for
the universe with a reasonable level of confidence.

DIFFERENT TYPES OF SAMPLE DESIGNS

There are different types of sample designs based on two factors viz., the representation basis and
the element selection technique. On the representation basis, the sample may be probability sampling
or itmay be non-probability sampling. Probability sampling is based on the concept of random selection,
whereas non-probability sampling is ‘non-random’ sampling. On element selection basis, the sample
may be either unrestricted or restricted. When each sample element is drawn individually from the
population at large, then the sample so drawn is known as ‘unrestricted sample’, whereas all other

forms of sampling are covered under the term ‘restricted sampling”. The following chart exhibits the
sample designs as explained above. ,

Thus, sample designs are basically of two types viz., non-probability sampling and probability
sampling. We take up these two designs separately.
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CHART SHOWING BASIC SAMPLING DESIGNS
: Representation basis
L @ N
Haphazard sampling of
Simple random sampiing k
random sampiing | Purposive sampling (such as
systematic sampling, .
stratified sampling etc.)
Fig. 4.1

sampling: Non-probability sampling is that sampling pmcedure which dm
for estimating the probability that each item in the population has of_ being
ample. Non-probability sampling i also known by different names such as deliberate
osive sampling and judgement sampling. In this type of sampling, items forthe smnp::
deliberately by the researcher; his choice concerning the items remains supnemc.'he
ds, under non-probability sampling the organisers of the inquiry purposively choose
- uniits of the universe for constituting a sample on the basis that the sz_nall mss‘lhal they so
t of a huge one will be typical or representative of the whole.‘FoL instance, if econom:c
s of peﬁple living in  state are to be studied, a few towns and \.villages may bc purpos';;e y
intensive study on the principle that they can be representative of the entire state. Thus,
of the organisers of the study plays an important part in thls.samphng dmgn _
 such a design, personal element has a great chance of entering into the selection of the
¢. The investigator may select a sample which shall yield results f:'wburabl'etohjs point of new
happens, the entire inquiry may get vitiated. Thus, there is alwa)-rs the dang.er of b?as'
into this type of sampling technique. Butin the investigators are impartial, worl;t without bias
the necessary experience so as to take sound judgement, the mlts obtamed_ from an
sis of deliberately selected sample may be tolerably reliable. Hmv:zr. insucha sam?hng. lherc
urance that every element has some specifiable chance of being 1§cludod: Sampling error in
of sampling cannot be estimated and the element of bias, great of small, is always there. As
sampling design in rarely adopted in large inquires of importance. How?ver. in small inquiries
arches by individuals, this design may be adopted because of the relative advantage of time
inherent in this method of sampling. Qumampﬁngisaisomexuwkofnm—prol?ablhty
p. Under quota sampling the interviewers are simply given quotas to be filled from ﬂnd:ﬁamt
with some restrictions on how they are to be filled. In other words, the actual sdeeuonof’the
for the sample is left to the interviewer’s discretion. This type of sampling is very convenient
relatively inexpensive. But the samples so selected certainly do not possess the chmctends:;
m samples. Quota samples are essentially judgement samples and inferences drawn on
re not amenable to statistical treatment in a formal way.
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~ Probability sampling: Probability saepling is also known as ‘random sampling’ or ‘chance
sampling’. Under this sampling design, every item of the universe has an equal chance of inclusiop in
the sample. It i, 50 to say, a lottery method in hich individual units are picked up from the whoje

as the best technique of selecting a representative sample.

Random sampling from a finite population refers to that method of sample selection which gives
each possible sample combination an equal probability of being picked up and each item in the entire

element could appear twice in the same sample before the second element is chosen). In brief, the
implications of random sampling (or simple random sampling) are:

(a) Ttgives each element in the population an equal probability of getting into the sample; and
all choices are independent of one another, - ]

(b) It gives each possible sample combination an eqial probability of being chosen.

Keeping this in view we can define a simple random sample (or simply a random sample) from
a finite population as a sample which is chosen in such a way that each of the *C, possible samples
has the same probability, I/*C,, of being selected. To make it more clear we take a certain finite
Population consisting of six clements (say a, b,c, d, e, f)ie, N=6.Suppose that we want to take a
sample of size n = 3 from it, Then there are °C, = 20 possible distinct samples of the required size,
and they consist of the elements abe, abd, abe, abf, acd, ace, acf, ade, adf, aef, bed, bee, bef, bde,

HOW TO SELECT A RANDOM SAMPLE?

With regard to the question of how to take a random sample in actual practice, we could, in simple
cases like the one above, write each of the possible samples on a slip of paper, mix these slips
thoroughly ina container and then draw as a lottery either blindfolded o by rotating a drum or by any
othersimilar device. Such a procedure is obviously impractical, if not altogether impossible in complex
problems of sampling. In fact, the practical utility of such a method is very much limited.
Fortunately, we can take a random sample ina relatively easier way without taking the trouble of
enlisting all possible samples on paper-slips as explained above. Instead of this, we can write the
name of each element of a finite population on a slip of paper, put the slips of paper so prepared into
a box or a bag and mix them thoroughly and then draw (without looking) the required number of slips
for the sample one after the other without replacement. [n doing so we must make sure that in
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the probability of getting a particular number, say 1. thro
: y 1, is the same for each throw and the 2
all fndel_)endeut, then we say that the sample is random. Similarly, it would be said to be sm?nplin: ;:re
; : m

that the selection of each item in
tio a random sample from an i finite ion i
same probabilities and that successive selections are independent of?;ium?}?elrs R

COMPLEX RANDOM SAMPLING DESIGNS
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mﬂl’robadom lslatj:n ?_ﬂ?ﬁ;g?g :z;u;:;f: sampling techniques, as stated above, may result in complex

| . ; ns may as well be called ‘mixed i igns’

:euf:c Semgns may represent a combination of probability and mzmb:‘iaﬂft;:mgm rf:::e:m .
ng a sample. Some of the popular complex random sampling designs are as folglgws' s

select a 4% i i i
procsinti ns::r';;r)!:liof;:; ‘:tems .of this process in a systematic manner, we would either get all
good items in our sample depending upon the random starting position. If all

But if this is not 50, then the res
; ults of such sampling may, at ti i

R _ g may, at times, not be very reliable. In practice,
- pling ed when lists of population are available and they are of considerable
t{:c::n i:;r:r::)ied samp!ingf Ifa popu]ation from which a sample is to be drawn does not constitu
i r:;e group, stratified sampling technique is generally appliediin order to obtain a rcpresens tattie x
jndivid;m;y H:os::s;:;ﬁed sampling the population is divided into several sub-populations that a::

mogeneous than the total population (the different sub-populations are called

stratum an imati
e ;inbg ::;m:at:f:fg more acx.;urate!y cach of the component parts, we get a better estimate of
! »Stratified sampling results in more reliable and detailed information

Regardi
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The following three questions are highly relevant in the context of stratified sampling:

(a) How to form strata?
(b) How should items be selected from each stratum?

(c) How many items be selected from each stratum or how to allocate the sample size of each

stratum?
ng the first question, we can say that the strata be formed on the basis of common

istic(s) of the items to be put in each stratum, This means that various strata be formed in
as to ensure elements being most homogeneous within each stratum and most

such a way
M between the different strata. Thus, strata are purposively formed and are usually
wdw past experience and personal judgement of the rescarcher. One should always remember

-t careful consideration of the relationship between the characteristics of the population and the
ics to be estimated are normally used to define the strata. At times, pilot study may be
or determining a more appropriate and efficient stratification plan. We can do so by
nall samples of equal size from each of the proposed strata and then examining the variances
and among the possible stratifications, we can decide an appropriate stratification plan for our

il ~ -
Inrespect of the second question, we can say that the usual method, for selection of items for the
¢ from each siratum, resorted to s that of simple random sampling. Systematic sampling can

ifit is considered more appropriate in certain situations. :

~ Regarding the third question, we usually follow the method of proportional allocation under which
“the sizes of the samples from the different strata are kept proportional to the sizes of the strata. Thet

i if P, represents the proportion of population included in stratum i, and n represents the total sample

. size, the number of elements selected from stratum i is n.. P, To illustrate it, let us suppose that we

-asample of size n = 30 to be drawn from a population of size N = 8000 which is divided into
lﬁtﬂ‘- strata of size N, =4000, N,=2400 and N, = 1600. Adopting proportional allocation, we shall
get the sample sizes as under for the different strata:

For strata with N, = 4000, we have P, = 4000/3000

- andhence n, =n . P, = 30 (4000/8000) = 15

Similarly, for strata with N, = 2400, we have
] u1=n.Pz=30(24WM}=9.and
for strata with N, = 1600, we have

n,=n. P, =30 (1600/8000) = 6.

Thus, using proportional allocation, the sample sizes for different strata are 15,9 and 6 respectively
‘_‘hlﬂl i$ in proportion to the sizes of the strata viz., 4000 : 2400 : 1600. Proportional allocation is
Considered miost efficient and an optimal design when the cost of selecting an item is equal for each

- -E‘?Jm, there is no difference in within-stratum variances, and the purpose of sampling happens to

. %10 estimate the population value of some characteristic. But in case the purpose happens to be to

- Sompare the differences among the strata, then equal sample selection from each stratum would be
more efficient even if the strata differ in sizes. In cases where strata differ not only in size but also
M variability and it is considered reasonable totake larger samples from the more variable strata and
Smaller samples from the less variable strata, we can then account for both (differences in stratum

Sizeang differences in stratum variability) by using disproportionate sampling design by requiring:

3
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where 0y, 0y, ... and O} denote the standard deviations of the k strata, N,, Ny;..., N, denote the

sizes of the k strata and n,, n,;..., m, denote the sample sizes of k strata. This is called ‘optimum

allocation’ in the context of disproportionate sampling. The allocation in such a situat -
: : . a situat |
the following formula for determining the sample sizes different strata: iy o

3 n-N;o;
s 0, + Ny0; +..+ N, 0,
" We may illustrate the use of this by an example.
[lustration 1

. Apopulation s divided into three sirata so that N, = 5000, N, = 2 i
ey | i , N, =2000 and N, = 3000. Respective

fori=1,2,... and k.

0, =15,0, =18 and g, =5.
How should a sample of size n = 84 be allocated to the three strata, i optim
How should a sa trata, if t i
using disproportionate sampling design? ey ' ok
Solution: Using the disproportionate sampling design for optim i
\ g design for um allocati i

different strata will be determined as under: ; ' vl

Sample size for strata with N, = 5000 _
. o~ & 84(5000) (15)
f=

.~ (5000) (15) + (2000) (18) +(3000) (5)
=6300000/126000 =50

Sample size for strata with N, = 2000

W )y
~ (5000 (15) + (2000) (18) + (3000) (5)

=3024000/126000 = 24
Sample size for strata with N, = 3000

L))
(5000) (15) + (2000) (1 8) + (3000) (5]
4 =1260000/126000=10
In addition to differences in stratum size and differences in stratum variability, we may have

differences in stratum sampling cost, then we can have imal di i
. cost optimal i i
L op disproportionate sampling des:g?

Mo, Jc, Moo, N0y G

apling Design

e il
g

of sampling in stratum |

¢,=Cost of sampling in stratum 2

~ = Cost of sampling in stratum k |

terms remain the same as explained earlier. The allocation in such a situation results in
g formula for determining the sample sizes for different strata:
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negessary that stratification be done keeping in view a single characteristic. Populations
ratified according to several characteristics. For example, asystem-wide survey designed
ne the attitude of students toward a new teaching plan, a state college system with 20
ight stratify the students with respect to class, sec and college. Stratification of this type is
nas cross-stratification, and up to a point such stratification increases the reliability of estimates
i used in opinion surveys. & st 11 50}

what has been stated above in respect of stratified sampling, we can say that the sample so
the result of successive application of purposive (involved in stratification of items) and
sampling methods. As such it is an example of mixed sampling. The procedure wherein we

stratification and then simple random sampling is known as stratified random sampling.

sampling: If the total area of interest happens to be a big one, a convenient way in
ch m can be taken is to divide the area into a number of smaller non-overlapping areas and
to randomly select a number of these smaller areas (usually called clusters), with the ultimate
e consisting of all (or samples of) units in these small areas or clusters.
hus in cluster sampling the total population is divided into a number of relatively small subdivisions
are themselves clusters of still smaller units and then some of these clusters are randomly
for inclusion in the overall sample. Suppose we want to estimate the proportion of machine-
in an inventory which are defective. Also assume that there are 20000 machine parts in the
y at a given point of time, stored in 400 cases of 50 each. Now using a cluster sampling, we
ld consider the 400 cases as clusters and randomly select ‘n’ cases and examine all the machine-
S in each randomly selected case. Wi
 Cluster sampling, o doubt, reduces cost by concentrating surveys in selected clusters. But
ainly it is less precise than random sampling. There is also not as much information in ‘s’
etvations within a cluster as there happens to be in ‘n” randomly drawn observations. Cluster
pling is used only because of the economic advantage it possesses; estimates based on cluster
are usually more reliable per unit cost.
Area sampling: If clusters happen to be some geographic subdivisions, in that case cluster
k. g is better known as area sampling. In other words, cluster designs, where the primary
- mPh“B unit represents a cluster of units based on geographic area, are distinguished as area sampling.
ﬁhe plus and minus points of cluster sampling are also applicable to area sampling.
Y)  Multi-stage sampling: Multi-stage sampling is a further development of the principle of cluster
o ling. Suppose we want to investigate the working efficiency of nationalised banks in India and
® Want to take a sample of few banks for this purpose. The first stage is to select large primary

k



[ 66 Research Methodology |

sampling unit such as states in a country. Then we may select certain districts and interview all ban
in the chosen districts. This would represent a two-stage sampling design with the ultimate samp]mg
units being clusters of districts.

If instead of taking a census of all banks within the selected districts, we select certain towns ang
interview all banks in the chosen towns. This would represent a three-stage sampling design_ 1
instead of taking acensus of all banks within the selected towns, we randomly sample banks from
each selected town, then it is a case of using a four-stage sampling plan. If we select randomly at 5
stages, we will have what is known as ‘multi-stage random sampling design’.

Ordinarily multi-stage sampling is applied in big inquires extending to a considerable large
geographical area, say, the entire country. There are two advantages of this sampling design viz.,
(a) It is easier to administer than most single stage designs mainly because of the fact that sampling
frame under multi-stage sampling is developed, in partial units. (b) A large number of units can be
sampled for a given cost under multistage sampling because of sequential clustering, whereas thls is
not possible in'most of the simple designs.

(vi) Sampling with probability proportional to size: In case the cluster samphng units do not
have the same number or approximately the same number of elements, it i considered appropriate to
use a random selection process where the probability of each cluster being included in the sample is

h proportional to the size of the cluster. For this purpose, we have to list the number of elements in each
‘cluster irrespective of the method of ordering the cluster. Then we must sample systematically the
appropriate number of elements from the cumulative totals. The actual numbers selected in this way
do not referto individual elements, but indicate which ciusters and how many from the cluster are to
be selected by simple random sanmﬁng orby systematic sampling. The results of this t}rpcof sampling
are eqmvalem to those of a simple random sample and the method is less cumbersome and is also
relatively less expensive. We can illustrate this with thc help of anexample. .

Illustration 2 - ol

Thefollowmgmmenmberofdepamnentalstomm 15 cities: 35,17, 10 32,?0,28 ‘26, 19, 26,
66, 37, 44, 33, 29 and 2° If we want to select a sample of 10 stores, using cities as clusters and
selecting within clusters proportional to size, how mny stores from each city should be chosen?
(Use a starting point of 10). - K

Solution: Let us put the information as under {Table 4.1):
Since in the given problem, we have 500 departmental stores from whlch we have to select 3
sample of 10 stores, the appropriate sampling interval is 50. As we have to use the starting point of
_10°, s0 we add successively increments of 50 till 10 numbers have been selected. The numbers, thus,
obtained are: 10, 60, 110, 160, 210, 260, 310, 360, 410 and 460 which have been shown in the last
column of the table (Table 4.1) against the concering cumulative totals. From this we can say that
two stores should be selected randomly from city number five and one each from city number 1,3, 7,
9,10, 11, 12, and 14. This sample of 10 stores is the sample with probability proportional to size.

“If the starting point is not mentioned, then the same can randomly. be selected.

mpling Design

E-,'-;):m;f;lhrr No. n} dcparfmuua! stores Cumu!arwe total Sample
o kS kY 10
3 - 17 2
) 10 (7] 6
4 2 o4
5 0 164 110 160
6 . 192
7 % 218 210
8 19 37
9 % 263 260
B 0 & 39 310
1 n 366 360
| 2 BE 410 410
A Kt} 43
l 4 2 472 460
R = 500

|
|

tial sampling: This sampling design is some what complex sample design. The ultimate
sample under this technique is not fixed in advance, but is determined according to

al decision rules on the basis of information yielded as survey progresses. This is usually
case of acceptance sampling plan in context of statistical quality control. When a particular
accepted or rejected on the basis of a single sample, it is known as single sampling; when .
is to be taken on the basis of two samples, it is known as double sampling and in case the
tes;gsmthebamsofmorethautwosamplesbmthenumberofsamplesxscm:land
vance, the sampling is known as multiple sampling. But when the number of samples is
than two but it is neither certain nor decided in advance, this type of system is often referred to
ampling. Thus, in brief, we can say that in sequential sampling, one can go on taking

> after another as long as one desires to do so.

2 brief description of the various sample designs presented above, we can say that normally
ould resort to simple random sampling because under it bias is generally eliminated and the
g error can be estimated. But purposive sampling is considered more appropriate when the
happens to be small and a known characteristic of it is to be studied intensively. There are
inreal life under which sample designs other than simple random samples may be considered
Say easier to obtain, cheaper or more informative) and as such the same may be used. In a
0 When random sampling is not possible, then we have to use necessarily a sampling design
an random sampling. At times, several methods of sampling may well be used in the same
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[ Questons|

1. What do you mean by ‘Sample Design'? What points should be taken into consideration by a researcher

in developing a sample design for this research project.

2. How would you differentiate between simple random sampling and complex random sampling designs?

Explain clearly giving examples.
3. Why probability sampling is generally preferred in comparison to non-probability sampling? Explain the
procedure of selecting a simple random sample. d

4. Under what circumstances stratified random sampling design is considered appropriate? How would you

select such sample? Explain by means of an example.

5. Distinguish between:

(a) Restricted and unrestricted sampling;

(bj Convenience and purposive sampling;

(c) Systematic and stratified sampling;

(d) Cluster and area sampling. )
6. Under what circumstances would you recommend:

(a) A probability sample? ;

(b) A non-probability sample?

© A stratified sample?

(d) A cluster sample? _
7. Explain mdiﬂmmﬂwpmoedmnfsebcﬁngamdom'sampk. o i
8, “A systematic.bias results from errors in the sampling procedures”. What do you mean by such 2

systematic bias? Describe the important causes responsible for such a bias.

9. (a) The following are the number of departmental stores in 10 cities: 35, 27,24, 32,42, 30, 34,40,29 and 38.
If vie want to select a sample oflSmusingciﬁesasduﬂmandMgnﬁﬂﬁnchmmmﬁoml
to size, how many stores from each city should be chosen? (Use a starting point of 4).

(b) What sampling design might be used to estimate the weight of a group of men and women?

10. A certain population is divided into five strata so-that N, =2000,N, = 2000, N, = 1800, N, = 1700, and
N, = 2500. Respective standard deviations are: 0 = 16,0,=20,0,=44,0,= 48,0,=60
and further the expected sampling cost in the first two strata is Rs 4 per interview and in the remaining
three strata the sampling cost is Rs 6 per interview. How should a sample of size n = 226 be allocated (0
five strata if we adopt proportionate sampling design; if we adopt disproportionate sampling design
considering (i) only the differences in stratum variability (ii) differences in stratum variability as well as
the differences in stratum sampling costs.

[ Measurement and Scaling
.. Techniques: -+ o

MENT IN RESEARCH

" lly life we are said to measure when we use some yardstick to determine weight, height, or

ure of a physical object. We also measure when we judge how well we like
-the of our friends. We, thus, measure pl_iys_icagl objects as well as m
urement is a relatively complex and dauandmgtask, s'pecial_ly- so when it concerns
L abstract ' Pphenomena, By measurement we mean the process of assigning numbers to
observations, the level of measurement being a function of the rules under which the
. asmF;gr_l;numbmmmpe_ct of propqms of some objects, but it is relatively d_ifﬁéult‘in
C 1 instance, measuring such things as social conformity, intelligence, or marital
luch less obvious and requires much closer attention than measuring physical w:ight,
-m,p_(am’s ﬁnmal assets. In other words, pmpemes like.wcigh{, helgllt, etc., can
red ﬁrectly ?v;th some standa}'d unit of measurement, but it is notmateasymme;snre
ﬂ:ouvanon tosucceed, ability to stand stress and the like. We can expect high accuracy
lcngfh of pipe with a yard stick, but if the concept is abstract and the measurement
?ed, we are less confident about the accuracy of the resuIlQ of measurement.
Ilnﬁ);;ipga!cz::g'. measarement is a process of mapping aspects of a domain onto other
Arange accordin g to some rule of correspondence. In measuring, we devise some form of
mmofmﬂw?ry._mge may refer to some set) and then transform or map the
i from the Mn (in terms of set theory, domain may refer to some other set)
mmiyofexample, in case we are to find the male to female attendance ratio while
5 se,l|:::;|;som; who attend some show, then we may tabulate those who come to the
2y - In'terms of set theory, this process is one of mapping the observed physical
i Wmnlg to the shf;w (the domain) on to a sex classification (the range). The rule
€ is: If the object in the domain appears to be male, assign to “0” and if female
© Y, We can record a person’s marital status as 1, 2, 3 or 4, depending on whether
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the person is single, married, widowed or divorced. We can as well record “Yes or No” answers o
a question as “0” and “1” (or as 1 and 2 or perhaps as 59 and 60). In this artificial or nomina] way,
categorical data (qualitative or descriptive) can be made into numerical data and if we thus code the
various categories, we refer to the numbers we record as nominal data. Nominal data are numericy]
in name only, because they do not share any of the properties of the numbers we deal in ordinary
arithmetic. For instance if we record marital status as 1, 2, 3, or 4 as stated above, we cannot wrie
4>20r3<4and wecannot write3~1=4-2,1+3=40r4 + 2=2.

In those situations when we cannot do anything except setup inequalities, we refer to the data a
ordinal data. For instance, if oné mineral can scratch another, it receives a higher hardness number
and on Mohs’ scale the numbers from 1 to 10 are assigned respectively to talc, gypsum, calcite,
fluorite, apatite, feldspar, quartz, topaz, sapphire and diamond. With these numbers we can write
5>20r 6 <9 as apatite is harder than gypsum and feldspar is softer than sapphire, but we cannot
write for example 10 -9 = 5 -4, because the difference in hardness between diamond and sapphire
is actually much greater than that between apatite and fluorite. It would also be meaningless to say
that topaz is twice as hard as fluorite simply because their respective hardness numbers on Mohs’
scale are 8 and 4. The greater than symbol (i.e., >) in oonnecugn with ordinal data may be used to
designate “happier than” “preferred to” and so on. :

When in addition to setting up inequalities we can also form differences, we refer to the data as
interval data. Suppose we are given the following temperature readmgs (in degrees Fahrenheit);
58°,63°,70°, 95°, 110°, 126° and 135°. In this case, we can write 100° > 70° or 95° < 135° which
simply means that 110° is warmer than 70° and that 95° is cooler than 135°. We can also write for
example 95°-70° = 135° - 110°, since equal temperature differences are equal in the sense that the
same amount of heat is required to raise the temperature of an object from 70° to 95° or from 110°
t0 135°. On the other hand, it would not mean much if we said that 126° is twice as hot as 63°, even
though 126° + 63° =2. To show the reason, we have only to change to the centigrade scale, where
the first temperature becomes 5/9 (126 — 32) = 52°, the second temperature becomes 5/9 (63 -
32) = 17" and the first figure is now more than three times the second. This difficulty arises from the
fact that Fahrenheit and Centigrade scales both have artificial origins (zeros) i.¢., the number 0 of
neither scale is indicative of the absence of whatever quantity we are frying to measure.

When in addition to setting up inequalities and forming differences we can also form quotients
(i.e., when we can perform all the customary operations of mathematics), we refer to such data as
ratio data. Tn this sense, ratio data includes all the usual measurement (or determinations) of length,
height, money amounts, weight, volume, ared; pressures elc.

The above stated distinction between nominal, ordinal, interval and ratio data s important for the
nature of a set of data may suggest the use of particular statistical techniques’. A researcher has to
be quite alert about this aspect while measuring properties of objects or of abstract concepts.

"When dzta can be measured in units which are interchangeable e.g., weights (by ratio scales), temperatures (by interval
scales), that data is said to be parametric and can be subjected to most kinds of statistical and mathematical processes. But
when data is measured in units which are not interchangeable, e.g., product preferences {by ordinal scales), the data is said
to be non“parametric and is susceptible only to a limited extent to mathematical and statistical treatment.

7]
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NT SCALES

 has been stated above, we can write that sc’éles of measurement can be considered in
" mathematical properties. The most widely used classification of mcasurem:m scales
nominal scale; (b) ordinal scale; (c) interval scale; and (d) ratio scale.

| scale: Nominal scale is simply a system of assigning number symbols to even{s in
el them. The usual example of this is the assignment of numbers of basketball players in
wmﬁfy them. Such numbers cannot be considered to be associated with an ordered scale
der is of no consequence; the numbers are just convenient labels for the particular class of
as such have no quantitative value. Nominal scales provide convenient ways of keeping
people, objects and events. One cannot-do much with the numbers involved. For example,
ot usefully average the numbers on the back of a group of foetball players and come up with
ul value. Neither can one usefully compare the numbers assigned to one group with the
assigned to another, The counting of membersin each group is the only possible arithmetic
n when a nominal scale is employed. Accordingly, we are restricted to use mode as the
of central tendency. There is no generally used measure of dispersion for nominal scales,
wstxsthemostcommonmofstausucalﬂgmﬁcmematcanbeummmdfonhe
s of correlation, the cunnngency coefficient can be worked out.

scalemlheleas(powerﬁﬁievelofmasuremhhmd:cahesmordﬂordwm
hip and has no arithmetic origin. A nominal scale simply describes differences between
y assigning them to categories. Nominal data are, thus, counted data. The scale wastes any '
that we may have about varying degrees of attitude, skills; understandings, etc. In spite
s, nominal scales are still very useful and are widely used in surveys and other ex-post-facto
‘when data are being classified by major sub-groups of the population. .
I scale: The lowest level of the ordered scale that is commonly used is the ordinal scale.
scale places.events in order, but there is no attempt to make the intervals of the scale
i terms of some rule. Rank orders represent ordinal scales and are frequently used in research
g to qualitative phenomena. A student’s rank in his graduation class involves the.use of an
One has to be very careful in'making statement about scores based on ordinal scales.
nce, if Ram’s position in-his class is 10.and Mohan’s position is 40, it cannot be said that
mum is four times as good as that of Mohan. The statement would make no sense at all.
al scales only permit the ranking of items from hlghesl to lowest. Ordinal measures have no
values, and the real differences between adjacent ranks may not be equal. All that can be
at one person 1s higher or lower on the scale than another, but more precise comparisons
be made. .
the use of an ordinal scale implies a shaement of "greater than’ &t ‘less than’ (an equality
is-also acceptable) without our being able to state how much greater or less. The real
ence between ranks 1 and 2 may be more or less than the difference between ranks 5 and 6.
the numbers of this scale have only arank meaning, the appropriate measure of central tendency
‘Median. A percentile or quartile measure is used for measuring dispersion. Correlations are
various rank order methods. Measures of stansncal significance are restricted to the
etric methods.
al scale: In the case of interval scale, the intervals are adjusted in terms of some rule that
established as a basis for making the units equal. The units are equal only in so far as one
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acoepts the assumptions on which the rule is based. Interval scales can have an arbitrary zero, but it
is not possible to determine for them what may be called an absolute zero or the unique origin. The
primary limitation of the interval scale is the lack of a true zero; it does not have the capacity 1
measure the complete absence of a trait or characteristic. The Fahrenhei scale is an example of an
interval scale and shows similarities in what one can and cannot do with it. One can say that an
increase in temperature from'30° to 40° involves the same incréase in temperature as an increase
from 60° to 70°, but one cannot say that the temperature of 60° is twice as warm as the temperature
of 30° because both numbers are dependent on the fact thatthe zero on the scale i set arbitrarily a

the temperature of the freezing point of water. The ratio of the two temperatures, 30° and 60°,
means nothing because zero is an arbitrary point.  « - 15

1 Interval scales provide more powerful measurement than ordinal scales for interval scale also
incorporates the concept of equality of interval. As such more powerful statistical measures can be
used with interval scales. Mean is the appropriate measure of central tendency, while standard
" deviation is the most widely used measure of dispersion. Product moment correlation techniques are
appropriatéand the generally used tests for statistical significance are the °t’ test and ‘P’ test.

(d) Ratio scale: Ratio scales have an absolute or true zefo of measurement. The term ‘absolute
zero” is ot ds precise as it was once believed to be. We can conceive of an absolute zero of length
and similarly we can conceive of an absolute zero of time. For example, the zero point on a centimeter
scale indicates the complete absence of length or height. But an absolute zero of temperature is

theoretically unobtainable and it remains a concept existing only in the scientist's mind. The number

of minor traffic-nule violations and thie number of incorrect letters in a page of type script represent
scores on ratio scales. Both these scales have absolute zeros and as such all minor traffic violations
and all typing errors car be assutmed to be equal in significance. With ratio scales involved one can
make statements like “Jyoti’s” typing performance wgs twice as good as that of “Reetu.” The ratio
involved does have significance and facilitates a kind of comparison which is not possible in case of
anintervalscale.s ¢ o _ b 11 3

Ratio scale represets the actual amounts of variables. Measures of physical dimensions such a5
weight, height, distanice; etc. are éxamples. Generally, all statistical techniques are usable with ratio
scales and all manipulations that one can carry out with real numbers can also be carried out with

fatio scalé values. Multiplication and division can be used with this scale but not with other scales

mentioned above. Geomettic and harmonic means can be used-as measures of central tendency and
coefficients of variation may also be calculated. ' :

" Thus, proceeding from the nominal scale (the ledst precise type of scale) toratio scale (the most
precise), relevant inforiation is obtained increasingly. If the nature of the variables permits, the
researcher should use the scale that provides the most precise description. Researchers in physical
sciences have the advantage to describe variables in ratio scale form but the behavioural sciences
are generally limited to describe variables i interval scale form, a less precise type of measurement:

 Sources of Error in Measurement
Measurement should be preciée and unambiguous in an ideal research study. This objective, howeVer
" is often not met with in entirety. As such the researcher must be aware about the sources of error ™
measurement. The following are the possible sources of error in measurement. ;
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dent: At times the respondent may be reluctant to express strong negative feelings or -

possible that he may have very little knowledge but may not admit his ignorance. All this

ce is likely to result in an interview of ‘guesses.’ Transient factors like fatigue, boredom,

may limit the ability of the respondent to respond accurately and fully,

1+ Situational factors may also come in the way of correct measurement. Any condition

s a strain on interview can have serious effects on the interviewer-respondent rapport.
if someone else is present, he can distort responses by joining in or merely by being

If the respondent feels that anonymity is not assured, he may be reluctant to express certain

The interviewer can distort responses by rewording or reordering questions. His
style and looks may encourage or discourage certain replies from respondents. Careless

al processing may distort the findings. Errors may also creep in because of incorrect coding, -
tion and/or statistical cafculations, particularly in the data-analysis stage.

trument: Error may arise because of the defective measuring instrument. The use of complex
yond the comprehension of the respondent, ambiguous meanings, poor printing, inadequate
replies, response choice omissions, etc. are a few things that make the measuring instrument
and may result in measurement errors. Another type of instrument deficiency is the poor
‘the universe of items of concern. v
must know that correGt measurement depends on successfully meeting all of the
above. He must, to the extent possible, try to eliminate, neutralize or otherwise deal
| the possible sources of error so that the final results may not be contaminated. -

Ay
= i

Sound Measurement
ement must meet the tests of validity, reliability mdpracttcahty In fact, these are the
considerations one should use in evaluating a measurement tool. “Validity refers to the
which a test measures what we actually wish to measure. Reliability has to do with the
ind precision of a measurement procedure ... Practicality is concerned with a wide range,
s of economy, convenience, and interpretability ..." We briefly take up the relevant details
these tests of sound measurement: i
Test of Validity
__ is the most critical criterion and indicates the degree to which an instrument measures what
ipposed to measure. Validity can also be thought of as ufility. In other words, validity is the
itto which differences found with a measuring instrument reflect true differences among those
lested. But the question arises: how can one determine Validity without direct confirming
ge? The answer may be that we seek other relevant evidence that confirms the answers we
d with our measuring tool. What is relevant, evidence often depends upon the nature of the

_ L. Thomdike and Elizabeth Hagen: Measurement and Evaluation in Psychology and Education, 3rd Ed.. p. 162.

¥ Forms of validity are usually mentioned in research literature viz., the external validity and the internal validity. -
idity of research findings is their generalizability to populations, settings, treatment variables and measurement
_Mhikabmnkinﬂuoonmofsigniﬁcmwslslateron.mintcmlvalidityofnmmnhduigniﬂiu
measure what it aims to measure. We shall deal with this validity only in the present chapter.
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research problem and the judgement of the researcher. But one can certainly consider three types of
validity in this connection: (i) Content validity; (ii) Criterion-related validity and (iii) Construct validity,
(1) Content validity is the extent to which a measuring instrument provides adequate coverage of
the topic under study. If the instrument contains a yepresentative sample of the universe, the conteny
validity is good. Its determination i primarily judgemental and intuitive. It can also be determined by
using a panel of persons who shall judge how well the measuring instrument meets the standards, byt
there is no numerical way to express it. y

(i) Criterion-related validity relates to our ability to predict some outcome or estimate the existence
of some current condition. This-form of validity reflects the success of measures used for some
empirical estimating purpose. The concerned criterion must possess the following qualities:

Research Methodology |

Relevance: (A criterion is relevant if it is defined in terms we Jua ¢ i ot *he proper measure.)
Freedom from bias: (Freedom from bias is attained when the criterion gives each subject an equal
opportunity to score well.)

Reliability: (A reliable criterion is stable or reproducible.)

Availability: (The information specified by the criterion must be available.)

In fact, a Criterion-related validity is a broad term that actually refers to (i) Predictive validity
and (i) Concurrent validity. The former refers to the usefulness of a test in predicting some future
performance whereas the latter refers to the usefulness of a test in closely relating to other measures
of known validity. Criterion-related validity is expressed as the coefficient of correlation between
test scores and some measure of future performance or between test scores and scores on another
measure of known validity.

(iif) Construct validity is the most complex and abstract. A measure is said to possess construct
validity to the degree that it confirms to predicted correlations with other theoretical propositions.
Construct validity is the degree to which scores on a test can be accounted for by the explanatory
constructs of a sound theory. For determining construct validity, we associate a set of other propositions
with the results received from using our measurement instrument. If measurements on our devised
scale correlate in a predicted way with these other propositions, we can conclude that there is some
construct validity. 1

If the above stated criteria and tests are met with, we may state that our measuring instrument
is valid and will result in correct measurement; otherwise we shall have to look for more information
and/or resort to exercise of judgement. '

2. Test of Reliability

The test of reliability is another important test of sound measurement. A measuring instrument is
reliable if it provides consistent results. Reliable measuring instrument does contribute to validity, but
areliable instrument need not be a valid instrument. For instance, a scale that consistently overweighs
objects by five kgs., is a reliable scale, but it does not give a valid measure of weight. But the other
way is not true i.e., a valid instrument is always reliable. Accordingly reliability is not as valuable as
validity, but it is easier to assess reliability in comparison to validity. If the quality of reliability is
satisfied by an instrument, then while using it we can be confident that the transient and situational
factors are not interfering.

—75]

ots of reliability viz., stability and equivalence deserve special mention. The stability
.med with securing consistent results with repeated measurements of the same person
same instrument. We usually determine the degree of stability by comparing the results
+od measurements. The equivalence aspect considers how much error may get introduced
estigators or different samples of the items being studied. A good way to test for the
of measurements by two investigators is to compare their observations of the same
ability can be improved in the following two ways:

surement and Scaling Techniques

! (i) By standardising the conditions under which the measurement takes place i.e:..‘w(_a must
. ensure that extemal sources of variation such as boredom, fatigue, efc., are minimised to
.|' ~ theextent possible. That will improve stability aspect. :
() Bycarefully designed directions for measurement with no variation from group to group,
_ byusing trained and motivated persons to conduct the research and also by broadening the
o sample of items used. This will improve equivalence aspect.

,12.‘- w

t of Practicality
sticality characteristic of a measuring instrument can be judged in terms of economy,
e and interpretability. From the operational point of view, the measuring instrument ought
al i.e., it should be economical, convenient and interpretable. Economy consideration
that some trade-off is needed between the ideal research project and that which the budget
d. The length of measuring instrument is an important area where economic pressures are
ckly felt. Although more items give greater reliability as stated earlier, but in the interest of limiting
iiew or observation time, we have to take only few items for our study purpose. Similarly,
ion methods to be used are also dependent at times upon economic factors. Convenience
ests that the measuring instrument should be easy to administer. For this purpose one should
attention to the proper layout of the measuring instrument. For instance, a questionnaire,
instructions (illustrated by examples), is certainly more effective and easier to complete
which lacks these features. Interpretability consideration is specially important when
other than the designers of the tést are to interpret the results. The measuring instrument, in
to be interpretable, must be supplemented by (a) detailed instructions for administer.ing the t?st;‘
| m keys; (c) evidence about the reliability and (d) guides for using the testand for interpreting

H?LEHNIQUE OF DEVELOPING MEASUREMENT TOOLS

i;wmmqm of developing measurement tools involves a four-stage process, consisting of the
i ;

N ,"ifii-(a.) Concept development;

~ (b) Specification of concept dimensions;

- (©) Selection of indicators; and

(d) Formation of index.

. The first and foremost step is that of concept development which means that ‘the researcher
ld arrive at an understandiag of the major concepts pertaining to his study. This step of concept
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ind the third point indicates a higher degree as compared to the fourth and so on. Numbers for

the distinctions of degree in the attitudes/opinions are, thus, assigned to individuals
ing to their scale-positions. All this is better understood when we talk about scaling.
5). Hence the term ‘scaling’ is applied to the procedures for atiempting to determine
tive measures of subjective abstract concepts. Scaling has been defined as a “procedure for
mment of numbers (or other symbols) to a property of objects in order to impart some of the
stics of numbers to the properties in question.”

orientation: Under it a scale may be designed to measure characteristics of the respondent
pletes it or to judge the stimulus object which is presented to the respondent. In respect of
we presume that the stimuli presented are sufficiently homogeneous so that the between-
riation is small as compared to the vanation among respondents, In the fatter approach, we
respondert to judge some specific object in terms of one or more dimensions and we presume
e between-respondent variation will be small as compared to the variation among the different
presented to respondents for judging.
ssponse form: Under this we may classify the scales as categorical and comparative.
rical scales are also known as rating scales. These scales are used when a respondent scores
object without direct reference to other objects. Under comparative scales, which are also
as ranking scales, the respondent is asked to compare two or more objects. In this sense the

nt may state that one object is superior to the other or that three models of pen rank in order
3. The essence of ranking is, in fact, a relative comparison of a certain property of two or
ee of subjectivity: With this basis the scale data may be based on whether we measure
tive personal preferences or simply make non-preference judgements. In the former case, the
dent is asked to choose which person he favours or which solution he would like to see
ployed whereas in the latter case he is simply asked to judge which person is more effective in

aspect or which solution will take fewer resources without reflecting any personal preference.
Scale properties: Considering scale properties, one may classify the scales as nominal, ordinal,
erval and ratio scales. Nominal scales merely classify without indicating order, distance or unique
Ordinal scales indicate magnitude relationships of ‘more than" or *less than’, but indicate no
ce or unique origin. Interval scales have both order and distance values, but no unique origin.
scales possess all these features. ;
ber of dimensions: In respect of this basis, scales can be classified as *unidimensional’
tidimensional” scales. Under the former we measure only one attribute of the respondent or
whereas multidimensional scaling recognizes that an object might be described better by using
9 concept of an attribute space of ‘n’ dimensions, rather than a single-dimension continuum.
.~ "Bemard S, Phillips, Social Research Strategy and Tactics, 2nd ed.. p. 205.
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(f) Scale const ! : i i
% ’ ruction techniques: Following are the five main techniques by which scales cqy

(i) ;;b.;r:;tyﬁd;::m;nisan approach where scale is developed on ad hoc basis. Thi
; used approach. It is presumed that Boives
) such scales measure the
o wmchcm“:ymmmm allimghl_iueis little evidence to support such mmmcplsm_ -
s inswu:‘:“pﬂr:awc:; :iefr: ;c ;;:el[ r;,f Judges evaluate the items chosen for inclusion ':n.
the instr r they are relevant to the topic area and unambiguous ip
(iii) ftem analysis ap ; i
proach: Under it a number of individual i
m analy items are de i
:n}ccut}l ;gwen_lo a group of respondents. After administering the test, dv:cm mmo e
s for every one. Individual items are then analysed to determine which i &%
e mll'fi!c between persons or objects with high total scores and those with Im:r s;tcms
mmm m;:e dis;‘aks are _choscn. on the basis of their conforming to some ranking of _mfes‘
26 o i fa:il desz:em‘hit ng discriminating power. For instance, in such a sia]::lcx
prs o em representing an extreme position should also result i
endorsement of all items indicating a less extreme position. - gk
(v) Factor scales may be constructed on the basis of intercorrelations of items which indi
icate

that a common factor accounts for the relati
: relationshi items. Thi i
‘ % S . onship between items. This relationship is

Important Scaling Techniques

We now take up some of the im| scal
" - I - l i i i
i et b portant mghtechmqms often used in the context of research

Rati 3 i i
mﬁﬁﬁ?ﬂrﬁgﬂ sc;l? hl:\f.olves qualitative description of a limited number of aspects of a
: : . When we use rating scales ( i i
s . € ral or categorical scales j
& omuyc u:m:b against some specxﬁed criteria i.e., we judge properties of obp}::lsw:v::;s: :enfmij
i amﬂmllar" mlheser?ungmybcinmhfqu.] fislike”, “above average
what—-mua];di 8 classzﬁcatmslwyh more categories such as “like very much !_Iz_(ctag:.
ey ; e somewhat—dislike very much”; “excellent—good—ay c—bem.l’me
k. l.m ams—-?ﬂcw-occasiomll?r—rare_ ly—never”, and so on. ‘Ihcmeir:gm s :}ﬁ\:
e m e o mpom&sscale.lhmwmsscaleorscakwid:sﬁﬂmorepoims'ln pﬂzice
i . es are generally used for the simple reason that more e
. opportunity for greater sensitivity of measurement. e
Rating scale may be either a graphic rating scale or an itemized rating scale.
(i) The graphic ratin is quite si iionly U8
8 scale is quite simple and is co i
. : used in practice i
:;lnou: po!nts are usqally put along the line to forma contifmmn and the ratu: 'tlidiM:te" [lr
m:xuimnwmamt{mhmf)uwmmmaﬁmd:a fsmn:
o mmﬂ to !lub:l;r. Sca!c-points with brief descriptions may be mdlcated:llzl the
eosry ftmcumm . pmahm«mpafuminghisjob.mfnuowingkmeufrmk
points graphic rating scale when we wish to ascertain people’s liki isliki
; _ s liking or disliking any
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AT How do you ke the product?
(Please check)

Lk very  Lke some Neutral  Dislike some Dislike very
ey much

Fig. 5.1

This type of scale has several {imitations. The respondents may check at almost any
position along the line which fact may increase the difficulty of analysis. The meanings of
the terms like “very much” and “soms what" may depend upon respondent’s frame of
reference so much so that the statement might be challenged in terms of its equivalency.
* Several other rating scale variants (e.g., boxes replacing line) may also be used.

(i) The itemizedsrating scale (also known as numerical scale) presents 2 series of statements

- from which a respondent selects one as best reflecting his evaluation. These statements
& are ordered progressively in terms of more or Jess of some property. An example of itemized
I "__sc,ale can be given to illustrate it '

se we wish to inquire as to how well does a worker get along with his fellow workers? In

tion we may ask the mspondenlwseleaone:mexpmshiscpinim from the following:

is almost always involved in some friction with a fellow worker.
'® He is often at odds with one or more of his fellow workers.
® He sometimes gets involved in friction.
. He infrequently becomes involved in friction with others.
o almost never gets involved in friction with fellow workers.

phiefmeﬁtofmistypcofmlcismatitpmvidesmreiuformalionandmaninstoﬂnmter.

by increases reliability. This form is relatively difficult to develop and the statements may

exactly what the respondent would like to express.
ing scales have certain good points. The results obtained from their use compare favourably
ive methods. They require less time, are interesting to use and have a wide range of
Besides, they may also be used with alarge number of psopertiesorvariablu. But their
measurement purposes depends upon the assumption that the respondents can and do
od judgements, If the respondents are 1ot very careful while rating, errors may occur. Three
erfors are wmmmviz..memuflenicncy.ﬂwmnfcmml tendency and the error of
ect. The error of leniency occurs when certain respondents are either easy raters ot hard
When raters are reluctant o give extreme judgements, the result is the error of central
 The error of hallo effect or the systematic bias occurs when the rater carries over a
d impression of the subject from one rating to another. This sort of error takes place when
ude for example, that 2 particular reportis good because we like its form or that someone is
blligent because he agrees with us or has 8 pleasing personality. In other words, hallo effect is
1y to appear when the categ, is asked to rate many factors, on a number of which he has no
lence for judgement. 2
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Ranhng scales: Under ranking scales (or comparative scales) we make relative judgemeng
against other similar objects. The respondents uader this method directly compare two or More
objmmmdmkechoimmgdnmnmmmgmauymedwhesofmﬂdngmgs Viz,

(a) Method of paired comparisons: Under it the respondent can express his attitude by making
choice between twd objects, say between a new flavour of soft drink and an established brand of
drink. But when there are more than two stimuli to judge, the number of judgements required in 5
paired comparison is given by the formula: :

Nzn(nul)
TG TN

where N =number of judgements

n=number of stimuli or objects to be judged.
For instance, if there are ten suggestions for bargaining proposals available to a workers union, there
are 45 paired comparisons that can be made with them. When N happens to be a big figure, there is
the risk of respondents giving ill considered answers or they may even refuse to answer. We can
reduce the number of cofnparisons per respondent either by presenting to each one of them only a
sample of stimuli or by choosing a few objects which cover the range of attractiveness at about equal
mﬂsmmmmalmmuﬁwmmmm.m i i
data may be treated in several ways. If there is substantial consistency, we will find that if X is
preferred to ¥, and ¥ to Z, then X will consistently be preferred to Z. If this is true, we may take the
total number of preferences among the comparisons as the score for that stimulus.

It should be remembered that paired comparison provides ordinal data, but the same may be
converted into an interval scale by the method of the Law of Comparative Judgement developed by
L.L. Thurstone. This technique involves the conversion of frequencies of preferences into a table of
proportions which are then transformed into Z matrix by referring@®, thé table of area under the
normal curve. J.P. Guilford in his book “Psychometric Methods” has given a procedure which is
relatively easier. The method is known as the Composite Standard Method and can be illustrated as

Suppose ﬂxerearefourprnposals which some union bargaining committee is considering. The

committee wants to know how the union membership ranks these proposals. For this purpose

asample of 100 members might express the views as shown in the following table:

Table 5.1:  Response Patterns of 100 Members' Paired Comparisons of
4 Suggestions for Union Bargaining Proposal-Priorities

_3“88_ﬂtion
A B N D
i - 65° k7) 2
8 Ly - » Q
c 45 0 it ]
D 1] 20 % L
TOTAL: 165 - 135 168 132 3

' ‘ontd.
"Read as 65 members preferred suggestion B to suggestion A. “

3]
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~ Rankorder 2 3 1 "

M, 05375 04625 05450 | 04550
W 009 )09 01l | (.11
020 022

002

0.00

.;&mmtaiuumberofpmfmformhofﬂwfmnpmpo@s;weﬁndmgwisﬁw
followed by A, B and D respectively in popularity. The rank order shown in the above
allthis. st -ab : _

ving the composite standard method, we can develop an interval scale from the paired-
ordinal data given in the above table for which purpose we have to adopt the following

sing the data in the above table, we work out the column mean with the help of the
~ formula given below: i :

& C+5(N) _ 165 + 5(100)

= 5375
P nN 4(100)

o ‘,#_th_e mean proportion of the columns

C = the total number of choices for a given suggestion
~ n=number of stimuli (proposals in the given problem)
* N=number of items in the sample. 5 &
 column means have been shown in the M, row in the above table.
Z values for the M  are secured from the table giving the area under the normal curve.
the M, value is less than .5, the Z value is negative and for all _MP values higher than
the Z values are positive.” These Z values are shown in Z row in the above table.
“As the Z values represent an interval scale, zero is an arbitrary value. Hence we can
{ Wnegaﬁve scale values by giving the value of zero to the lowest scale value (this
‘being (-).11 in our example which we shall take equal to zero) and then adding the absolute
alue of this lowest scale value to all other scale items. This scale has been shown in R
~ 1o in the above table.
* Graphically we can show this interval scale that we have derived from the paired-comparison
data using the composite standard method as follows:

o

DB AC
B & gl R M
0.0 0. 02 03 04

e, l:is¢ 5.2

Normal curve area table for this sort of transformation, we must subtract 0.5 from all M. values which exceed
the values with which to enter the normal curve area table for which Z values can be obtained. For all M, values
must subtract all such values from 0.5 to secure the values with which to enter the normal curve area table
can be obtained but the Z values in this situation will be with negative sign.
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(b) Method of rank order: Under this method of comparative scaling, the

to rank their choices. This method is easier and faster lha‘;l the meth:)hdngf pauerfis::::le;t::;: :s "
above. For example, with 10 items it takes 45 pair comparisons to complete the task, \lvl'uzna:a;a S
method of rank order simply requires ranking of 10items only. The problem of transitivity (such
prefers to B, B to C, but C prefers to A) is also not there in case we adopt method of rank o:::
IMoreover, a complete ranking at times is not needed in which case the respondents may be askeg "
rank only their first, say, four choices while the number of overall items involved ma} be more th h
four, say, it may be 15 or 20 or more. To secure a simple ranking of all items involved we simply m:,n
_ra‘nk values received by each item. There are methods through which we can as well develo, I
lnlef‘\_ral scale of these data. But then there are limitations of this method. The first one is that [:i:t:
obtamed through this method are ordinal data and hence rank ordering is an ordinal scale with al] its
lmu_!auons. Then there may be the problem of respondents becoming careless in assigning ranks
particularly when there are many (usually more than 10) items.

Scale Construction Techniques

In social s:.cience studies, while measuring attitudes of the people we generally follow lhc technique
of preparing the opinionnaire® (or attitude 'scale) in such a way that the score of the individual
responses assigns him a place on a scale. Under this approach, the respondent éxprcsses his
agreement or disagreement with a number of statements relevant to the issue, While developing
such statements, the researcher must note the following two points: :

(i) That the statements must elicit responses which are psychologically related to the attitude
being measured; ' : '

(ii) That the statements need be such that they discriminate not merely between extremes of
attitude but also among individuals who differ slightly.

: Bmchem must as well be aware that inferring attitude from what has been recorded in
opinionnaires has several umitations. People may conceal their attitudes and express socially acceptable
opinions. They may not really know how they feel about a social issue. People may be unaware of
lherr.ammde about an abstract situation; until confronted with a real situation, they may be unable to
predict their reaction. Even behaviour itself is at times not a true indication of attitude. For instance,
when po!ilic.ians kiss babies, their behaviour may not be a true expression_bf affection toward infants.
Thus, there is no sure method of measuring attitude; we only try to measure the eipressad opinion
and then draw inferences from it about people’s real feelings or attitudes.

With.all these limitations in mind, psychologists and sociologists have developed several scale
construction techniques for the purpose. The researcher should know these techniques so as (0
develop an.appmpriate scale for his own study. Some of the important approaches, along with the
corresponding scales developed under each approach to measure attitude are as follows:

"An information form that attempts to measure the attitude or belief of an individual is known as opinionnaire.

Research Methodoiogyj
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~ Table 5.2: Different Scales for Measuring Attitudes of People

the scale construction approacn ... of the scale developed

A;b_ilrary_ scales
Di fferential scales (such as Thurstone

" Differential scale)
Summated scales (such as Liker! Scile)
Canulabvesdires (suich as Gurtman’s Scalogram)
Factor scales (such as Osgood’s Semantic
Diﬁerer;ii;il; M_ﬁﬁi%]hnqnsinnal Scaling, etc.)

itrary approach

scale approach

aj)ltsés apprk';acll
jve scale approach
- analysis am?much

description of each of the above listed scales will be belpful.

scales are developed on ad hoc basis and are designed largely through the researcher’s
active selection of items. The researcher first collects few statements or items which he
unaribiguous and appropriate to a given topic. Some of these are selected for inclusion
ng instrument and then people are asked to check in a list the statements with which

chief merit of such scales is that they can be developed very easily, quickly and with relatively
ense. They can also be designed to be highly specific and adequate. Because of these
such scales are widely used in practice. ' : g

¢ same time there are some limitations of these scales. The most important one is that we
ave objective evidence that such scales measure the concepts for which they have been
We have simply to rely on researcher’s insight and competence. ‘

tial Scales (or Thurstone-type Scales)

me of L.L. Thurstone is associated with differential scales which have been developed using
cale approach. Under such an approach the selection of items is made by a panel of
yevaluate the items in terms of whether they are relevant to the topic area and unambiguous
ation. The detailed procedure is as under: YL

(@) The researcher gathers a large number of statements, usually twenty or more, that express
various points of view toward a group, institution, idea, or practice (i.¢., statements belonging
. tothe topic area). '
~ (b) These statements are then submitted to a panel of judges, each of whom arranges them in
LA eleven groups or piles ranging from one extreme to another in position. Each of the judges
- Is requested to place generally in the first pile-the statements which he thinks are most
- unfavourable to the issue, in the second pile to place those statements which he thinks are
+Bext most unfavourable and he goes on doing so in this manner till in the eleventh pile he
puts the statements which he considers to be the most favourable. '
This sorting by each judge yields a composite position for each of the items. In case of marked
disagreement between the judges in assigning a position to an item, that item is discarded.




as the ‘median’ position to which it is assigned by the group of judges.
(e) A final selection of statements is then made. For this purpose a sample of staleinenml

whmemedimmmspmdcvenlyﬁommexmwtheodmisukcn.m

statements so selected, constitute the final scale to be administered to n
en respondents,
position bf each statement on the scale is the same as determined by the judges. kT

After developing the scale s stated above, the respondents are asked during the administratiop

of the scale to check-the statements with which they agree. The median value of the statements thy

&le}"daack is worlked out and this establishes their score or quantifies their opinion. It may be noteq
thatin the actual instrument the statements are arranged in random order of scale value. If the valu
are valid and if the Gpinionnaire deals with only one attitude dimension, the typical respondent wﬁ?
:{hoose one or several contiguous items (in terms of scale values) to reflect his views. However, at
times divergence may occur when a statement appears to tap g different attitude dimension. '
'lhe'l‘hmstmcmmodhas been widely used for developing differential scales which are utilised
mmmmdamwuﬁvmmﬁk:w.mﬁgimmmmmmwmw
rmucmdrehabh when use.dfornmdn; a single attitude, But an important deterrent to
ulnexsttbemm‘_icﬂ'onmquntdlﬂdevelopﬂsem' Another weakness of such scales is that the
values assigned to various statements by the judges may reflect their own attitudes. The method is

not completely objective; it involves ultimately subjective decision process. Critics of this method also’

opine that some other scale designs give more information about the respondent’s attitude in comparison
to differential scales, . ¥

Summated Scales (or Likert-type Scales)

" Summated scales (or Likert-type scales) are developed by utilizing the itém analysis approach wherein

a Mim is evaluated on the basis of how well it discriminates between those persons whose
lqtal score is high and those whose score is low. Those items or statements that best meet this sort of
discrimination test are included in the final instrument %

Thus, summated scales consist of a number of statements which ex --citbcrafa r
unfavourable attirude mmugmijmmmwkﬂwm Thcvmpondeomue a
1Mhhagsumentmdimglumt wimead_lstatcnminthcinmmm.ﬁadsmsponse is
gwenapumdcal score, indicating its favourableness or unfavourableness, and the scores are totalled
to nl:usur_elheraspondent's attitude. In other words, the overall score represents the respondent’s
position on the continuum of favourable-unfavourableness towards an issue.

bflosl frequenfly used summated scales in the study of social attitudes follow the pattern devised
by.leen. Forttus reason they are often referred to as Likert-type scales. In a Likert scale, the
respondent is asked to respond to each of the statements in terms of several degrees, usually’ﬁ\‘"-
degrees (but at times 3 or 7 may also be used) of agreement or disagreement. For example, whe?!
feq;o::pmss opinion whether one onsiders his job quite pleasant, the respondent may respond if
» s);:; . the following ways: (i) strongly agree (i) agree, (iii) undecided, (iv) disagree, (v) strong!y

Research Method%
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established by the panel. Inothamtds,dwscalevﬂue'ofmymmmntisoompuu
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.ﬁmﬁwpoimmn:mle.axmemdummism

wim-megivmmmmmdauwm.mngdiwnumdmmmm
. e noints. We may illustrate this as under:

1 i I Fe s
Strongly Agree  Undecided  Disagree - Strongly
agree (1) @ @ (4) disagree (5)

Fig. 5.3

1 poin! m'mmkwﬁuamkespmuhﬂimﬁngmcmmmabledmofjob
is given the least score (say 1) and the most favourable s given the highest score (say 5).
. valmsmmnmllynolpdnledohﬂninshumlbulmshownhmjusltoindicatc -
_mmL&maﬁnsmhniqnc.ﬂms.assigmascaleva]umeachofﬂnﬁw
“The same thing is done in respect of each and evéry statement in the instrument. This
" yicHsaummfumhmpm&anhichwaMthenmﬂ:mponM‘s
ss toward the given point of view. If the instrument consists of, say 30 statements, the
ng score values would be revealing. \

= 150 Most favourable response possible

0 x 3 =90 A neutral attitude

30 x 1 = 30 Most unfavourable attitude. -
mfonnyindividualwonﬂdfallbetwacn&ﬁandlSﬂ.Hdsesoorchappenswbeabovc
'ﬁvwﬂ:hoﬁnbnmhgimmﬁlohiew.amofbabw%mlﬂmmﬁmabk
and a score of exactly 90 would be suggestive of a neutral attitude.

Jure: The procedure for developing a Likert-type scale is as follows:

) .Asaﬁrstszzp.theresearchercollectsalargeumnberofsmmentswhicharerelevmuo

R menﬁmdebeingstudiedandeachofdnmmmaxpt&esdéfmimfavwabm«

- unfavourableness to a particular point of view or the attitude and that the number of

~ favourable and unfavourable statements is approximately equal.

(i) Afethe satements have been gathered, il est should e administeredto 3 numberof

_ 'siabjms.mommamugmporpmpu,fmmwnoaregoingmbesmdied

.. finally, are asked to indicate mcirmspmsctocachsumnetbycheckingomoﬁhe

.. categories of agreement or disagreement using a five point scale as stated above.

o (W) mmwnsewwﬁommmmmedhauchawaythmamponscindiaﬁwof
: the most favourable attitude is given the highest score of S and that with the most unfavourable

. aitude is given the lowest score, say, of 1.

= A

-~ (i¥) Then the total score of each respondent is obtained by adding his scores that he received

ﬁ_- - for separate statements,

- (%) The nextstep is to array these total scores and find out those statements which have a high
. discriminatory power. For this purpose, the researcher may select some part of the highest
' and the lowest total scores, say the top 25 per cent and the bottom 25 per cent. These two.
. ‘zireme groups are interpreted (O represent the most favourable and the least favourable

5w -and are used as criterion groups by which to evaluate individual statements, This
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way we determine which statements consistently correlate with low favourability and whigy
with high favourability.

(vi) Only those statements that correlate with the total test should be retained in the finy
instrument and all others must be discarded from it.

Advantages: The Likert-type scale has several advantages. Mention may be made of the importap,
ones.

(a) It is relatively easy to construct the Likert-type scale in comparison to Thurstone-type
scale because Likert-type scale can be performed without a panel of judges.

(b) Likert-type scale is considered more reliable because under it respondents answer each
statement included in the instrument. As such it also provides more information and daga
than does the Thurstone-type scale.

(c) Each statement, included in the Likert-type scale, is given an empirical test for discriminating

_ability and as such, unlike Thurstone-type scale, the Likert-type scale permits the use of

statements that are not manifestly related (to have a direct relationship) to the attitude
being studied.

(d) Likert-type scale can easily be used in respondent-centred and stimulus-centred studies

i.e., through it we can study how responses differ between people aﬂd how responses
differ between stimuli.

(e) Likert-type scale takes much less time to construct, it is frequently used by thc students of
opinion research. Moreover, it has been reported in various research studies® that there is
high degree of correlation between Likert-type scale and Thurstone-type scale.

Limitations: There are several limitations of the Likert-type scale as well. One important limitation

 is that, with this scale, we can simply examine whether respondents are more or less favourable to a
topic, but we cannot tell how much more or less they are. There is no basis for belief that the five
positions indicated on the scale are equally spaced. The interval between ‘strongly agree’ and ‘agree’,
may not be equal to the interval between “agree” and “undecided”. This means that Likert scale
does not rise to a stature more than that of an ordinal scale, whereas the designers of Thurstone
scale claim the Thurstone scale to be an interval scale, One further disadvantage is that often the
total score of an individual respondent has little clear meaning since-a given total score can be
secured by a variety of answer patterns. It is unlikely that the respondent can validly react to a short
statement on a printed form in the absence of real-life qualifying situations. Moreover, there “remains
a possibility that people may answer according to what they think they should feel rather than how
they do feel."* This particular weakness of the Likert-type scale is met by using a cumulative scale
which we shall take up later in this chapter.

In spite of all the limitations, the Likert-type summated scales are regarded as the most useful in

asituation wherein it is possible to compare the respondent’s score with a distribution of scores from
some well defined group. They are equally useful when we are concerned with a programme of

'A L Edwards and K.C. Kenney, A oornparisdn of the Thurstone and Likert techniques of attitude scale construction”
Journal of Applied Psychology, 30, 72-83, 1946.

*John W. Best and James V. Kahn, "Re_scart!. ‘1 Education”, 5 ed., Prentice-Hall of India Pvi. Ltd., New Delhi, 1986,
p. 183
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- mprovement in which case we can use the scales to measure attitudes before and after
me of change or improvement in order to assess whether our efforts have had the

1« We can as well correlate scores on the scale to other measures without any concern

. absolute value of what is favourable and what is unfavourable. All this accounts for the

1o of Likert-type scales in social studies relating to measuring of attitudes.

—oment and Scaling Techniques

e scalﬁ. Cumulative scales or Louis Guttman’s scalogram analysis, like other scales,
+ of series of statements to which a respondent expresses his agreement or disagreement. The
ﬁfmu of this type of scale is that statements in it form a cumulative series. This, in other
s that the statements are related to one another in such a way that an individual, who
: fayourably to say item No. 3, also replies favourably to items No: 2 and 1, and one who replies
ly to item No. 4 also replies favourably to items No. 3,2 and 1, and so on. This being so an
whose attitude is at a certain point in a cumulative scale will answer favourably all the
1 one side of this point, and afswer unfavourably all the items on the other side of this point.
i *s score is worked out by counting the number of points concerning the number of
he answers favourably. If one knows this total score, one can estimate as to how a
has answered individual statements constituting cumulative scales. The major scale of

ch endorsement of the nem reflecting the extreme position results also in endorsmg all items

are less extreme. Under this technique, the respondents are asked tc indicate in respect of

i whether they agree or disagree with it, and if these items form a unidimensional scale, the
. w:ll be as under:

- Table 5.3: Response Pattern in Scalogram Analysis

Ttem Number Respondent Score
3 i ! b
X X X 4
= X X X 3
= - X X 5 2
= = - X 1
-3 = 0
X=Agice
- =Disagree

* S¢ore of 4 means that the respondent is in agreement with all the statements which is indicative
t favourable attitude. But a score of 3 would mean that the respondent is not agreeable to
ithe agrees with all others. In the same way one can interpret other values of the respondents”
Pattern reveals that the universe of content is scalable.
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Procedure: The procedure for developing a scalogram can be outlined as under: E
(a) The universe of content must be defined first of all '
_ | . In other words, we ! -
clear terms the issie we, want {0, deal within our study. - & i g
(b) ']‘he.next stepis todeve}opanumber of items relating the issue andtoeltheby inspecti
the items that are ambiguous, irrelevant or those that happen to be too extreme items "
(c). The third step consists in pre-testing the items to determine whether the issue at haﬂd i
: ;c;llable (The pretest, as suggested by Guttman, should include 12 or more items, while 1]11 ;
l:ale r:]lay ha;; only 4 to 6 items. Similarly, the number of respondents in a pre(g;
may be small, say 20 or 25 but final scale should invol i r
Pty e ._ involve relapvgty rngre respondents, say
In a pretest the respondents are asked to record their opini
_ _ re opinions on all selected items usin;
aLikert-type 5-point scale, ranging from ‘strongly.agree’ to ‘strongly disagree’. The stmngeg

favourable response is scored as 5, whereas the strongest unfavourable response as 1. The

total score can thus range, if there are 15items in all
ot 0 s in all, from 75 for most favourable to 15 for
*Respondent opinionnaires are then arra di naly
. - opir yed according to total score for analysis and
evaluation. If the responses of an item form a cumulative scale, its response zateginry
T shml{d decrease in an orderly fashion as indicated in the abave table. Failure to
show the said cjnecreasmg pattern means that there is overlapping which shows that the
ltema?nccmedls uotagf)od.cumulaﬁvcscaleitcm i.e., the item has more than one meaning
S‘ummtgla‘ﬁe . mes lhc overlapping in category responses can be reduced by combining categories.
. r ap\alysmg the pretest results, a few items, say 5 items, may be chosen.
(d) The nextstep is again to total the scores for the various Opinionnaim;, and to rearray them

toreflect any shift in order, resulting from reducing the items, say, from 15 in pretest to, say, -

5 for the final scale. b e
i e. The final pr_e@l results may be tabulated in the form ofal table given

. Table 5.4: The Final Pretest Results in a Scalograﬁ Analysis’

Scale tvpe Trem Errors Numberof  Number of
5 R0y 0T pericase cases errors

5 (perfect) Kb oEr e e N0 0 7 .

4 (perfect) - XTI R X 0 3 3
(opscaley)t S<yf Gl =l X X 1 1 )
(nonscale) - X N - X I 2 e

3 (perfect) - =k, X o 0 5 :

2 (perfect) e - - X X 0 7 iy :

I (perfect) - - - - X 0 1 ;
(nonscale) - - X e o 2 :
(nonscale) - - X - ;_ : :

O (perfect) gt - - 0 2 ::

R w=S Ni= 25 7

(Flgmesinthcublemmbitrwymdhavebeqnuscdtoa.xplainmelabubtion process only.)
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~ Thetable shows thatfive items (numbeting 5, 12, 3, 10 and 7) have been selected for the
" final scale. The number of respondents is 25 whose responses (0 various items have been
~ tabulated along with the number of errors. Perfect scale types are those in which the
ndent’s answers fit the pattern that would be reproduced by using the person’s total
score as a guide. Nontscale types are those in which the category pattern differs from that
_ expected from the respondent’s total score i.e., non-scale cases have deviations from
unidimensionality or errers. Whether the items (or series of statements) selected for final
oY scale may be regarded aperfect cumulative (or a unidimensional scale), we have to examine
~ onthebasis of the coefficient of reproducibility. Guttman has set 0.9 as the level of minimum
. reproducibility in order to say that the scale meets the test of unidimensionality. He has
. giventhe following formula for measuring the level of reproducibility:
" Guttman’s Coefficient of Reproducibility = 1 - e/n(N)
where e = nymber of errors
n = number of items
N = number of cases
For the above table figures, _
Coefficient of Reproducibility = 1 - 7/5(25) = .94 ,
~ This shows that items number 5, 12, 3, 10 and 7 in this order constitute the cumulative or
unidimensional scale, and with this we can reproduce the responses to each item, knowing
& only the total score of the respondent concerned. : ;
g Scalogram, analysis, like any other scaling technique, has several advantages as well as
limitations. One advantage is that it assures that only a single diniension of attitude is being
~measured. Researcher’s subjective judgement is not allowed to creep in the development
of scale since the scale is determined by the replies of respondents. Then, we require only
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~asmall numberof items that make such a scale easy to administer. Scalogram analysis can
| : appropriately be used for personal, telephone or mail surveys. The main difficulty in using
e this scaling technique is that in practice perfect cumulative or unidimensional scales are
o very rarely found and we have only touse its approximation testing it through coefficient of
. reproducibility or examining it on the basis of some other criteria. This method is not a
. frequently used method for the simple reason that its development procedure is tedious and
complex. Such scales hardly constitute a reliable basis for assessing attitudes of persons

. . towards complex objects for predicting the behavioural responses of individuals towards
such objects. Conceptually, this analysis is a bit more difficult in comparison to other scaling

(A
s s methods.

: msﬂﬂ& are developed through factor analysis.or on “the basis of intercorrelations of items

. ﬁ,m‘ indicate that a common factor accounts for the relationships between items. Factor scales are
1 larly “useful in uncovering latent attitude dimensions and approach scaling through the concept
1x§mf'}ﬁplb-dimension attribute space.” More specifically the two problems viz., how to deal

A detailed sudy of the factot scales and particulaﬂy the statistical procedures involved in developing factor scales is
nd the scope of this book. As such only an introductory idea of factor scales is presented here.

e :
~ *C. William Emory, Business Research Methods, p. 264-65.




uw Scaling. We give below a brief account of these factor scales
Semantic differential scale: Semantic differential scale or the S.D. scale dc\reb;ed by Charj
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letters, E, P, A showing the relevant factor vi i :
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Procedure: Various steps involved in developing S.D. scale ar s follows.

(a) Fmorajl!hcmmloust 2
£ il dc udied are selected. The
personal judgement, keeping in view the nature of the concfpts -are usually chosen by
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The next step is to select the scales bearing in mind the criterion of factor composition and
e criterion of scale’s relevance to the concepts being judged (it is common practice to use
 atleastthree scales for each factor with the help of which an average factor score has to
_ peworkedout). One more criterion to be kept in view is that scales should be stable across
. subjects and concepts. _
. (c) Then a panel of judges are used to rate the various stimuli (or objects) on the various
. selected scales and the responses of all judges would then be combined to determine the
~ composite scaling. - & .
. Toconclude, “the S.D. has a number of specific advantages, It is an efficient and easy
"\ way to secure attitudes from a large sample. These attitudes may be measured in both
. direction and intensity. The total set of responses provides a comprehensive picture of the
" meaning of an object, as well asa measure of the subject doing the rating. Itis a standardised
~ technique that is easily repeated, but escapes many of the problems of response distortion
. found with more direct methods.™
ens onal scaling: Multidimensional scaling (MDS) is relatively more complicated scaling

with this sort of scaling one can scale objects, individuals or both with a minimum of
jon. Multidimensional scaling (or MDS) can be characterized as a set of procedures for
perceptual or affective dimensions of substantive interest. It “provides useful methodology
ying subjective judgements of diverse kinds.”” MDS is used when all the variables (whether
non-metric) in a study are to be analyzed simultaneously and all such variables happen to be
ent. The underlying assumption in MDS is that people (respondents) “perceive a set of
seing more or less similar to one another on a number of dimensions (usually uncorrelated
another) instead of only one.™ Through MDS techniques one can represent geometrically
ions and interrelationships among a set of points. In fact, these techniques attempt to locate
ts, given the information about  set of interpoint distances, in space of one or more dimensions

est summarise the information contained in the interpoint distances. The distances in the
ce then optimally reflect the distances contained in the input data. For instance, if objects,
 are thought of by the respondent as being most similar as compared to all other possible
0‘8}9& MDS techniques will position objects X and Y in such a way that the distance
em in multidimensional space is shorter than that between any two other objects.
approaches, viz., the metric approach and the non-metric approach, are usually talked about
of MDS, while attempling to construct a Space containing m points such that
terpoint distances reflect the input data. The metric approach to MDS treats the input
scale data and solves applying statistical methods for the additive constant” which

.
)

P- 260.

E. Green, “Analyzing Multivariate Data”, p. 421. i ,

N. Sheth, “The Multivariate Revolution in Marketing Research”, quoted in “Marketing Research” by Danny

““ger and Barnett A. Greenberg, p. 255. :

" Constant refers to that constant with which one can, either by subtracting or adding, convent interval scale to

. For instance, suppose we know that distances, say a—b, b—c, c—d among stimuli on a ratio scale are 7, 6 and
.‘"*mwwlﬂm}fmexhofllrsedislum,lheymhbet]mdﬂmﬁnlmeWd

blunuiumulsnleo!mmmt.wwwlmﬁumle.obviwsly.omtwﬁdlwalltbe
ances and reachieve the ratio scale of distances. Thus 3 will be taken as the additive constant in this case. Well

HIVe approach is employed in practice for estimating appropriate additive constant.



;am?ween-ml objects ift an r-dimensional space, their solution will reproduce the
it distances. But as lhe true and real data are rarely available, we require mndomm -
: e nd
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In spite of all the merits stated above i ; '
S ve, the MDS is not widely used because ( i
MmMMMmMmMmmmqﬁkWMM;&?ﬂm
subsequent analyses. However, some has been achieved (due to the pioneering

9
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I,JNC'NMPM” 8 Multivariate Data, p. 421,

ric Theory, p. 496.
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Questions

, you in agreement with the following statements? If so, give reasons:

Validity is more critical to measurement than reliability.

Stability and equivalence aspects of reliability essentially mean the same thing.

Content validity is the most difficult type of validity to determine.

There is no difference between concept development and concept specification.

Reliable measurement is necessarily a valid measurement.

out the possible sources of error in measurement. Describe the tests of sound measurement, -
following nominal, ordinal, interval o ratio data? Explain your answers. i

s the relative merits and demerits of:

ing table shows the results of a paired-comparison preference test of four cold drinks from a

ample of 200 persons:

Coca Cola Limea Goldspor Thumps up
o Y 60 108 &
160 - 150 o
s Q0 - 6
165 120 145 =

(@) How do these brands rank in overall preference in the given sample.

~ ®) Develop an interval scale for the four varieties of cold drinks.

Narrate the procedure for developing a scalogram and illustrate the same by an example.

(2) Workout Guttman's coeficient of reproducibility from the following information:

Number of cases (N) = 30

Number of items (n) =6
- Numberoferrors () = 10
hﬂﬂummhl;ofmeﬁicieutywwmkmtinﬂﬁexnpk.

8. Write shor notes on:

(&) Semantic differential scale;
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(c) Likert-type scale;
(d) Arbitrary scales;
(e) Multidimensional scaling (MDS). .
9. Describe the different methods of scale construction, pointing out the merits and demerits of each,
10. “Scaling describes the procedures by which numbers are assigned to various degrees of opinion, attitude
and other concepts.” Discuss. Also point out the bases for scale classification.




