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(Parametric or Standard Tests of Hypotheses)

Hypothesis is usually considered as the principal instrument in research. Its main function is to
suggest new experiments and observations. In fact, many experiments are carried out with the
deliberate object of testing hypotheses. Decision-makers often face situations wherein they are
interested in testing hypotheses on the basis of available information and then take decisions on the
basis of such testing. In social science, where direct knowledge of population parameter(s) is rare,
hypothesis testing is the often used strategy for deciding whether a sample data offer such support
for a hypothesis that generalisation can be made. Thus hypothesis testing enables us to make probability
statements about population parameter(s). The hypothesis may not be proved absolutely, but in practice
it is accepted if it has withstood a critical testing. Before we explain how hypotheses are tested
through different tests meant for the purpose, it will be appropriate to explain clearly the meaning of
a hypothesis and the related concepts for better understanding of the hypothesis testing techniques.

WHAT IS A HYPOTHESIS?

Ordinarily, when one talks about hypothesis [one simply means a mere assumption or some supposition
to be proved or disproved] But for a researcher hypothesis is a formal question that he intends to
resolve. thus a hypothesis may be defined as a proposition or a set of proposition set forth as an
explanation for the occurrence of some specified group of phenomena either asserted merely as a
provisional conjecture to guide some investigation or accepted as highly probable in the light of
established facts. Quite often a research hypothesis is a predictive statement, capable of being tested
by scientific methods, that relates an independent variable to some dependent variablé]For example,
consider statements like the following ones:

“Students who receive counselling will show a greater increase in creativity than students not
receiving counselling Or

“the automobile A is performing as well as automobile B.”
These are hypotheses capable of being objectively verified and tested, Thus, we may conclude that
a hypothesis states what we are looking for and it is a proposition which can be put to a test to
determine its validity.
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vgbamﬂf’ﬁm“ of hypothesis: Hypothesis must possess the following characteristics; :

(i) Hypothesis should be clear and precisg} If the hypothesis is not clear and precise, the
inferences drawn on its basis cannot be taken as reliable. ;

(i) Hypothesis should be capable of being tesu@ln a swamp of untestable hypotheses, many
a time the research programmes have bogged down. Some prior study may be done by

- researcher in order to make hypothesis a testable one. A hypothesis “is testable if other
deductions can be made from it which, in turn, can be confirmed or disproved by observation.”

(iii) Hypothesis should state relationship between varigbles, if it happens fo be a relational
hypothesis.}

(iv) Hypothesis should be limited in scope and must be specific! ic) A researcher must remember
that narrower hypotheses are generally more testable and he should develop such hypotheses.

(v) Hypothesis should be stated as far as possible in most simple terms so that the same is
easily understandable by all concemed]But one must remember that simplicity of hypothesis
has nothing to do with its significare. f

(vi) Hypothesis should be consistent with most known facts i.e., it must be consistent with a
substantial body of established facts. In other words, it should be one which judges accept
as being the most likely. )

(vii) Hypothesis should be amenable to testing within a reasonable time. One should ot use
even an excellent hypothesis, if the same cannot be tested in Teasonable t(me for one
cannot spend a life-time collecting data to test it.

(viii) Hypothesis must explain the facts that gave rise to the need for explanattoﬂ'lhls means
that by using the hypothesis plus other known and accepted generalizations; one should be
- able to deduce the original problem condition. Thus hypothesis must actually explam what
itclaimsto explam it should have empirical reference.

BASIC CONCEPT S CONCERNING TESTING OF H\‘POTHESES

Basic.concepts in the context of testing of hypothes_es need to be explained.

& Null hypothesis and alternative hypothesis: In the context of statistical analysis, we often talk
-~ about null hypothesis and alternative hypothesis. If we are to compare method A with' method B
‘about its superiority and if we proceed on the assumption that both methods are equally good, then
this assumption is termed as the null hypothesis. As against this, we may think that the method 4 is
Superior or the method B isinferior, we are then stating what is termed as al hypothesis. The
null hypothesis is generally symbolized as H, and the alternative hypothesis as H_\Suppose we want

otest the hypothesis that the population mean (k) is equal tothe hypothesised mean (i, ) = 100.

3Then we would say that the null hypo!hesw is that the population mean is equal to the hypothesised
‘mean 100 and symbolically we can express as:

Hu:uzl'lﬁo=100 4

' C. William Emory, Business Research Methods, p. 33.
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when the sampling result (i.¢., observed evidence) has a less than 0.05 probability of occurring if H,,
is true. In other words, the S per cent level of significance means that researcher is willing to take as
much as a § per cent risk of rejecting the null hypothesis when it (H,) happens to be true. Thus the
significance level is the maximum value of the probability of rejecting H, when it is true and is usually
determined in advance before testing the hypothesis. '

() Decision rule or test of hypothesis: Given a hypothesis H, and an alternative hypothesis H,,
we make 4 rule which is known as decision rule according to which we accept H (i.e., reject H ) or
reject H, (i.c., accept H,). For instance, if (H, is that a certain lot is good (there are very few
defecﬁfehminjt)aglhuﬂ)ﬂhtﬂnblisnﬁgood(thmmtmmyddwﬁveilems'mii),
then we must decide the number of items to be tested and the criterion for accepting or rejecting the
hypothesis. We might test 10 items in the lot and plan our decision saying that if there are none or only
1 defective item among the 10, we will accept H, otherwise we will reject H, (or accept H ). This
sort of basis is known as decision rule. _

I and Type Il errors: In the context of testing of hypotheses, there are basically two types
of errors we can make. We may reject H, when H, is true and we may accept H, when in fact H, is
not true. The former is known as Type I error and the latter as Type II error. In other words, Type I
error means rejection of hypothesis which should have been accepted and Type II error means
accepting the hypothesis which should have been rejected. Type I ervor is denoted by o (alpha)
known as o error, also called the level of significance of test; and Type II error is denoted by B
(beta) known as P error. In a tabular form the said two erors can be presented as follows:

Table 9.2
i s Devcision
| Accept H, Rejedt I,
H, (true) i Correct Type | error
decision (& ermor)
H, (false) Type leror Comect
(P} error) decision

The probability of Type I error is usually determined in advance and is understood as the level of
significance of testing the hypothesis. If type I error is fixed at 5 per cent, it means that there are
about 5 chances in 100 that we will reject H, when H, is true. We can control Type I error just by
fixing it at a lower level. For instance, if we fix itat 1 per cent, we will say that the maximum
probability of committing Type I error would only be 0.01. '

But with a fixed sample size, n, when we try to reduce Type I error, the probability of commitung
Type II error increases. Both types of errors cannot be reduced simultaneously. There is a trade-off
between two types of errors which means that the probability of making one type of error can only
be reduced if we are willing to increase the probability of making the other type of error. To deal with
this trade-off in business situations, decision-makers decide the appropriate level of Type I error by
examining the costs or penalties attached to both types of errors. If Type I error involves the time and
~ trouble of reworking a batch of chemicals that should have been accepted, whereas Type II error
means taking a chance that an entire group of users of this chemical compound will be poisoned, then

_._————‘
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Richard L, Levin, Staristics for Management, p. 247-248.
Also known as critical regions.
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If the significance level is 5 per cent
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_ Mathematically we can state: ix s vely s
: Acceptance Region A: \Z[_'é 196
Rejection Region R :|Z|>/196 ; avs
and the two-tailed test'is to be applied, the probability of the
n area will be 0.05 (equally splitted on both tails of the curve as 0.025) and that of the
acce} mgionwillbeﬂ.%asshowuintheabovecme;lfwetake 1 =100 and if our sample
mean deviates significantly from 100 in either direction, then we shall reject the null hypothesis; but
the sample mean does not deviate significantly from i that case we shall accept the null

tailed test is considered appropriate. A one-tailed test
mean is either lower than or higher
< By then we are
region only on the left

But there are situations when only one-
‘would be used when we are 1o test, say, whether the population
than some hypothesised value. For instance, if our o 1 = g, and H,:
interested in what is known as lefi-tailed test (wherein there is one rejection

tail) which can be illustrated as below:
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in case of one taled test (left-til
with 5% significance

f
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i
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4 3 Reject H, if the sample mean
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Fig. 9.2
Mathematically we can state: »

Acceﬁtancg Region. A:Z>-1645
Rejection Region R:Z < ~1645



[ 190
Research Merhodologyj

Tour 1 =100 andif our sample méan deviatessiqm direction,
. . : significantly from100 in the lower directi
xm?mm;ﬁﬁﬂnlamwﬁﬁwﬁm.ﬂmw&
‘ ot 0 i o ciasiod :
Mumm.dmwmmmwm. mmanmwiﬂbeequaltoo.%ofmmmeleﬁ
Incase our Hy: it = piyy and H,: i
; o T A “H> Hy,, we are then interested in what is known
mu(@%m&mmﬂummmmaumum&?
iy . ivoh
hmdwu{m' tail)
with 5% significance level

A
s

. (Accept K, if the sample
mean fals n i ragion)

C

o
&
2
i
&
2
i

0.05 of area

Fig. 9.3
Mathematically we can state:
Acceplance Region A:Z 31645
Rejection Region A:Z>1645
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PROCEDURE FOR HYPOTHESIS TESTING

To test a hypothesis means to tell (on the basis of the data the researcher has collected) whether or
ot the hypothesis seems to be valid. In hypothesis testing the main question is: whether to accept the
il hypothesis or not to accept the null hypothesis? Procedure for hypothesis testing refers to all
those steps that we undertake for making a choice between the two actions i.c., rejection and
acceptance of a null hypothesis. The various steps involved in hypothesis testing are stated below:

(i) Making a formal statement: The step consists in making a formal statement of the null hypothesis
(H.) and also of the alternative hypothesis (H'):This means that hypotheses should be clearly stated,
considering the nature of the research problem. For instance, Mr. Mohan of the Civil Engineering
Department wants to test the load bearing capacity of an old bridge which must be more than 10
tons, in that case he can state his hypotheses as under: _

Null hypothesis H, : . = 10 tons

Alternative Hypothesis H,: i >10tons .

Tak anotherexample.mavaagemeiumimiuxhwa&ninimwudnnﬁwalleulisw
To evaluate a state’s education system, the average score of 100 of the state’s students selected on

random basis was 75. The state wants to know if there is a significant difference between the local
scores and the national scores. In such a situation the hypotheses may be stated as under:
Null hypothesis Hy: g = 80
Alternative Hypothesis H,: y #80

The formulation of hypotheses is an important step which must be accomplished with due care in
ccordanc wuhdseobmmdnmofthe;mhlemundum:duwon It also indicates whether
should use a one-tailed test or a two-tailed test. If H, is of the type greater than (or of the type
er than), we use a one-tailed test, but when H_ is of the type “whether greater or smaller” then
“We use a two-tailed test. .
(ii) Selecting a significance level: The hypotheses are tested on a pre-determined level of significance
‘and as such the same should be specified. Generally, in practice, either 5% level or 1% level is
adopted for the purpose. The factors that affect the level of significance are: (a) the magnitude of the
difference between sample means; (b) the size of the samples; (c) the variability of measurements
within samples; and (d) whether the hypothesis is directional or non-directional (A directional hypothesis
is one which predicts the direction of the difference between, say, means). In brief, the level of
*significance must be adequate in the context of the purpose and nature of enquiry.
(iii) Deciding the distribution to use: After deciding the level of significance, the next step in

pothesis testing is to determine the appropriate sampling distribution. The choice generally remains
normal distribution and the t-distribution. The rules for selecting the correct distribution are
r to those which we have stated earlier in the contexf of estimation. _
(iv) Selecting a random sample and computing,an appropriate value: Another step is to select
& random sample(s) and compute an appropriate value from the sample data concerning the test
Slatistic utilizing the relevant distribution. In other words, draw a sample to fumish empirical data.
V) Calculation of the probability: One has then to calculate the probability that the sample result
Would diverge as widely as it has from expectations, if the null hypothesis were in fact true. 1
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(v}) COWg the pmbabfl:‘i)i: Yet another step consists in mmpmmthcpubabdnythuscalcull
::.Tn:;e ﬂ:pect;‘fled VB:;IC for &, the significance level. If the calculated probability is equal to or
maller than the .o value in case of one-tailed test (and o./2 in case of two-tai j
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x ;:il h}rp&ethesx; {;‘e., accept the_almwvg hypothesis), but if the calculated prob&bil?'ty is gre{?.ct;r[
cept the null hypothesis. In case we reject H, we runa risk of (at most the level of signiﬁmnce]'

committing an error of Type I, but if we accept H,, then we run some risk (the size of which cannor

be specified as lon :
Type I g as the H, happens to be vague rather than specific) of co?uniuing an eror of

FLOW DIAGRAM FOR HYPOTHESIS TESTING

The above stated general procedure for hypothesis testing

can al icted i ;
chart for better understanding as shown fn FiE 645 50 be depicted in the from of a flow-

FLOW DIAGRAM FOR HYPOTHESIS TESTING

: - =

- Specify the level of
significanca (of the a value)

- f,' # .
Decide the corfect sampling
[Tr . distribution
oo |

Sample a random sample(s)
and workout an appropriate

velue from sample data

!

Calculate the probability that sample
mmmmgm”um
from expectatiofis, if H, were true

v

Is this probability equal to or smalier than
a valug in case of one-talled test and a/2
In case of two-tailed test

v .

e No
thereby run the risk ~ thereby run some

of committing  risk of commtting
Type lerror Type Il arror

Fig. 9.4

' Based on the Mlow diagram in Willi: ance’s Sratisti
linois, 1969, 48 gl illiam A. Chance s Statistical Methods for Decision Muking, Richard D. Irwjn INC..

[ Testing of Hypotheses I 193 |
MEASURING THE POWER OF A HYPOTHESIS TEST

As stated above we may commit Type I and Type Il errors while testing a hypothesis. The probability
of Type I error is denoted as a (the significance level of the test) and the probability of Type Il error
is referred to as B . Usually the significance level of atestis assigned in advance and once we decide
it, there is nothing else we can do about . But what can we say about B ? We all know that
hypothesis test cannot be foolproof; sometimes the test does not reject H, when it happens tobe a.,
false one and this'way a Type Il error is made. But we would certainly like that B (the probability of
accepting H, when H,is not true) to be as small as possible. Alternatively, we would like that 1 - f
(the probability of rejecting H, when H, is not true) to be as large as possible. If 1 = B is very much
nearer to unity (i.c., nearer to 1.0), we can infer that the test is working quite well, meaning thereby
that the test is rejecting H, when it is not true and if 1 is very much nearer to 0.0, then we infer
that the test is poorly working, meaning thereby that it is not rejecting H; when H, is not true.
Accordingly 1 - B value is the measure of how well the test is working or what is technically
described as the power of the test. In case we plot the values of 1§ for each possible value of the
population parameter (say }4, the true population mean) for which the H, is not true (alternatively the
H, is true); the resulting curve is known as the power curve associated with the given test. Thus
power curve of a hypothesis test s the curve that shows the conditional probability of rejecting H, as
a function of the population parameter and size of the sample. .. , eiilies
The function defining this curve is known as the power function. In other words, the power
function of 4 test is that function defined for all values of the parameter(s) which yields the probability
that H, is rejected and the value of the power function at a specific parameter point is called the
power of the test at that point. As the population parameter gets closer and claser to hypothesised
value of the population parameter, the power of the test (i.c., 1 - B ) must get closer and closer to the
probability of rejecting H, when the population parameter is exactly equal to hypothesised value of

* the parameter. We know that this probability is simply the significance level of the test, and as such-

the power curve of a test terminates at a point that lies at a height of a (the significance level)

~ directly over the population parameter.

Closely related to the power function, there is mo@a function which is known as the operating
characteristic function which shows the conditionat probability of accepting H, for all values of
population parameter(s) for a given sample size, whether or not the decision happens to be a correct

 one. If power function is represented as H and operating characteristic function as L, then we have

* = 1 - H. However, one needs only one of these two functions for any decision rule in the context
" testing hypotheses. How to compute the power of a test (i.e., 1 - B) can be explajned through
ainples.

L

i - i.‘aﬁou I e
A cestain chemical process is said to have produced 15 or less pounds of waste material for every
60 Ibs. batch with a corresponding standard deviation of 5 Ibs. A random sample of 100 batches
gives an average of 16 Ibs. of waste per batch. Test at 10 per cent level whether the average quantity

. of waste per batch has increased. Compute the power of the test for | = 16 Ibs. If we raise the level

of significance to 20 per cent, then how the power of the test for | = 16 Ibs. would be affected?
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Solution: As we want to test the hypothesis that the average quantity of waste per batch of 60 Ibs.

ulSwhsspwndsagmnstduhypmhuummbewmqmmywmmmlsm we can write
- as under:

H p>15[!:s.
AsH mom-aded.mshaﬂwﬂnmmhdw(mﬂnnghmﬂbemmﬂ mofmmemantype]
at 10% level for finding the value of standard deviate (z), corresponding to .4000 area of normal
curve which comes to 1.28 as per normal curve area table. Fromthmweunﬁndthelumtofllfm
accepting H, as under:

Accept Hyif X 215+128 (a,/n) 40 yling
o : X215+128(54100)
oF: ' : X 21564

at 10% levelof significance otherwise accept H..

But the sample average is 16 Ibs. whldndoumtoommﬂnwmmgmnmm
therefore, reject H, and conclude that average quantity of waste per batch has increased. For finding
the power of the test, we first calculate B and then subtract it from one. Since B is a conditional
probability which depends on the value of I , we take it s 16as given in the question. We can now
wite = p (Accept Hy i Z 15|t = 16).. Since we have already worked out that H, is accepted
if X <1564 (at 10% Jevel,of significance), therefore B = p (X <1364 | = 16) which can be
depicted as follows: :

N

"—"‘
=

§\§

Rouses - pel6

Fig. 9.5

*Table No. 1. given in appendix at the end of the book.
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We can find out the probability of the area that lies between 15.64 and 16 in the above curve first
by finding z and then using the area table for the purpose. In the given case 7 =(X —p1)/(6/ V)
= (1564-16)/(5/¥100) = -0.72 corresponding to which the area is 0.2642. Hence, B =0.5000 -
0.2642 = 0.2358 and the power of the test = (1 - B) = (1 - .2358) = 0.7642 for |t = 16,

In case the significance level is raised to 20%, then we shall have the following criteria:

Accept Hy if X <15 +(84) (5/Vi0)
or X 21542, otherwise accept H,
o B=p(X21542)u=16)
or f = 1230,, using normal curve area table as explained above.

Hewe,(1- )= 1 - 120) 70

TESTS OF HYPOTHESES

As has been stated above that hypothesis testing determines the validity of the assumption (technically
described as null hypothesis) with a view to choose between two conflicting hypotheses about the
value of a population parameter. Hypothesis testing helps to decide on the basis of a sample data,
‘whether a hypothesis about the population is likely to be true or false. Statisticians have developed
several tests of hypotheses (also known as the tests of significance) for the purpose of testing of
‘hypotheses which can be classified as: (a)hmxmurmndmﬂ.mufhypathm and
' ;@}Nwmmmmamm-ﬁumdhym

- Parametric tests usually assume certain properties of the parent population from which we draw
'nmples Assumptions like observations come from a normal population, sample size is large,
’ﬂnmpﬂonsaboutthepopulaﬂonpumﬂmhhmn.vmm etc., must hold good before
'Mmmhm&ﬁmﬂuemmﬂmtbemmammm
o make such assumptions. In such situations we use statistical methods for testing hypotheses which
re called non-parametric tests because such tests do not depend on any assumption about the
meters of the parent population. Besides, most non-parametric tests assume only nominal or
al data, whereas parametric tests require measurement equivalent to at least an interval scale.
result, non-parametric tests need more observations than parametric tests to achieve the same
of Type 1 and Type II errors.* We take up in the present chapter some of the important parametric
lests, whereas non-parametric tests will be dealt with in a separate chapter later in the book.

PORTANT PARAMETRIC TESTS

The important parametric tests are: (1) z-test; (2) t-test; ('3) X ’-test, anid (4), F-test. Al these tests
#re based on the assumption of normality i.¢., the source of data is considered to be normally distributed.

;;Bouux.'ummathMupay Introductory Statistical Analysis, p. 368.

. utunlsouaduaudmdﬂndahonaﬁd%h-hﬁmluaw
MMMMMNMIOM x -test.
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lnsomecmﬂwpopulsnmnmynmbemmﬂydlmbumwm:mwbeapphcabkm
account of the fact that we mostly deal with samples and thesamplmgd:smbuuons closely approach
normal distributions, :

z-test is based on the normal probahlhty distribution and is used for judging the sngmﬁcanee of
several statistical measures, particularly the mean. The relevant test statistic”, z, is worked out and
compared with its probable value (to be read from table showing area ndéc fiorinal curve) at a
specified level of significance for judging the significance of the measure concerned. This is a most
frequently used test in research studies. This test is used even when binomial distribution or
-distribution is applicable on the presumption that such a distribution tends to approximate normal
distribution as ‘n’ becomes larger. z-test is generally used for comparing the mean of a sample to
some hypothesised mean for the population in case of large sample, or when population variance is
known. z-test is also used for judging he significance of difference between means of two independent
. samples in case of large samples, or when population variance is known. z-test is also used for comparing
- the sample proportion to a theoretical value of population proportion of for judging the difference in

proportions of two independent samples when n happens to be large. Besides, this test may be used

for judging the significance of median, mode, coefficient of correlation and several other measures.
. gA-testis based on r-distribution and is considered an appropriate test for judging the significance
of a sample mean o for judging the significance of difference between the-means of two samples in
case of small sample(s) when population variance is not know (in which case we use variance of
the sample as 4n estimate of the population variance). Tn case two samples are.related, we use
- paired t-test (or what is known as difference test) for judging the significance of the mean of
difference between the two related samples. Itcana%subeusdformdpngﬁemgmﬁcmccofﬁw
coefficients of simple and partial correlations. The relevant test statistic, , is calculated from the
smpledataandthcnoompuedwithlts;mbab}cvaluebasedont-d:smbuum(tnbemdfmmdw
table that gives probable values of  for different levels of significance for different degrees of
freedom) at a specified level of significance for concerning degrees of freedom for ‘accepting or
rejecting the null hypothesis. It may be nw:dths t-test apphes only in case of small sample{s) when
- population variance is unknown. :

. -restlsbasedonchl-squaremsuibtmoumdasapammtnctesususedforcompannga
samplevanancetoat!mmmal population variance.
mehasedonF-dlmbuumand:susedlocumpmﬂwvmceofmetwo-mdepndml
 samples. This test is also used in the context of analysis of .variance (ANOVA) for judging the
_ significance of more than two sample means at one and the same time. It is also used for judging the
significance of multiple comelation coefficients. Test statistic, F, is calculated and compared with its
probable value (to be seen in the F-ratio tables for different degrees of freedom for greater and
* smaller variances at specified level of significance) for accepting or rejecting the null hypothesis.
" Thetable on pages 198-201 summarises the important parametric tests along with test statistics
and test situations for testing hypotheses relating to important parameters (often used in research
studies) in the context of one sample and also in the context of two samples.
Wecanmwaxpla.mmdlﬂusumﬂwuseofmcabovemdmmmcsmmgofhypoﬂﬂes

N-WMisMMmmﬁomhmnpkmummMmﬂ:wmmvuﬁW
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HYPOTHESIS TESTING OF MEANS

Mean of the population can be tested presuming different situations such as the population may be
normal or other than normal, it may be finite or infinite, sample size may be large or small, variance
of the population may be known or unknown and the alternative hypothesis may be two-sided or one-
sided. Our testing technique will differ in different situations. We may consider some of the important
SID.!&!]O!!S
1. Population normal. papm‘armﬂ infinite, sample size may be large or smafl but variance
of the population is known, H_may be one-sided or two-sided:
In such a situation z-test is used for testing hypothesis of mean and the leststausuc zis
worked our as under:

X -y,
T

2. Population normal, population finite, sample size may be large or small but variance
of the population is known, H,_may be one- -sided or two-sided:

In such a situation z-test is used and the test stausuczlsworked outasunde:(u;mg
finite population multiplier): )

% - Ky,
(o,/¥m)x [m

3. Population normal, population infinite, sample size small and variance of the
population unknown, H_may be one-sided or two-sided: g

In such a situation t-test is used and the test statistic ¢ is worked out as under:

te U,/J; withdf.=(n-1)
3(x- %)
m I= P S (T
G-y

4. Population normal, population finite, sample size small and variance of the population
unknown, and H_ may be one-sided or two-sided:

In such a situation -test is used and the test stansnc vis workcd out as under (using
finite population multiplier): :

X - By : !
[O’,IJ-) J( _n) N_)mthd.f.=(n-1)
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’z(x.- -X)

S. Population may not be normal but sample size is large, variance of the population
may be known or unknown, and H, may be one-sided or two-sided:
In such a situation we use z-test and work out the test statistic z as under:

-\_"Ilnn

iy o, /n i

(This applies in case of infinite population when variance of the population is known but -

when variance s not known, we use @, in place of G, in ths formula.)
P s
(o, 4n)x (W - n)/ (N~ 1)
(This applies in case of finite population when variance of the population is known but
when variance is not known, we use G, in place of @, in this formula.)

Hlustration 2 g

A sample of 400 male students is found to have a mean heiglit 67.47 inches. Can it be reasonably
regarded as a sample from a large population with mean height 67.39 inches and standard deviation
1.30 inches? Test at 5% level of significance.

Solution: Taking the null hypothesis that the mean height of the population is equal to 67.39 inches,
we can write: ! ;

Hy: iy, = 6739"
Hy: iy, #6139

and the given information as 5('=6T.4?",0,=L30". n =400 Assuming the population to be
normal, we can work out the test statistic z as under:
X-py, 6147-67
o= Ky, = 39 3 0.08 ~1231
o,dn 1304400 0065
As H_is two-sided in the given question, we shall be applying a two-tailed test for determining the
rejection regions at 5% level of significance which comes to as under, using normal curve area table:
R:1z1>1.96

The observed value of z is 1.231 which is in the acceptance region since R : 1 1> 1.96 and thus
H,jis accepted. We may conclude that the given sample (with mean height = 67.47") can be regarded
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to have been taken from a population with mean height 67.39" and standard deviation 1.30" at 5%
Jevel of significance.

Hustration 3 g -

Suppose we are interested in a population of 20 industrial units of the same size, all of which are
experiencing excessive labour tumover problems. The past records show that the mean of the
distribution of annual turnover is 320 employees, with a standard deviation of 75 employees. A
sample of 5 of these industrial units is taken at random which gives a mean of annual turnover as 300

 employees. Is the sample mean consistent with the population mean? Test at 5% level.

Solution: Taking the null hypothesis that the population mean is 320 employees, we can write:
Hy: g, = 320 employees i '
H,: g, # 320 employees
and the given infor@nﬁoix as under:
X =300employees, 0,=75 employees -
n=5N=20
Assuming the population to be normal, we can work oub the test statistic z as under:

o X%y,
C o N x Ny =1)

i 300~ 320 41073 1 | 20
1545 x J[20-5)7(0-1)  (3354)(889)

=-0.67 )
As H,is two-sided in the given question, we shall apply a two-tailed test for determining the
rejection regions at 5% level of significance which comes to asunder, using normal curve area table:
' R:1z1>196 ° _
The observed value of z is —0.67 which is in the acceptance region since R : 121> 1.96 and thus,

~ H, is accepted and we may conclude that the sample mean is consistent with population mean i.c.,

 the population mean 320 is supported by sample results.
Hiustration 4 e

T mean of  certain production process is known to be 50 with a standard deviation of 2.5. The
~ production manager may welcome any change is mean value towards higher side but would like to
safeguard against decreasing values of mean. He takes a sample of 12 items that gives  mean value

of 48.5. What inference should the manager take for the production process on the basis of sample
results? Use $ per cent level of significance for the purpose.

Solution: Taking the mean value of the population to be 50, we may write:
Hy: iy, =50

“ Being a case of finite population.
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2+ by, < 50 (Since the manager wants to safeguard against decreasing values of mean.)

aid the given informationas X = 485, 6, = 25 andn= iummingmemm:b;mw
we can work out the test statistic z as under: ‘

Ee "My _485-50 " 15
oA 2512 . (29)/346d)
AsH.isw-udedmdugwenqwsﬁm we shall determine the rejection regi i
tailed test (i the left tail because H, is of less than type) at 5 reg:mgnm_applymg@.
mmum,usingmmdcﬁ:;gm-tahlﬁ 1 Pty "
; ¥l s . Rizs-1645
value of z is - 2.0784 which is in the re
jection region H,

per cent level of significance. %mmxmmmmmmm:umnwmﬁ
15
mmg:mmﬁaudymmmﬂnp@ulmwmmwdhfmmmnmmmgme
The wires dra i '
S copper wi wn form a large lot have the following breaking strength (in kg.

=2ms4

L 578,572, 570,568, 512, 578, 570, 572, 596, 544
est (using Student’s t-statistic)whether the mean breaking strefigth of
578 kg. wughi(‘l'eualSpereaulevelof = ol e 700

-y 244 significance). meymemfumsodmwnbymg
Solution: Takmgdaenullhypothms’ that the population i ypothesised
R mean is equal to h mean of

Hhép—f'}.l,j.;snkg_.
L Hy:l# 1y i
sample size is mall (since » = 10) and the population standard deviation
is not known,

Mlmrumngmmlpoudmuﬂshdlwukm&nmmmw s

1= X -y,
__ o/n
Tofind X and G, we make the fllowing computations:
s QRN (X~ X) (x,.F f).?
I 578 T 6 *
2 2 0 o
3 570 _2 '4

Contd

Degmoffreedom (n-1n=(10-

- [ Testing of Hypotheses I 205 |
5. No. X, (x,- X) (x,- %)
4 568 o 06
5 sn 0 e
6 sH 6 »
7 " 50 -2 4
3 sn b 0
9 6 » 7
10 a4 -28 74
n=10 I X, =5720 (x;= X) = 1456
g oLX 0 e
n 1
3 :
E{X- - X) 1456
= . = 2T =127
- AT W L W
572 - 578 i
' Henee =-1488 "
v mij

H=9

As H, is two-sided, we shall determine the rejection region applying twmhdmstaﬁpawm
hvdofagmﬁcmce and it comes to as under, mnngtdﬂeoft—dzsm'bunon for9d.f:n muiesiiy

by

R 1e8>2262

Anheohufvedvalmoft{w -ltﬂﬂ]um#wmmregm.wmﬂ a!Spereein
hvdmdmlu&ﬂmd:mheﬁngm;ﬁdwmlﬁmbeukﬁaﬂikg

Thmm&ummbedtmungw&ﬂ nmucn:lmmulow‘ F

A Table 9.3: Computations for A-Statislic
§. No. X, Hypothesised mean D ={X;~ B He) o}
my, = 578 kg.
R ) R . 0 0
f ¢} s 1 -6 %
3 51 s i o
4 %8 518 10 100

* Table No. 2 given in appendix at the end of the book.
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ST X Hypothesised mean D= (X,~ o) D}
my, = 578 kg.
5 sn s78 - *
T L2 578 518, 0 0
7 s 7 -8 &
8 sn % -4 »
9 596 Sm 18 kr. )
0 a4 578 = 1156
n=10 I, =-60 ID} =1816
A=3DED) £ 1816(-60)' = 05044
Null hypothesis ~ Hy:fi, =578 kg.

Alternate hypothesis Ho: Iy, # 578 kg.

As H_ is two-sided, the critical value of A-statistic from the A-statistic table (Table No. 10 given
in appendix at the end of the book) for (n ~ 1) i.e., 10— 1 =9 df. at 5% level is 0.276. Computed
value of A (0.5044), being greater than'®.276 shows that A-statistic is insignificant in the given case
and accordingly we accept H, and conclude that the mean breaking strength of copper wire’ lot

maybe taken as578 kg. weight. Thus, the inference on the basis of /-statistic stands verified by
A-statistic. '

ustration 6 : '
/Rta{jukmmmﬂumﬂmymﬁm&?ﬂummmm:wmesofmmmpﬂ
day. Because of the development of bus stand nearby, it expects to increase its sales. During the first
12 days after the start of the bus stand, the daily sales were as under:
550,570,490, 615, 505, 580, 570, 460, 600, 580, 530, 526
On the basis of this sample information, can one conclude that Raju Restaurant’s sales have increased?
Use 5 per cent level of significance.
Solution: Taking the null hypothesis that sales average 500 tea cups per day and they have not
increased unless proved, we can write:
H,: B =500 cups per day
H_: 1 > 500 (as we want to conclude that sales have increased).
As the sample size is small and the population standard deviation is not known, we shall use r‘test
assuming normal population and shall work out the test statistic ¢ as:
X-u
G /Vn

(Tofind ¥ and o, we make the following computations:)

=
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' Table 9.4
=\1
§. No. X [X‘- f] (xl"_l_’)-
4
1 5%
g 50 2 44
K} &0 -58 333
4 615 61 4489
5 55 43 1849
6 5% 2 1024
7 5N 2 484
8 40 -8 Ti44
9 60 2 714 -
0 580 2 1024
1 5% -18 K/}
7} 5% -2 424 ey
» . i ] 3N =
n=10 3. X, = 6576 _ z(x;- X) = 23978
f,E&,;“le
n 12 ;
' -' 2
Ix-X). BB _ 4
P e “yuzoio
1 n-1 y
Hﬂ!& m-sm =.£.=3558

s 1349

| Degreeof freedom=n-1=12-1=11 _ ; ol
 AsH Bom-sided.mshaﬂdﬁunﬁmﬂn@eﬂmmgxmappmg?wmbdm(mﬂunght
tai hecau's.e H is of more than type) at 5 percent level of significance and it comes to as under, using
\able of r<distribution for 11 degrees of freedom:
’ R:1>1.7% :

i ich s in the rejection region and thus H, is rejected at 5 per
" The observed value of ¢ is 3.558 which s in the rejection region and yisTe] ‘
cent level of sig:ﬁﬁmmdmmmmhdethﬂdtmpledaumdlcmmmju restaurant’s
lles have increased.

' i i ing whether the parameters of two
1n many decision-situations, we may be interested in knowing er the e
tions are alike or different. For instance, we may be interested in testing whether .
earn less than male workers for the same job. We shall explain now the technique 0
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hypothesis testing for differences between means. The null hypothesis for testing of diffefence
between means is generally stated as Hj: t; = 15, where J1; is population mean of one population
and [, is population mean of the second population, assuming both the populations to be normal
populations. Alternative hypothesis may be of not equal to or less than or greater than type as stated
earlier and accordingly we shall determine the acceptance or rejection regions for testing the
hypotheses: There may be different situations when we are examining the significance of difference
between two means, but the following may be taken as the usual situations:
1. Population variances are known or the samples happen to be large samples:
In this situation we use z-test for difference in means and work out the test statistic 7 as

under:
¥-X
S 2l 22
2 i} 4]
_p_l_+_p2

In case O, and G, are not known, we use o, and o, respectively in their places

2. Samples happen to be large but presumed to have been drawn from the same
population whose variance is known:

In this situation we use z test for difference in means and work out the test statistic z as
under; -

D
Thioai 12

(combmed standard deviation of the two samples)

Incase g, is not known, we use o

inits place calculating

¥ Jﬁl{oi +D})+my(o? + D})
%4 mtm

where D]'=(A_’,-f].2)

Dz=(jfz" fu)

X, ;"!fﬁ"zfz
B+,
3. Sampks happentobemaﬂ snmples and papufar:an varianoes not known bm assumed
tobeequa! :
lnth;ssltuatwnweusertestfor dlfference mmansandwgkuutmewststansncras
X X
e LT ‘ :
J}:(x,, K+ 2(t- 1) S
: mEm =2 Y m
with . = (n, +n,~2) Bl
Alternatively, we can also state
ol 5
ﬁ"i‘l)" + (- 1)0} 14
| mtm-2 nom
with df. = (n, +n,-2) | '
Hllustration 7

The mean produce of wheat of a sample of 100 fields in 200 Ibs. per acre with a standard deviation
of 10 Ibs. Another samples of 150 fields gives the mean of 220 Ibs. with a standard deviation of
121bs. Cmmctwosamplesbccousndemdwhavcbeenmkenfromﬂrsamepopulauonwhose
standard deviation is 11 1bs? Use 5 per cent level of significance.

Solution: Taking the null hypothesis that the meas of two populations do not differ, we can write

Hy:p=p,
] H,: #Il # 1y
and the given information as n, = 100; n, = 150;
' X,=2001bs; X,=2201bs;
o, =10lbs; o, =121bs;
and ,=11lbs

Assuming the population to be normal, we can work out the test statistic z as under:
200 - 220

) Wl
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As H, is two-sided, we shall apply a two-tailed test for determining the rejection regions at 5 per cent
level of srgmficance which come to as under, using normal curve area table:

R:1z1>196
'Iheobsmad value of z is - 14.08 which falls 1nlhc:cjectmn region and thus we reject H, and
conclude that the two samples cannot be considered to have been taken at 5 per cent level of
significance from the same population whose standard deviation is 11 Ibs. This means that the difference
between means of two samples is statistically significant and not due to sampling Tluctuations.
Ilustration 8

A simple random sampling survey in respect of monthly earnings of semi-shlled workers in two
cmes gives the followmg sm:sucal information:

Table 9.5

Ciry Mean monthly Standard deviation of Size of
; earnings (Rs) sample data of sample
'monthly earnings
(Rs)
A 695 40 200
B : 710 & 175

Test the hypothesis ‘at 5 per cent level that there is no difference between monthly earnings of
workers in the two cities.

Solution: Taiungﬁ:euull hypothemsﬂmthmmnodlﬁmmmmgsofworkmmdntwo
cities, we can write:

b=
H:p#p,
and the given information as ] .
Sample 1 (City A) Sample 2 (City B)
X, = 695 Rs X,=710Rs
o, =40 Rs 6, =60Rs
nﬁ?ﬂl n,= 175"

Asthe sample size is large, we shall use z-test for difference in means assuming the populations to be
normal and shall work out the test statistic 7 as under:: %

X-X
0% ot i
20, 0s
h

| [ Testing of Hypotheses T ___ —~T311)

(Since the population variances are not known, we have used the sample variances, considering
the sample, variances as the estimates of population variances.)

(]

OOV T O v N
J(w)2+(60)'2 J8+_20'§7 = b ) = miborit o saml

As H_ is two-sided, we shall apply a two-tailed test for determining the rejection regions at 5 per
cent leuel of significance which come to as under, using upmlai curve area ;abie
soRiAzl> 196 Ia 1 -
The observed value of z is — 2.809 which falls in the rejection reglon and thus we re]ect H at
(9 per cent level and conclude that earmng of workers in the two cmes differ sigmﬁcantly

Hllustration 9 . - i o iy :
-Sample of sales in similar shapsmtwomumsam tal:u ft)ﬁ. new pmdnam&ﬁefoﬂomngm
i “Town Mm_ﬂ ‘sales *Variance " Size of sample 7"

Ao (TRt :.. R 75 P T PR T 10 S
Rz o sty bl soef eatl nicong leootBR st sissrdioaed fiun i eabhsT aoiuie?

Fa

Is there any evidence of difference in sales in the two towns? Use 5 per cent levei of mgmﬁcame
for testing this difference between the means of two samples.

Mmm Taking the null hypothems that the means of two popu]mms 30 rlot differ We can write:

, ] Hy:py=p,
B - rand J SGETIEY, POTDS
2 H:p#  Shomz: ik < oo
and the given information asfol!ows ' 5 P ‘
Table 9.6

Sample from town A : S <

as sample one H;=57 7 1S O'El =53 n =5

Sample from town B ne o oKi= b divwe

__As sample two X, =6l _ 0’1=4-3 n=7

= ; . v g SR e TnwN SR s sigoET mUmeT

Since in the given question variances of the population are not known'and the size.of samplesiis
1, we shall use #-test for difference in means, assuming the populations to be normal and can
- Work out the test statistic ¢ as under:

fl_fz
-1)e? -1)a?
J(nl )os, + (m - 1o, LT3

mE+n-2 noom

=

af. =(n, +n,-2)
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3 57— 61
4(53)+6(48) 11
Y 5+7-2 V5 7

Degrees of freedom = (n, +n,-2)=5+7-2=10
AsH, is two-sided, we shall apply a two-tailed test for determining the rejection regions at:5 per
wmlevelwhlchoometoasundermnguhleofr-cﬁsmbunonfalsdegmesoffmdom
R:1t1>2.228

'[heobservedvalueefns 3.053 which falls in the rejection region and thus, we reject H, and
conclude that the difference in sales in the two towns is significant at 5 per cent level. -

Iltustration 10 ]

A group of seven-week old chickens reared on a high protein diet weigh 12, 15, 11, 16, 14, 14, and 16
ounces; a second group of five chickens, similarly treated except that they receive a low protein diet,
weigh8, 10, 14, 10 and 13 ounces. Test at 5 per cent level whether there is significant evidence that
additional protein has increased the weight of the chickens. Use assumed mean (or 4 ) = 10 for the
sample of 7 and assumed mean (or A,) = 8 for the sample of 5 chickens in your calculations.
Solution: m&mmsmmmwmumﬁmm
we can write:

Hy:py=H,

H:ji>p, (aswewanlmmludemataddluonalmmhasmmedthewe:ghtof
chickens)

Since in the given question variances of the populations are not known and the size of samples is
small, we shall use r-test for difference in means, assmngthcpopulauonstobcnormalandthus
work out the test statistic  as under:

X- X,
(m =102 + (n,- 1)a?, e
n1+n,-2 noon
with df. = (n, +n,-2)

- From the sample data we work out X,.X,.c ando (uhnglnghpmtemd:etmpleas
sample one and low protein diet sample as sample two) as shown below:
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Table 9.7
Sample one ; Sample two
SNo. X, X,~-A, (Xy-A)-| SNe. p Ml 2 AR Y
. . (A, = 10) A,=8)
L 2 2 ] 1 8 0 0
2 15 5 % 2 10 2 o
3. 1 1 1 3 W TS 6 %
4 16 6. % 4 10 2 4
51 “ 4 16 5. B 5 %
6 14 4 16
7. 16 6 *»
n=7  Z(Xy- Al) 28 I(xy-4) n=5  I(Xu-A)=15  (Xy-4)
=134 =69
o 2
X, = ( v A') ——I4umces

"

Bom s SXU=A) o 18
)

; 8+ 7 =11 ounces
ol : (X~ A;)!(._ [:EE ]xﬁ " A,)]’),,I

_134-(28)'n
7-1

= 3667 ounces

o o 2= 4 - (3% - m)fm
< )

_8-(9's
5-1

=
i l)(3~'-"61’) (5 1)(6) ’
J 7+5-2

= 6 ounces

Hence,
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a dnedeny
(i Ji_gx 345 126 . . : nndl : /
Degrees of freedom = (n, +n, - 2) = 10 e e Y ¥
As H_ is one- s:dcd,wslwll apply a one-tailed test (in the right tail becauseH is of more than
type)fordewnmmagdl mg:onat&pamuevelwhwhoomesmsundq using table of
t-distribution for 10 degrees of freedom: : % e
R:1>1812
'I‘heobserved value of 1152381 which falls in the rejection region'and thus, wcm]eaH- and
conclude that additional protein Hias increased the wetght of cﬁxckcns. ats peroeut leve}of significance.

HYPOTHESTS TESTING FOR COMPAR!NG TWG RELATED SIAMI’[ES

Paired r-test is a way to test for comparing two related samples, involving small values of n thatdoes
not fequire the variances of the two populations to be equal, but the assumption that the two populations
are normal must continue to apply. For a paired t-test, it is necessary that the observations in the two
samples be collected in the form of what is called matched pairs i.e., “each observation in the one
samplenmslbepmmdmmmobsavanbhmmeoﬂﬁsm}emmhamwmmmm
are somehow “matched” o related, in an attempt to eliminate extraneous factors which are not of
interest in test.” Such a test is generally considered appropriate in a before-and-after-treatment

study. For instance, wcmayteslagroupofcertmqsmdcmbeforemdaﬁertmmngmmderto
. know whether the trainingiseffective, in which situation we may use paired r-test. To apply this test,
we first work out the difference score for each matched pair, and then find out the average of such
differencés, D , along with the sample variance of the difference score. If the values from the two
matched samples are denoted asXandi’mdlhe&tffdﬁnmhyﬂ(D =X - Y), then the mean of
the dlffemnces it

Assuming the said differences to be nonnally distributed and independent, we can apply the paired -
test for judging the mgmﬁcanoe of mean of dlf’ferences and WOrk oﬂl the test statistic 1 as under:

‘W/J- with (n - 1) degrees efﬂ'eedom

where 5'=Meanof_dtffmng:c,s, vz iNa
i’_ X . |

¥Donald L. Harnett and James L. Murphy, “Introductory Statisticul Analysis”, p. 364.
i

|, ksnag“offﬁporhesesr . = . 215}
O4g. = Standard deviation of ifferences

n = Number of matched paifs -
This calculated value of tis compared with its table value ata given level of significance asusual for
testing purposes. We can also use Sandlcr s A-tes,t for this very purpose as stated earlier in
Chapter 8. a4
lUustratigy 1)

Memory capacity of 9 students was tested befon: and after training. State at5s per cent level of
significance whether the training was effective frofii the following scores:

Student i e Nt N ¢ "% .4 8
After I L i A T R R

Usepanedt—testaswellas&&eslfo:ymrauswer

So!unou Take the score before training as X and the scarecafter training as Y and then taking the null
o 40 e RIS s
Jictes B iy = Py whichis equivalenttotest H,:D.= 0 ;o ope o0
H:p<p, (as we want to conclude that training has been effective) < .
Aswemhavmg matctwdpmrs we meapalred t-test and work ounhetesl stattshc:asunder

by srag udi t

To find the value of r, we shall ﬁrs( have m work out the mean and standard ;iewauon of dxffcrences

“asshownbelow: a.;;s_-
Table 9.8 7] 4
. Student "™ S'mre beforr Scarb"‘u ﬂ" Difference Difference
R i fr’arﬁ?nx‘ 8= rmlmhx by 8121, Squared’
18 1‘: .1 Ko suley v st (D[-?x“._ Py "Df 3
T e 7.4 1 T S Mik Sl id- i) ;
ny b e g A s 12 R o T 4
3 Y 8 1 I
4 3 5 -2 4
6 - it Wesie 2y | e o 1
7 16 ) BN Ao -2 a
a8 7, i’ e 9,
i b om0 a % _ '3 Y it
n=9

ID=-7 TDP=29
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.. Mean of Differences or D-E—D-—§=-0.778_

’ (D)n

and Standard deviation of differences or
[29- (- m) X9

B
=294 = 1715

—0.778 0 i 773——1361
TNV 0572

Degrees of freedom=n-1=9-1=8. W o

As H_is one-sided, weshallapplyaom-mledmﬁnmeleﬁmﬂbecauseﬁ mofmmamype)

fordelaexmmnglherejecnon region at 5 per cent level which comes to as under, usmgd;etableof
hdlsmbununforSdegmsoffmdom :

Hence, .

"R:it<- 1860

The observed value of £ is ~1.361 which is in the acceptance region mdthus, we accept H and
conclude that the difference in score before and aftesftaining is insignificant i.e:, it is only due to
sampling fluctuations. Hence we can infer that the training was not effective.

Solution using A-test: Using A-test, we workout the test statistic for the given problem thus
b Y-

“@f @
Since H, in the given problem is one-sided, we shall apply one-tailed test. Accordingly, at 5% level of
sngruﬁcamctlwlxble value of A-statistic for (n - 1) or (9 - 1) = 8 d.f. in the given case is 0.368 (as
per table of A-statistic given in appendix). The computed value of A i.e., 0,592 is higher than this table
value and as such A-statistic is insignificant and accordingly H, should be accepted. In other words,
we should conclude that the training was not effective. (This inference is just the same as drawn
earlier using paired r-test.)

Hlustration 12

The sales data of an item in six shops before and after a special promotional campaign are:
Shops A B : S D £ €3
Before the promotional campaign 53 p..] 3 43 b ] 2
After the campaign 58 p-) 0 55 5 45

Canmecmnpmgnbemdgedtobeasuccess'?'rmms per cent level of significance. Use paired
t-test as well as A-test.
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Solution: Izlﬂwsdesbcfomcampmgnbempmenwdasxmwsalcsaﬂercamsanm
then taking the null hypothesis that campaign does notbnng any 1mprovement in sales, we can write:

Hy: =, whlchlscquwa}enttotesl Hy:D =0

H: <y (aswewamtoeoncludcma{campwgnhasbeenasucccss) e
Becauscofthematchedpwsweusepmmd:-testandworkoultheteststansuc f' as under:

i D - 0
Oy /N0
To find the value of t, we first work out the mean and standard deviation of differences asgndm‘.
Table 9.9 Y
" Shops Sales before Sales after Difference - Difference
. ign campaig ) squared
Xl ¥ }: (Di= Xl A Yr ) D|2
A s 8 11 %5
B . - i 15
& 31 i | goil
D 48 55 ) 9
E 0 % -6 %
F 2 45 =3 9
n=6 : D ==-21 TDi= 121
T
D="—t=—-—= 35
n 6
s0i-(D)f n [m1-(35)x6 oo
ag =\ a-1  } ...6-1
-35-0 -35
e === 2184 |
Hence, t o JE 1557

Degrees of freedom = (n—1)=6-1=35
As H is one-sided, we shall apply a one-tailed test (in the left tail because H_ is of less than type)
ﬁordelmmnmg the rejection region at 5 per cent level of significance which come to as under, using
table of t-distribution for 5 degrees of freedom:
R:1<-2015 4
The observed value of ¢ is — 2.784 which falls in the rejection region and thus, we reject H, at 5
per cent level and conclude that sales promotional campaign has been a SUCCESs.
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Solution: um.imr UsmgA mwcworkoutthﬁestslausucforthegmnpmblemasundnr

L ) B
@) e

Since H, in the given problem is one-sided, we shall apply one-tailed test. Accordingly, at 5%
levelof llghlﬁcance the table valué of A-statistic for (n ~1) or (6 -1) = 5 d.f. in the given case is
0.372 (as per table of A-statistic given in appendix). The computed value of A, being 0.2744, is less
than this table value and as such A-statistic is significant. This means we should reject f, (alternately
we should accept H_ ) and should infer that the sales promotional campaign has been a success.

i

HYPOTHESIS TESTING OF PROPORTIONS

In case of qualitative phenomena, we have data on the basis of presence or absence of an attribute(s).
With such data the sampling distribution may take the form of binomial probability distribution whose
mean would be equal to 7 - p and standard deviation.equal to Jn - p -  , where p represents the
probability of success, ¢ represents the probability of failure such that p + ¢ = 1 and n, the size of the
sample. Instead of taking mean number of successes and standard deviation of the number of
successes, we may record the proportion of successes in each sample in which case the mean and
standard deviation (or the standard error) of the sampling distribution may be obtained as follows:

Mean proportion of successes = (n - pyn =

and standard deviation of the proportion of successes = ]’P_’;g .

Inn is'large, the binomial distribution tends to become normal distribution, and as such for
proportion testing purposes we make use of the test statistic z as under:

3
I

o o J - ’ n
where p is the sample proportion.

For testing of proportion, we formulate H, and H, and construct rejection region, presuming
normal approximation of the binomial distribution, for a predetermined level of significance and then

may judge the significance of the observed sample result. The following examples make all this quite
clear. :

HMustration 13

‘A sample survey indicates that ouf of 3232 births, 1705 were boys and lhe rest were girls. Do these
figures confirm the hypothesis that the sex ratio is 50 50? Test at § per cent level of significance.

Solution; Starting from the null_hyp;)mesis_lhét the sex ratio is 50 : 50 we may write:
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1 -
Hy:p= Ph= 5
H,:p#py,

AR AR A
Hence the probability of boy birth or P= - and the probability of girl irth s also 7.
Considering boy birth as success and the girl birth as failure, we can write as under:

4

e
*'the proporticn success or P =

2 LA
. the proportion of failure or g x-z- :
and n=3232 (given).
The standard error ofpmpomon of success.

Ohservedmnpk pmpotnon of success, or
I = 17053232 = 05275
-~ and the test statistic
' - p 052755000

=Jp.q 0088
n

=13125

As H istwo-sided in the given question, we shall be applying the two-tailed test for determining
 the re]ex:non regions at 5 per cent level wiuch come to as under, using nonnal curve area tablle
b - ORI 196 %

"The observed value of z is 3.125 which comes in the rejection region sinceR: 121> 1 96 and
ﬂlus, H, is rejected in favour of H . Accordingly, we conclude that the given figures do not conform
the hypo(hesls of sex ratio being 50: 50. :

L ‘tmrwu 14 ” ! : o zka
'ﬁ;e null hypothesis is that 20 per cent of the passengers go in first class, but management recogni
“the possibility that this percentage could be more or less. A randdin sample of 400 passengers
includes 70 passengers holdmg ﬁrst class Ucke;s Can the null hypothesis be rejected at 10 per cent
 level of significance? :

Solution; The null hypothesis is
o) ‘H,zp=20% or 0.20
and .H_.:p # 20%
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Hence, p=0.20 and

q=0.80
Observed sample proportion () =70/400=0.175

p-p _0I75-20
J Pq J.ZO x 80
n 400
As H, is two-sided we shall determine the rejection regions applying two-tailed test at 10 per
cent level which come to as under, using normal curve area table:
R:1z1>1.645
The observed value of z is ~1.25 which is in the acceptance region and as such H, is accepted.
Thus the null hypothesis cannot be rejected at 10 per cent level of significance.
Hlustration 15 ;
A certain process produces 10 per cent defective articles. A supplier of new raw material claims
that the use of his material would reduce the proportion of defectives. A random sample of 400 units

using this new material was taken out of which 34 were defective units. Can the supplier’s claim be
accepted? Test at 1 per cent level of significance.

and the test statistic z =

$olution: The null hypothesis can be written as H, : p = 10% or 0.10 and the alternative hypothesis
H, : p <0.10 (because the supplier claims that new material will reduce proportion of defectives).
Hence, :

p=0.10andg=090
Observed sample proportion p =34/400 = 0.085 and test statistic

e p-p _ 085-.10 _‘.0_15.__‘_l
JM J.wx.go L
n 400

As H_is one-sided, we shall determine the rejection region applying one-tailed test (in the left tail
because H. is of less than type) at 1% level of significance and it comes to as under, using normal
curve area table:

R:z<-232 3

As the computed value of z does not fall in the rejection region, H, is accepted at 1% level of
significance and we can conclude that on the basis of sample information, the supplier’s claim cannot
be accepted at 1% level. '

HYPOTHESIS TESTING FOR DIFFERENCE BETWEEN PROPORTIONS

If two samples are drawn from different populations, one may be interested in knowing whether the
difference between the proportion of successes is significant or not. In such a case, we start with the

hypothesis that the difference between the proportion of success in sample one (5, ) and the proportion
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of stccess in sample two (B) is due to fluctuations of random sampling. In other words, we take
the null hypothesis as Hy: p) = p, and for testing the significance of difference, we work out the
test statistic as under:

LT ]-52
Prdy Py
n n

_where p, = proportion of success in sample one

o1 |~

p, = proportion of success in sample two
é1=l"f’l

éz=1"s52

nl=sizeofsamp4eone

= size of sample two

n n, )
| i -I 2 . Y
I Then, jecti i ing H fora given level of significance
we construct the rejection region(s) depending upon the . el
‘and on its basis we judge the significance of the sample result for wlng or rejecting H,. We can

-i\drugr::eaiche:perimemal unit is testing two drugs nevu:ly developed loreduceb?;;io pressure
3 ‘Thcdrugsacadnﬁnistemdtotwodiffmtselsofamx'ngls.lngmupone,3500 . amu:mlsTtle
testec respoudlodmgmandingmuptwn.l&Uof.SOOammalstestedrespondmdr'ugtwo&m
search unit wants to test whether there is a difference between the efficacy of the said two drugs
: pérmn( level of significance. How will you deal with this problem?

& lations where we cannot have the best
" Thi la is used when samples are drawn from two heterogeneous popu i nn ‘
B v i coiaion vl ofthe proportio f th atrbute n th populatio fom the gven sarpl nformaton, But
.Hﬂnmunpﬁondum\cpopulaionsmsimilnuugudsﬂw;ivenﬂﬁbm.wemkeuseofrhefoﬂomhmuh

working out the standard error of difference between proportions of the two samples:

_ [P, Po %
S.E-M'.p.-p!_ " 5 "

. ,m=bmuﬁmofmﬁmiﬁﬂnmm
4 mtn

Q@=1-p
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Solution: We memnwmmmmmmﬁmmmwmae
Hy'py 56y . ol % pipsetoqud Hu o

The altemauve hypolhesls can he !akcu as tha( therc is a difference between. the dtugs;.e
H,: p# p, and the given information canhestatcdas

35(]/6[!) 0583
4 1~ =04l
n, =600 SR
pr= 260"500 0520
aniEs Ve
n, =500
We can work out the test statistic z thus:
L, ad . T 0583 — Q52 " 102 =
Jﬁ._é. y B [8(a1) (szo)(.m)
“Ym o om Y 600 500 g
- =2093 . aris baabnas:
As H is two-sided, we shall deterrmne the rejection regions applymg lwo-ta:ied testat 5% ieve]
wmchmasunderasmmmalcmea(cﬂ&hh iy oY 0899 $2009 9w sl T
: tidg: Rk 1960 wonsailingis oo 4 2o b

The observed value of zis 2 093 which is in the rejection region and thus, H is rc;ecmiifﬁvem of

H, and as such we conclude that the difference between the efficacy of the two drugs is significant.

"fl'!m@ﬂ‘ 17 b 01 baolav ! 2o @ BT s LB yt wind

x

.Atacerta}ndatemalargtcinyOOwtofmndomsampichSOOnmmm&mem

After the tax on tobacco had been heavily increased, another random sample of 600 men in the same
city included 400 smokers. Was the obsefved decreasem the pmpomoﬂ of s:ﬂokmsugmﬁcaat"’rest
at 5 per cent level of s:gmﬁbgmc

Salnrmn We start w1th the null h)‘p()ﬂ}BSIS that the pmpomon of smokers even after the heavy tax

untobaccomnamsunchangedu Hyi py= by mdﬂwﬂmmvehyno&hesmhatpmpmuonof
smokmaftertaxhasdecreaxedle A

: H Py > ,61
On the presumption that the given populations are similar as regards the given attribute, we work
out the best estimate of proportion of smokers (p,) in the population as under, using the given information:

400) " (400
Sk 500(——]+600(—]
mptmp, _ 500 600 =.@'.—.§._.7273
o+ ny 500 + 600 1moo 11

ﬁeﬁnﬁmypmm; 223

M%ﬂl‘*"‘:m Tinge Qi gil T 21 TS
The test statistic z can be worked outasunder: . o o . ik

"‘x' e o400 400
,Pn‘ia

500~ 600
_{_123__4925 ‘

Fm (2721 7273](212?
0027

‘Asthe H_is one- sided we shall determine the re]ectmu region q:plymgnne-taﬂed test (in the right tail
. becauseH is ofgrea:erthantype) atSper centlevel andthesmheworksmntoasuﬁdef usmg

mmﬂmmmatabh o 3 b "
] '“ﬁz">l6¥5 g
The observed value of z is 4.926 which is in the rejection region and so we reject H, in fam of H,
wmmmwmmmmmmﬁmm &
b Testing mmmmﬁmm@mwmhwwpmmwim
" for the whole population: In such a situation we work out the standard error of difference 1 €en
 proportion of persons possessing an attnbute ina sample and the prqxxﬂon given forthe popu ation
as under: OVIRASIOD SOR DVITEIT 213 IYH
Smdmdmofmﬁmmbqwmmplemmwnmﬂ 2 O

\4"

by oy

g =hbap 22 100 DaX

n= nmnherohmmﬂnsmple

N = number of items in population .
and the test statistic - can be worked out as under:

" ¢

Al other steps remain the Sarfie as ‘explained above inthe ¢ context of teéiing b’l‘propdmons We
: _e:;asqplc{otllusu'alcﬂlesam iw X Yo sulsy bawsluolso : vd ns

T ia Thi g. : - meyia o
f thls colleg:. the

100 students ina muvemty cojlegc and in lh; whplq quzsnyhlmluswe of
S 52000, Ina random sample study 20 wer:?wud smokers in the wl'lc_ge and the
fSfriokets in the university is 0.05. Is there a a significant difference betwubn the

smokers in the co][e.ge and university? Test at 5 per cent level. e
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Solution: Let Hy: p = p (there is no difference between samiple proportion‘and population proportion)
and H,: p# p (there is difference between the two proportions)
and on the basis of the given information, the test statistic z can be worked out as under:

20
e I 00~ %
-n 2000 - 100
p-g— [(05)(95
\[ nN J(-)( )(100)(2000)
=20 = 443
0021

cent level and the same works oututo as under, using normal curve area table:
R:lz1> 196

'Iheobservodvaluenfzis?.MSwhichisintherejecﬁmrcgionandasmchwemjeclliomd

m@@e&ﬂﬂ;misﬂigniﬁcmﬂdiﬁmmbﬁwmthepmpotﬁmofmmmcmuegemd
university. : '

HYPOTHESIS TESTING FOR COMPARING A VARIANCE
TO SOME HYPOTHESISED POPULATION VARIANCE

'I‘hetcsfwe.usgforcomparingasamplevariancetosomeﬂworeﬁcﬂorhypothesisadmianceof
population is different than z-test or the r-test, The test we use for this purpose is known as chi-

square test and the test statistic symbolised as X*, known as the chi-square value, is worked out.
The chi-square value to test the null hypothesis viz, Hy: o} = o*, worked out as under:

=% o
P

where crf = variance of the sample
o/, = variance of the population
(n ~ 1) = degree of freedom, n being the number of items in the sample. |
"Then by comparing the calculated value of X with its table value for (n ~ 1) degrecs of
freedom at a given level of significance, we may either accept H| or reject it. If the calculated valve

2 |
of X is equal to or less than the table value, the null hypothesis is accepted; otherwise the null
hypothesis is rejected. This test is based on chi-square distribution which is not symmetrical and all
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the values .-ﬁappen to be positive; one must simply know the degrees of freedom for using such a
distribution,”

TESTING THE EQUALITY OF VARIANCES
OF TWO NORMAL POPULATIONS

When we want to test the equality of variances of two normal populations, we make use of F-test
based on F-distribution. In such a situation, the null hypothesis happens to be Hy: c; = ci} ; 0":,1

and “i; representing the variances of two normal populations. This hypothesis is tested on the basis
of sample data and the test statistic F is found, using cfl and af! the sample estimates for “i, and

Gf,_' respectively, as stated below:

2
r:E;_
6-‘1
3(X- x) T =Xl
where 62 = ————— and e Bl
K ("l"l) % ("2‘1)

While calculating F, 01 is treated > cfz which means that the numerator is always the greater

'~ variance. Tables for F-distribution™ have been prepared by statisticians for different values of F at

different levels of significance for different degrees of freedom for the greater and the smaller
variances. By comparing the observed value of F with the corresponding table value, we can infer
whether the difference between the variances of samples could have arisen due to sampling
fluctuations. If the calculated value of F'is greater than table value of F at a certain level of significance

.~ for (n, - 1) and (n, - 2) degrees of freedom, we regard the F-ratio as significant. Degrees of
' freedom for greater variance is represented as v, and for smaller variance asv,. On the other hand,
' ifthe calculated value of F is smaller than its table value, we conclude that F-ratio is not significant.
' If F-ratio is considered non-significant, we accept the null hypothesis, but if F-ratio is considered

significant, we then reject H, (i.., we accept H ).
When we use the F-test, we presume that

(i) the populations are normal;

(ii) samples have been drawn randomly;
(iii) observations are independent; and
(iv) there is no measurement error.

- The object of F-testis totest the hypothesis whether the two samples are from the same normal
population with equal variance or from two normal populations with equal variances. F-test was

 initially used to verify the hypothesis of cquality between two variances, but is now mostly used in the

"See Chapter 10 entitled Chi-square test for details.
** F-distribution tables [Table 4(a) and Table 4(b)] have been given in appendix at the end of the book.
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context of analysis of variance. The foilowmg examplw illustrite the use of F-test for wsung the
equality of variances of two normal populations.

Hlustration 19
Two random samples drawn from two normal populations are: ;

Sample] 20 16 26 27 23 22 18 24 25 19

. Sample 2 27334235323438234143303?

. Test using variance ratio at 5 per cent and. 1 per cent level of s:gmﬁr:am;e whether the two
popu!aﬁons have the same vanances

Solution: We take the null hypothcsxs that the two populations from where the samples have been

dramhavethesamvanamesw Hu“ -c Fromzhesamp!edataweworkomo and

G,z as under;
Table 9.10
Sample | Sample 2
X, (X}.'— «?:) (Xh— Xl) X, '(IXZ.'— X:} (_Xli - Xl)z
2 =2+ 4 vil % 64
o (xSt 3,53 B 32 i
% ot 16 Q. % »
o e 5 5 B 0 . 0
ag, s iys ’ 5 5  2igvsl
ol AW e I ] M -1 1
o IS g 16 K 3 9
----- u 2 104 ® b ®
- 2L 3 9. 40 6 k3
19 o | 9 43 8 o
; pix ot Mg -5 25
otk 37 2 4
T X,=220 E(k,- %) =120 EX,=420 (x5~ X5) =314
n =10 n=12
- X 20 - :
x,_z—-':p—:zz; x2=2xb .
it a5 2 > 400 ny A2
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E(Xz, X;] 4
12—1

' o’ = 2855
and n= ﬂ;""l 123

i 1
(<02 >02)

Degrees of freedom in sample 1 =(n,~1)=10-1=9
Degrees of freedom in sample 2= (n,~ 1) = 12- 1= 11
As the variance of sample 2 is greater variance, hence
v=1hv,=9
: The table value of Fat 5 pﬂ'centlwelofs:gmﬁcmcefmv =11andv,=9is3. llandthctable
value of Fat | per cent level of significance for v, = 11mdv-91s$20
' Since the calculated value of F = 114whachlslessﬂmn311mdalsolessdmsmmel?muo

mnslgmﬁmntatSperwmaswc!lasallperomtle\relofsngmﬁcancemdasm“mceptme
mﬂwmmmmmﬁwhmmm“ﬁomtwommmhmgmm
variances.

ey
I(Xy- X,) =184
B H i
. ; I(Xy-X;) =38
- Apply F-test to judge whether this difference is significant at 5 per cent level.

 Solution: We start with the hypothesis that the difference is not significant and hence, Ho: ol =0t
" To test this, we work out the F-ratio as under:

__ﬁ: (xlr )/(ﬂl"l)
% (X~ o) Am-)
L
%7 543

- v, =8 being the number of d.f. for greater variance
v =7 being the number of d.f. for smaller variance.

triﬁ
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The table value of F at § per cent level for v, =8 and v,= 7 is 3.73. Since the calculated value of
F s greater than the table value, the F ratio is significant at 5 per cent level. Accordingly we reject
H, and conclude that the difference is significant. '

HYPOTHESIS TESTING OF CORRELATION COEFFICIENTS'

We may be interested in knowing whether the correlation coefficient that we calculate on the basis

~of sample data is indicative of significant correlation. For this purpose we may use (in the context of
small samples) normally either the r-test or the F-test depending upon the type of correlation coefﬁc:em
We use the following tests for the purpose:

(a) In case of simple correlation coefficient: We use t-test and calculate the test statistic as under:

g n-2 LY
g I T
1 s

with (n - 2) degrees of freedom ., being coefficient of simple correlation between x and y.
This calculated value of ¢is then compared with its table value and if the calculated value is less

than the table value, we accept the null hypothesis at the given level of significance and may infer
that thére is no relationship of statistical significance between the two variables. .

(b) In case of partial correlation coefficient: We use t-test and calculate the test statistic as under:

(n-%)
=r
P 2
Vi1-5
- with (n - k) degrees of freedom, n being the number of paired observations and k being the number
of variables involved, r_ happens to be the coefficient of partial correlation.

: If the value of ¢ in the table is greater than the calculated value, we may accept null hypothesis
and infer that there is no correlation.

(¢) In case of multiple correlation coefficienr: We use F-test and work out the test statistic as
under:

_ Rfk-1)
{1 R’)/(n k)

where R is any multiple coefﬁc:enl of correlation, k being the number of variables involved and n

being the number of paired observations. The test is performed by entering tables of the F- -d:stnbumn
with

v =k-1 =degrecsoffrwdum for variance in numerator.
v, =n -k = degrees of freedom for variance in denominator.

If the calculated value of F is less than the table value, then we may infer that thcre is no statistical
evidenge of significant correlation.

'On.lythemnlineofluﬁngpmcedmbasbeenkimhﬂe.RMmaylwkiawW tests for further details.
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LIMITATIONS OF THE TESTS OF HYPOTHESES

We have described above some important test often used for testing hypotheses on the basis of
which important decisions may be based. But there are several limitations of the said tests which
should always be borne in mind by a researcher. Important limitations are as follows:

(i) The tests should not be used in a mechanical fashion. It should be kept in view that testing
is not decision-making itself; the tests are only useful aids for decision-making. Hence
“proper interpretation of statistical evidence is important to intelligent decisions.™

(i) Test do not explain the reasons as to why does the difference exist, say between the means
of the two samples. They simply indicate whether the difference is due to fluctuations of
sampling or because of other reasons but the tests do not tell us asto which is/are the other
reason(s) causing the difference.

(iii) Results of significance tests are based on probabilities and as such cannot be expressed.
with full certainty. When a test shows that a difference is statistically significant, then it

 simply suggests that the difference is probably not due io chance.

(iv) Statistical inferences based on the significance tests cannot be said to be entirely correct
evidences concerning the truth of the hypotheses. This is specially so in case of small
samples where the probability of drawing erring inferences happens to be geuerally higher.
For greater reliability, the size of samples be sufficiently enlarged.

All these limitations suggest that in problems of statistical significance, the inference techniques

(or the tests) must be combined with adequate knowledge of the subject-matter along with the ability
of good judgement.

Questions

1. Distinguish between the following:
(i) Simple hypothesis and composite hypothesis;
@ Null hypothesis and alternative hypothesis;
(i) One-tailed test and two-tailed test;
(iv) Type I error and Type Il error;
(v) Acceptance region and rejection region;
(vi) Power function and operating characteristic function.

2 Whausahypothesis‘?wmchmlensncsumustpossessmorderwbeagoodresearchhypmhesu‘?
A manufacturer considers his production process to be working properly if the mean length of the rods
the manufactures is 8.5, The standard deviation of the rods always runs about 0.26". Suppose a sample
of 64 rods is taken and this gives a mean length of rods equal to 8.6". What are the null and alternative
hypotheses for this problem? Can you infer at 5% level of significance that the process is working
properly?

3. The procedure of testing hypothesis requires a researcher to adopt several steps. Describe in brief all
such steps.

*Ya-Lun-Chou, “Applied Business and Economie€ ofigtics”.
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4. What do you mean by the power of a hypothesis test? How can it be measured? Describe and illustrate

_byanexample.

5, Briefly describe the important parametric tests used in context of testing hypotheses. How such tests
differ from non-parametric tests? Explain.

6. Clearly explain how will you test the equality of variances of two normal populations.

7. (2) What is a -test? Whenit is used and for what purpose(s)? Explain by means of examples.

{(b) Write a brief note on “Sandler’s A-test” explaining its superiority over f-lest.

8. Point out the important limitations of tests of hypotheses. What precaution the researcher must take

. while drawing inferences as per the results of the said tests?

9. Acoin is tossed lﬂﬁmumesmdhcadnmuup5 195 times. Is the coinunbiased?

10. Insomedice tlmwmg experiments, A threw dice 41952 times and of these 25145 yielded ad or 5 or . Is
this consistent with the hypothesis that the dice were unbiased?.

11+ A machine puis out 16 imperfect articles in a sample of 500. After machine is overhauled, it puts out three

- -imperfect articles in a batch of 100. Has the machine improved? Test at 5% level of significance.

12. Intwo large populations, there are 35% and 30% respectively fair haired people. Is this difference likely
to be revealed by simple sample of 1500 and 1000 respectively from the two populations?

13. Inacertain association table the following frequencies were obtained:

.. - (AB)=309,(4b)=214,(aB)=132,(ab) = 119, _
CanﬂwassocmhonhﬂweenABasperﬁieabovedammbesmd tnhavemseuas a fluctuation of
simple.sampling?

14, Amphof%mmbﬂslsfoundlqhaveameanoﬁ /47 cm. Can it be reasonably regarded as a simple
sample from a large population with mean 3.23 cm. and standard deviation 2.31 cm.?

15. The means of the two random samples of 1000 and 2000 are 67.5 and 68.0 inches respectively. Can the
samples be regarded to have been drawn from the same population of standard deviation 9.5 inches? Test
at 5% level of significance.

16. A large corporation uses thousands of light bulbs every year. The brand that has been used in the past
I;asmavmgehfeoﬂ(mtmm'sw:ﬂlastandmddmamnof 100 hours. A new brand is offered to the
corporation at a price far lower than one they are paying for the old brand.- -t is decided that they will
switch to the new brand unless :twpmvedmthalewlofs:gmfumeofi%ihalﬂxnewbmndhas
smaller average life than the old brand. A random sample of 100 new brand bulbs is tested yielding an
observed sample mean of 985 hours. Assummgmmﬂwmdarddev:auouofﬂ:emwbmdnsthem
as that of the old brand,

'(a) What conclusion should be drawn and what decision should be made?

(b) What is the probability of accepting the new brand if it has the mean life of 950 hours?
?\@Tmsmdmlsmselecwdalrandomfmmaschoolandmexrhelghtsarefoundlobe in inches, 50, 52,52,

53,55, 56, 57, 58, 58 and 59. In the light of these data, discuss the suggestion that the mean height of the

. students of the school is 54 inches. You may use 5% level of significance (Apply r-test as-well as A-test).

18, In a test given to two groups of students, the marks obtained were as follows:

First Group Wil vo i 02 Dt My B W By M
Second Group » B % 3 k1] 4+ 4%

Examine the significance of difference between mean marks obtained by students of the above two
groups. Test at five per cent level of significance,

19. The heights of six randomly chosen sailors are, in inches, 63, 63, 58, 69, 71 and 72. The heights of 10

randomly chosen soldiers are, in inches, 61, 62, 65, 66, 69,69, 70,71, 72 and 73. Do these figures indicat®
that soldiers are on an average shorter than sailors? Test at 5% level of significance.
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. ”'l’ﬂtyoung recruits were put through a strenuous physical training programme by the army. Their weights
(in kg) were recorded before and after with the following results: :

Recruit 1 2 3 4 3 6 1 8 9 10
Weightbefore 121 195 1@ 10 M3 A5 18 175 . 197 . 1%
Weightafter 135 20 160 1& 147 A0 02 186 1% M4
Using 5% level of significance, should we conclude that the programme affects the average weight of
young recruits (Answer using r-test as well as A-test)?

24, Suppose ateston the hypotheses H,: )L =200againstH, : |1 >200is done with 1% level of significance,
0, =40andn=16. '

(a) Whaustheprobabﬂltylhall.henullhypmhesasmlghlbempwdwhenmemmeamsreallyﬂﬂ'?
What is the power of the test for | =210? How these values of [} and 1 - B ‘change if the test had

used 5% level of significance?
(b) Which is more serious, a Type I and Type Il error?

22. Thefnllowmgmobservatmswfmdmwn from a normal population: -
- 2719202423 2921 177

(i) Testthe null hypothesis H: |L =26 against the alternative hypothesis H_: [L # 26. At what level of
significance can H be rejected?
(i) Atwhatlm!ofSIgnlﬁcancemH p Zﬁquwtedwﬁenleswdagmnslﬂ B <267

23. Supposeﬂmapﬂxmpaahmbasagmedmadverhmdnmghaloulmwspapmﬁtmbeembhshed
that the newspaper circulation reaches more than 60% of the corporation’s customers. What H, and H_
should be established for this problem while deciding on the basis of a sample of customers whelher or
not the corporation should advertise in the local newspaper? If a sample of size 100 is collected and 1%
level of significance is taken, what is the critical value for making a decision whether or not to advertise?
Would it make any difference if we take a sample of 25 in place of 100 for our pitrpose? If so, explain.

24, Answer using F-test whether the following two samples have come fmmdle same population:

Sample 1 17 27 18 25 27 29 27 23 17 %\

Sample 2 16 16 20 16 20 17 15 21

Use 5% level of significance.

- 25, The following table gives the number of units produced per day by two workers A and B for a number of
days:

A 4030 38 41 38 35
B39 38413332494934

Should these results be accepted as evidence that B is the more stable worker? Use F-test at 5% level.

16. A sample of 600 persons selected at random from a large city gives the result that males are 53%. Is there
< 5 reason to doubt the hypothesis that males and females are in equal numbers in the cuy'r' Use 1% level of
significance.

Q 2 students were given intensive coaching and 5 tests were conducted in a month. The scores of tests 1
S__/and 5 are given below. Does the score from Tcst 1 1o Test 5 show an improvement? Use 5% level of
significance.

No. of students P @uat Ay vk 8w 6 P ol 2% 00 H R
Marksin IstTest 0 £ 51 % ¥ £ & 4 0 5 & 3
‘MarksinStheest € 4 6 3 M 2 & 5| ¥ 8 72 D
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28. (i) A random sample from 200 villages was taken from Kanpur district and the average population per

29,

village was foud to be 420 with a standard deviation of 50. Another random sample of 200 villages from
the same district gave an average population of 480 per village with a standard deviation of 60. Is the
difference between the averages of the two samples statistically significant? Take 1% level of significance.
(ii) The means of the random samples of sizes 9 and 7 are 196.42 and 198.42 respectively. The sums of he
squares of the deviations from the mean are 26.94 and 18.73 respectively. Can the samples be constituted
to haye been drawn from the same normal population? Use 5% level of significance.

A farmer grows crops on two fields A and B. On A he puts Rs. 10 worth of manure per acre and on B Rs 20
worth. The net returns per acre exclusive of the cost of manure on the two fields in the five years are:
Year |3 2 3 4 5

Field A, Rsperacre .. 3 . S 1) 3 4

Field B, Rs per acre % k1] 4 B 50

Other things being equal, discuss the question whether it is likely to pay the farmer to continue the more
expensive dressing. Test at 5% level of significance.

. ABC Company is considering a site for locating their another plant. The company insists that"any

location they choose must hiave an average auto traffic of more than 2000 trucks per day passing the site.
They take a traffic sample of 20 days and find an average volume per day of 2140 with standard deviation
equal to 100 trucks. -

Answer the following:
() If o =05, should they purchase the site?

(i) If we assume the population mean to be 2140, whatis the P error?




