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The general strategy we adopt in the chapter is to setup expressions for the energy levels of
molecules, and then to apply selection rules and considerations of populo lions to infer the
form of spectra. Rotational energy levels are considered first, and we see how to derive
expressions for their values and then how to inlerpret rotational spectra in terms of
molecular dimensions. Not all molecules can occupy all rotational states: we see the
experimental evidence for this restriction and its explanation in terms of nuclear spin and
the Pooh principle Next, we consider the vibrational energy levels of diatomic molecules, and,
see that we can use the properties of harmonic oscillators developed in Chapter 12. Then we
consider polyotomic molecules and find that their vibrations may be discussed as though
they consisted of a set of independent harmonic oscillators, so the some approach as that
employed ford/atomic niolecules may he used. We also see thai the symmetry properties of
the vibrations of polyatomic molecules arc helpful tor th'calinq which modes can be studied
spectroscopically.

The origin of spectral lines in molecular spectroscopy is the emission or absorption of a
photon when the energy of a molecule changes. The difference from atomic spectroscopy is
that the energy of a molecule can change not only as a result of electronic transitions but
also because it can undergo changes of rotational and vibrational state. Molecular spectra
are therefore more complex than atomic spectra. However, they also contain information
relating to more properties, and tneir analysis leads to values of bond strengths, lengths, and
angles. They also provide a way of determining a variety of molecular properties, particularly
molecular dimensions, shapes, and dipole moments.

Pure rotational spectra, in which only the rotational state of a molecule changes, can be
observed in the gas phase. Vibrational spectra of gaseous samples show features that arise
from rotational transitions that accompany the excitation of vibration. Electronic spectra,
which are described in Chapter 17, show features arising from simultaneous vibrational and
rotational transitions. The simplest way of dealing with these complexities is to tackle each
type of transition in turn, and then to see how simultaneous changes affect the appearance
of spectra.
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General features of spectroscopy
All types of spectra have some features in common, and we examine these first. We shall
often need to use the relations between the frequency, ii, wavelength, ), and wavenumber,
ü, of electromagnetic radiation that were first mentioned in the Introduction:

C
'	

(1)ii 	C

The units of wavenumber are almost always chosen as reciprocal centimetres (cm I).
Figure 16.1 summarizes the frequencies, wavelengths, and wavenumbers of the various

regions of the electromagnetic spectrum and anticipates the type of molecular excitation
that is characteristic of each region.

16.1 Experimcrital tchnquc
In emission spectroscopy, a molecule undergoes a transition from a state of high energy E
to a state of lower energy E2 and emits the excess energy as a photon. In absorption
spectroscopy, the net absorption' of nearly monochromatic (single-frequency) incident
radiation is monitored as the radiation is swept over a range of frequencies. The energy, h,
of the photon emitted or absorbed, and therefore the frequency, v, of the radiation emitted
or absorbed, is given by the Bohr frequency condition

E l -	 (2)

c	 o	 a

	

cc
V	 i	 =	 0)

	

0 >	 0
700 620 580 530 470 420 nm

	

1.4	 1.6	 1.7	 1.9	 2.1	 2.4 x 1O 4 cm'

	

4.3	 4.8	 5.2	 5.7	 6.4	 7.1 x i' Hz
I	 I	 I	 I	 I

Near	 04	 Ultra-	 Vacuum
infrared	 violet	 ultraviolet

	

Micro-	 Far
Radiofrequency	 wave	 infrared	 X-rays, y-rays

I	 I	 I

log (v/Hz)	 1 5 1 6 1 1 1 8 1 9 1 10 1 1 112 1 13 1 14 1 15 1 16 117 118 1 1 120 I 21

A. 3 km	 3m 30cm 3mm 0.03 mm 300 n	 3 om	 3pm

Nuclear magnetism	 Rotation	 Vibration	 Electronic	 Nuclear

16.1 The electromagnetic spectrum and the classification of the spectral regirins.'lhr band at th bottom of the illustration indicates I llhe types of transitions that
absorb or emit in the various regions. ('Nucar magnetism refers to the types of transitions discussed in Chapter la; nuclear' on the right refers to transitions
within the nucIus)

1	 We say net absorption. because it will become rica, that. when a sample is ir,aduted. both absorption and emission at a given
Frequency are si,muiatrd and the detecto r ,neasures the difference. the net absorption.
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Detector 
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16.2 The layout of a typical absorption spectrometer.
The beams pass alternately through the sample and
reference cells, and the detector is synchronized with
them so that the relative absorption can be
determined.
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Emission and absorption spectroscopy give the same information about energy level

Experimental	 separations, but practical considerations generally determine which technique is employed.
stati

0 n
Emission spectroscopy, if it is used at all, is normally used only for visible and ultraviolet

adiatr\ spectroscopy; absorption spectroscopy is much more widely employed, and we shall
concentrate on it. Absorption spectra are also often easier to interpret than emission spectra.
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16,3 A synchrotron storage ring. The electrons
injected into the ring from the linear accelerator
and booster synchrotron are accelerated to high
speed in the main ring. An electron in a curved
path is subject to constant aceleration, and an
accelerated charge radiates electromagnetic energy.
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16.4 One simple dispersing element is a prism,
which separates frequencies spatially by making use
of the higher refractive, index of matter for high-
frequency radiation. The shortest wavelength for
which a glass prism can be used is *bout 400 Sm,
but quartz can be used down to ISO am.

(a) Sources of radiation
The general layout of a spectrometer is summarized in Fig, 16.2. The source generally
produces radiation spanning a range of frequencies. For the far infrared, the source is a
mercury arc inside a quartz envelope, most of the radiation being generated by the hot
quartz. A Nernst filament is used to generate radiation in the near infrared. This device
consists of a heated ceramic filament containing rare-earth (lanthanide) oxides, which emits
radiation closely resembling that of a true black body. For the visible region of the spectrum.
a tungsten/iodine lamp is used, which gives out intense white light. A discharge through
deuterium gas or xenbn in quartz is still widely used for the near ultraviolet. In a few cases,
the source generates monochromatic radiation which can be swept over a range of values.
One such generator is the k)ystron, an electronic device used to generate microwaves.
Lasers, which are discussed in more detail in Chapter 17, generate monochromatic
electromagnetic radiation that can often be tuned over a range of frequencies; different
types of laser are used to cover different regions of the electromagnetic spectrum.

For certain applications, synchrotron radiation from a synchrotron storage ring is

appropriate. A synchrotron storage ring consists of an electron beam (actually a series of
closely spaced packets of electrons) travelling in a circular path of several metres in
diameter. As electrons travelling in a circle are constantly accelerated by the forces that
constrain them to their path, they generate radiation (Fig. 16.3). Synchrotron radiation
spans a wide range of frequencies, including the far ultraviolet and beyond to X-rays, and in
all except the microwave region is much more intense than can be obtained by most
conventional sources. The disadvantage of the source is that it is so large and costly that it is
essentially a national facility, and not a laboratory commonplace.

(b) The dispersing element
In all but specialized techniques using monochromatic' microwave radiation and lasers,
absorption spectrometers include a component for separating the frequencies of the
radiation so that the variation of the absorption with irequency can be monitored. In
conventional spectrometers, this component is a dispersing element that separates
radiation with different frequencies into different spatial directions.

The simplest dispersing element is a glass or quartz prism, which utilizes the variation of
refractive index with the frequency of the incident radiation (Fig. 16.4). Materials generally
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16.6 An iriterlerogram produced as the path lt'rr9th
p is changed in the interferometer shown in
Fig. 16.5. Only a single frequency component is
present in the radiation.
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splitter
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16,5 A Michelson interferometer, The beam-
spttting element divides the incident beam into two
beams with a path difference that depends on the
location of the mirror M 1 . The compensator ensures
that both beams pass through the same thickness
of material.
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have a higher refractive index for high-frequenoy radiation than low-frequency radiation,
and therefore high-frequency radiation undergoes a greater deflection when passing
through a prism. Problems of absorption by the Mrism can be avoided by replacing it by a
diffraction grating- A diffraction grating Consists of a glass or ceramic plate into which fine
grooves have been cut about 10(X) rim apart (a separation comparable to the wavelength of
visible light) and covered with a reflective aluminium coating. The grating causes
interference between waves reflected from its surface, and constructive interference
occurs at specific angles that depend on the wavelength of the radiation.

(c) Fourier transform techniques
Modern spectrometers, particularly those operating in the infrared, now almost always use
Fourier transform techniques of spectral detection and analysis. The heart of a Fourier
transform spectrometer is a Michelson interferorn'ter, device for analysing the
frequencies present in a composite signal. The total signal frort'a sample is like a chord
played on a piano, and the Fourier transform of the signal is equivalent to the separation of
thechord into its individual notes, its spectrum.

A Michelson interferometer works by splitting the beam from the sample into two and
introducing a varying path difference, p, into one of them (Fig. 16.5). When the two
components recombine, there is a phase difference between them, and they interfere either
constructivety or destructively depending on the difference in path lengths. The detected
signal oscillates as the two components alternately come into and out of phase as the path
difference is changed (Fig. 16.6). If the radiation has wavenumber 1', the intensity of the
detected signal due to radiation in the range of wavenumbers 0 to  + dO, which we denote
2(p, 0) dO, varies with p as

I(p,0)dO'=:T(0)(l ± cos 2s&p)di) (3)

Hence, the interferometer converts the presence of a particular wavenumber component in
the signal into a variation in intensity of the radiation reaching the detector. An actual
signal consists of radiation spanning a large number of wavenumbers, and the total intensity
at the detector, which we write 2(p), is the sum of contributions from all the wavenumbers
present in the signal (Fig. 16.7):

1(p) = / I(p, O)dO :.: / 2'(0)(l ± cos 21r0p)di7	 (4)
fit	 Jo

The problem is to find 1(0), the variation of intensity with wavenumber, which is the
spectrum we require, from the record of values of I(p). This step is a standard technique of
mathematics, and is the 'Fourier transformation' step from which this form of spectroscopy
takes its name. Specifically:

1(0) = 4f {I(p) - 1(0)} cos 2ir0pdp	 (5)

Where 1(0) is given by eqn 4 with p = 0. This integration is carried out in a computer that is
interfaced to the spectrometer, and the output, 1(0), is the absorption spectrum of the
sample (Fig. 16.8).2

A major advantage of the Fourier transform procedure is that all the radiation emitted by
the source is monitored continuously. This is in contrast to a spectrometer in which a
monochromator discards most of the generated radiation. As a result, Fourier transform
spectrometers have a higher sensitivity than conventional spectrometers. The resolution

2	 More prcrsely, 'is the irooSmIouOn rpecthum far uSe sr5rrai drpnas so the t.r,s,n,utrd interealy However. the absorption and
irafluffirssnO spoclrJ carry the sjaw iFifointation and the fo,,ner ue,nr a no,,hably rerpboyrd
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16.7 An intetftrogram obtained when several (in
this case, three) frequencies are present in the
radiation.

Wavenumber.

16.8 The three frequency components and their
intensities that account for the appearance of the
interferogram in Fig. 16.7. This spectrum is the
Fourier transform of the interfCrogram, and is a
depiction of the contributing frequencies.

they can achieve is determined by the maximuts path length difference, p, of the
interferometer:

(6)
2Pm.

To achieve a resolution of 0.1 cm' requires a maximum path length difference
of 5 cm.

(d) Detectors
The third component of a spectrometer is the detor, the device that converts incident
radiation into an electric current for the appropriate signal processing or plotting.
Radiation-sensitive semiconductor devices, such as a charge-coupled device (CCD), are
increasingly dominating this role in the spectrometer. A microwave detector is typically a
crystal diode consisting of a tungsten tip in contact with a semiconductor, such as
germanium, silicon, or gallium arsenide.

The intensity of the radiation arriving at the detector is usually modulated, because
alternating signals are easier to amplify than a steady signal. In some cases the beam is
chopped by a rotating shutter. In other cases, the absorption characteristics of the sample
itself are modulated. Ways of achieving the latter kind of modulation are described later in
the chapter and in Chapter 18.

(e) The sample
The highest resolution is obtained when the sample is gaseous and at such low pressure that
collisions between the molecules are infrequent. Gaseous samples are essential for rotational
(microwave) spectroscopy. for only then can molecules rotate freely. To achieve sufficient
absorption, the path lengths through gaseous samples must be very long, of the order of
metres: long path lengths are achieved by multiple passage of the beam between parallel
mirrors at each end of the sample cavity.

The most common range for infrared spectroscopy is from 4000 cm to 625 cm.
Ordinary glass and quartz absorb over most of this range, so some other material must be
used as windows. Thus, the sample is typically a liquid held between windows of sodium
chloride (which is transparent down to 625 cm - ') or potassium bromide (which is
transparent down to 40() cm ').Other ways of preparing the sample include grinding it into
a paste with 'Nujol', a hydrocarbon oil, or pressing it into a solid disk (with powdered
potassium bromide, for example).

(f) Raman spectroscopy
In Raman spectroscopy, the energy levels of molecules are explored by examining the
frequencies present in the radiation scattered by molecules. In a typical experiment, a
monochromatic incident beam is passed through the sample and the radiation scattered
perpendicular to the bem is monitored (Fig. 16.9). About I in 10 7 of the incident photons
collide with the molecules, give up some of their energy, and emerge with a lower energy.
These scattered photons constitute the lower-frequency Stokes radiation from the sample.
Other incident photons may collect energy from the molecules (if they are already excited),
and emerge as higher-frequency anti-Stokes radiation. The component of radiation
scattered into the forward direction without change of frequency is called Rayleigh
radiation.

The shirts in frequency of the scattered radiation from the incident radiation are quite
small, and the latter must be very monochromatic if the shifts are to be observed. Moreover,
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Laser	 Sample	 the intensity of scattered radiation is low, so int:ns' incident beams are needed. Lasers are
Cell ideal in both respects, and have entirely displaced the mercury arcs used originally. Although

laser Raman spectra were originally examined using visible and ultraviolet incident
radiation, radiation in the near infrared is now commonly used because its use avoids
complications arising from the stimulation of fluorescence [Section 17.3). Detection is
usually with a semiconductor device. Raman spectroscopy is often complementary to

Detector	 infrared spectroscopy because, as we shall see, different selection rules are obeyed.

16.2 The intensities of spectral lines

The ratio of the transmitted intensity, I, to the incident intensity, I, at a given frequency is
called the transmittance, T, of the sample at that frequency:

[7]

It is found empirically that the transmitted intensity varies with the length,!, of the sample
and the molar concentration, (J], of the absorbii,g species J in accord with the Beer-
Lambert law:

- (8)

The quantity e is called the molar absorption coefficient (formerly, and still widely, the
'extinction coefficient'). The molar absorption coefficient depends on the frequency of the
incident radiation and is greatest where the absorption is most intense. Its dimensions are
1/(conccntration x length), and it is normally convenient to express it in litres per mole per
centimetre (Lmol' cm - ').' The form of eqn 7 suggests that it is sensible to introduce the
absorbance, A, of the sample at a given wavenumber as

IS
A=Iog -- 	 orA=- logT

Then the Beer-Lambert law becomes

Art[J]I

The product cfJ]l was known formerly as the optical density of the sample.

Justification 1C.1

The Beer-Lambert law is an empirical result However, it is simple to account for its form.
The reduction in intensity, d I, that occurs when light passes through a layer of thickness
dl containing an absorbing species I at a molar concentration (J] is proportional to the
thickness of the layer, the concentration of J, and the intensity, I, incident on the layer
(because the rate of absorption is proportional to the intensity, see below). We can
therefore write

dl -K[J]Idl

where ic (kappa) is the proportionality coefficient, or equivalently

1 = —K[J]dl

rernatroe units ale —1 tool - This 	 of units emphasizes the point that isa molar cross-section lor ahnatlption arid, the
greater the cross-section of the motecutr for absorption, the greater its ability to blank the passage at the incident radiation.

Monochromator

16.9 The arrangement adopted in Raman
spectroscopy. The scattered radiation is monied
at right angles to the incident radiation.

[9)

(10)
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This expressioh applies to each successive layer into which the sample can be regarded as
being divided. Therefore, to obtain the intensity that emerges from a sample of thickness!
when the intensity incident on one face of the sample is 10, we sum all the successive
changes:

fdl
—K I

 
[J] d/

Jo

If the concentration is uniform, J] is independent of location, and the expression
integrates to

In= —K[J]/

This expression gives the Beer-Lambert law when the logarithm is converted to base 10 by
using mx = ( In 10) log  and replacing K by clii 10.

Illustration16.10 The intensity of a transition is the area under
a plot of the molar absorption coefficient against 	 The Beer— Lambert law implies that the intensity of electromagnetic radiation transmittedthe wavenumber of the Incident radiation.

through a sample at a given wavenumber decreases exponentially with the sample thickness
and the molar concentration. If the transmittance is 0.1 for a path length of 1 cm
(corresponding to a 90 per cent reduction in intensity), then it would be (0.1)2 = 0.01 foa
path of double the length (corresponding to a 99 per cent reduction in intensity
overall).

16.11 The processes that account for absorption
and emission of radiation and the attainment of
thermal equilibrium. The excited slate can return to
the lower state spontaneously as well as by a
process stimulated by radiation already present at
the transition frequency.

The maximum value of the molar absorption coefficient, 
6mou' is an indication of the

in of a transitiTn. However, as absorption bands generally spread over a range of
wavenumbers, quoting the absorption coefficient at a single Wavenumber might not give
a true indication of the intensity of a transition. The integrated absorption coefficient.
A. is the sum of the absorption coefficients over the entire band (Fig. 16.10), and
corresponds to the area under the plot of the molar absorption coefficient against
wavenumber:

A
 = f

e(i)) di	 [111
band

For lines of similar widths, the integrated absorption coefficients are proportional to the
heights of the lines.

(a) Absorption intensities
Einstein identdied three contributions to the transitions between states. Stimulated
absorption is the kansition from a low energy state to one of higher energy that is driven by
the electromagnetic field oscillating at the transition frequency. the more intense the
electromagnetic field (the more intense the incident radiation), the greater the rate at which
transitions are induced and hence the stronger the absorption by the sample (Fig. 16.11).
Einstein wrote the transition rate, w, from the lower to the upper state as4

(12)

The constant B is the Einstein coefficient of stimulated absorption and pdv is the energy
density of radiation in the frequency range ii to ii + di', where v is the frequency of the

4	 Specificaty	 s 1he ilc 01 change of piohabshl5 of the nioircufe being found in the uppe, ante- 'i' dP/ds

3;—A
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transition. When the molecule is exposed to ,dack-body radiation from a source of
temperature T, pis given by the Planck distribution (eqn 11.5):

Rithti3/c3
PeI/kTl	 (l3)

For the time being, we can treat B as an empirical parameter that characterizes the
transition: if B is large, then a given intensity of incident radiation will induce transitions
strongly and the sample will be strongly absorbing. The total rate of absorption, W, the
number of molecules excited during an interval divided by the duration of the interval, is the
transition rate of a single molecule multiplied by the number of molecules N in the lower
state: W = Nw.

Einstein considered that the radiation was also able to induce the molecule in the upper
state to undergo a transition to the lower state, and hence 0 generate a photon of
frequency P. Thus, he wrote the rate of this stimulated emission as

w'=B'p	 (14)

where B' is the Einstein coefficient of stimulated emission. Note that only radiation of the
same frequency as the transition can stimulate an excited state to fall to a lower state.
However, Einstein realized that stimulated emission was not the only means by which the
excited state could generate radiation and return to the lower state, and suggested that an
excited state could undergo spontaneous emission at a rate that was independent of the
intensity of the radiation (of any frequency) that is already present. He therefore wrote the
total rate of transition from the upper to the lower state as

vv' =A+B'p	 (IS)

The constant A is the Einstein coefficient of spontaneous emission. The overall rate of
emission is

W' = N'(A + B'p)	 (16)

where N' is the population of the upper state.
As demonstrated in the Justification below, Einstein was able to show that the two

coefficients of stimulated absorption and emission are equal, and that the coefficient of
spontaneous emission is related to them by

	

( 8 
nhLl')
	

(17)

Justification 16.2

At thermal equilibrium, the total rates of emission and absorption are equal, so

Nflp = N'(A + 'p)

This expression rearranges into

	

N'A	 A/B	 -	 A/B

- NNB' - N/N' - B'/B - ew /kT - B'/B

We have used the Boltzmann expression (see the Introduction) for the ratio of populations
of states of energies £ and E' in the last step:

Iu'=E'—E

5	 The rightly different form of the dSt,ibut,On sterns trot,, I he tact that hy pin ego 11.5 is for the energy density written as pdt.
whereas here it is written asp It,, and 1d; I= (c/v) do

31—B
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This result has the same form as the Planck distribution (eqn 13), which describes the
radiation density at thermal equilibrium. Indeed, when we compare the two expressions for
p, we can conclude that B' = B and that A is related to B by eqrt 17.

The growth of the importance of spontaneous emission with increasing frequency is a
very important conclusion, as we shall see when we consider the operation of lasers
(Section 17.5). The equality of the coefficients of stimulated emission and absorption implies
that, if two states happen to have equal populations, then the rate of stimulated emission is
equal to the rate of stimulated absorption, and there is then no net absorption.

Spontaneous emission can be largely ignored at the relatively low frequencies of
rotational and vibrational transitions, and the intensities of these transitions can be
discussed in terms of stimulated emission and absorption. Then the net rate of absorption is
given by

W5 , = NRp - N'B'p = (N - N')Bp	 (18)

and is proportional to the population difference of the two states involved in the transition.

(b) Selection rules and transition moments
We met the concept of a 'selection rule' in Sections 13.3 and 15.6 as a statement about
whether a transition is forbidden or allowed. Selection rules also apply to molecular spectra.
and the form they take depends on the type of transition. The underlying classical idea is
that, for the molecule to be able to interact with the electromagnetic field and absorb or
create a photon of frequency ,i, it must possess, at least transiently, a dipole oscillating at
that frequency. This transient dipole is expressed quantum mechanically in terms of the
transition dipole moment, pr,, between states Ii) and 1):

= (flt'Ifi) = f 1ii.tifr dr	 119]

where u is the electric dipole moment operator. The size of the transition dipole can be
regarded as a measure of the charge redistribution that accompanies a transition: a
transition will be active (and generate or absorb photons) only if the accompanying charge
redistribution is dipolar (Fig. 16.12).

The coefficient of stimulated absorption (and emission), and therefore the intensity of
the transition, is proportional to the square of the transition dipole moment, and a detailed
analysis gives

(b).

16. 12 (4 When a Is electron becomes a 2.e
electron, there is a spherical migration of charge;
there Is no dipole moment associated with this
migration of charge; this transition is electric-dipole
forbidden. (b) In contrast, when a Is electron
becomes a 2p electron, there is a dipole assii'ciated
with the charge migration; this transition is
allowed. (there are subtle effects arising from the
sign of the wavefunction that give the charge
migration a dipolar character, which this diagram
does not attempt to convey.)

6c0h2
	

(20)

Only if the transition moment is nonzero does the transition contribute to the spectrum. We
see that, to identify the selection rules, we must establish the conditions for which It,,0.

A gross selection rule specifies the general features a molecule must have if it is to have
a spectrum of a given kind. For instance, we shall see that a molecule gives a rotational
spectrum only if i' has a permanent electric dipole moment. This rule, and others like it for
other types of transition, will be explained in the relevant sections of the chapter.

A detailed study of the transition moment leads to the specific selection rules that
express the allowed transitions in terms of the changes in quantum numbers. We have
already encountered examples of specific selection rules when discussing atomic spectra
(Section 13.3), such as the rule Al -= ± 1 for the angular momentum quantum number.
Specific selection rules can often be interpreted in terms of the changes of angular
momentum when a photon (with its intrinsic spin angular momentum s = I) enters or
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6.13 The shape of a Doppler-broadened spectral
line reflects the Maxwell distribution of speeds in
the sample at the temperature of the experiment.
Notice that the line broadens as the temperature is
increased.
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leaves a molecule, and we shall discuss them once we have set up the quantum numbers
needed to describe rotation and vibration.

16.3 Ljnewidths

A number of effects contribute to the widths of spectroscopic lines. Some contributions to
linewidth can be modified by changing the conditions, and to achieve high resolutions we
need to know how to miminilze these contributions. Other contributions cannot be changed,
and represent an inherent limitation on re5clution.

(a) Doppler broadening
One important broadening process in gaseous samples is the Doppler effect, in which
radiation is shifted in frequency when the Source is moving towards or away from the
observer. When a source emitting electromagnetic radiation of frequency v moves with a
speed .s relative to an observer, the observer detects radiation of frequency

12	 (i_+_s/c\ 1/2

1'recnd,rif	 I.s/c)	 '1iillalUng	 '	
I -	

(21)

where c IS the speed of tight. For nonrelativistic speeds (s << e), these expressions simplify to

1'recedixg -j--- pprOicliing - SIC (22)

Molecules reach high speeds in all directions in a gas, and a stationary observer detects the
corresponding Doppler-shifted range of frequencies. Some molecules approach the
observer, some move away; some move quickly, others slowly. The detected spectral 'line'
is the absorption or emission profile arising from all the resulting Doppler shifts. The profile
reflects the distribution of'molecular velocities parallel to the line of sight (Section 1,3),
which is a bell-shaped Gaussian curve (of the form e '). The Doppler line Shape IS therefore
also a Gaussian (Fig. 16.13), and calculation shows that, when the temperature is T and the
mass of the molecule is in, the width of the line at half-height (in terms of frequency or
wavelength) is

2ii (2kIn 2\ /2	 22 (2kTIn2\ 
(/2

(23)
I \	 (0	 J	 (	 Cl	 J

For a molecule like N 2 at room temperature (7'z 300 K) ti1v2.3 x 10-6. For a typical
rotational transition wavenumber of I cm (corresponding to a frequency of 30 0Hz), the
linewidth is about 70 kIt'.

Doppler broadening increases with temperature because the molecules acquire a wider
range of speeds. Therefore, to obtain spectra of maximum sharpness, it is best to work with
cold samples.

(b) Lifetime broiden irig
It is found that spectroscopic lines from gas-phase samples are not infinitely sharp even
when Doppler broadening has been largely eliminated by working at low temperatures. The
same is true of the spectra of samples in condensed phases and solution. This residual
broadening is due to quantum mechanical effects. Specifically, when the Schrödinger
equation is solved for a system that is changing with time, it is found that it is impossible to
specify the energy levels exactly. If on average a system survives in a state for a time t, the
lifetime of the state, then its energy levels are blurred to an extent of order 5E. where

(24)
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This expression is reminiscent of the Heisenberg uncertainty principle (eqn 11.46), and
consequently this lifetime broadening is often called 'uncertainty broadening. When the
energy spread is expressed as a wavenumber through 5E = hci', and the values of the
fundamental constants are introduced, this relation becomes

(25)
tips

No excited state has an infinite lifetime; therefore, all states are subject to some lifetime
broadening and, the shorter the lifetimes of the states involved in a transition, the broader
the corresponding spectral lines.

Two processes are responsible for the finite lifetimes of excited states. The dominant one
for low-frequency transitions is collisional dectivation, which arises from collisions
between molecules or with the walls of the container. If the collisional lifetime, the mean
time between collisions, is t01, the resulting collisional linewidth is öE h/r,1. Because
tç Oi = l/z, where z is the collision frequency, and from the kinetic model of gases
(Section 1.3) we know that z is proportional to the pressure, p, we see that the collisional
lincwidth is proportional to the pressure. The collisional linewidth can therefore be
minimized by working at low pressures.

The rate of spontaneous emission cannot be changed. Hence it is a natural limit to the
lifetime of an excited state, and the resulting lifetime broadening is the natural lincwidth of
the transition. The natural linewidth is an intrinsi&property of the transition, and cannot be
changed by modifying the conditions. Natural linewidths depend strongly on the transition
frequency (the increase with the coefficient of spontaneous emission A and therefore as

so low-frequency transitions (such as the microwave transitions of rotational
spectroscopy) have very small natural linewidths, and collisional and Doppler line-
broadening processes are dominant. The natural lifetimes of electronic transitions are
very much shorter than for vibrational and rotational transitions, so the natural linewidths
of electronic transitions are much greater than those of vibrational and rotational
transitions. For example, a typical electronic excited state natural lifetime is about 10 8 s
(10 ns), corresponding to a natural width of about 5 x 10-4 cm (15 MHz). A typical
rotational state natural lifetime is about 10 3 s, corresponding to a natural Iinewidth of only

2	
x 10-15 cm' (of the order of 10-4Hz).

I = 3m,r,3 + 3mr0

16 14 The definition of moment of inertia. In this
molecule there are three identical atoms attached
to the B atom and three different but mutually
identical atoms attached to the C atom. In this
example, the centre of mass lies on the C3 axis. and
the perpendicular distances are measured from the
axis pawing through the B and C atoms.

Pure rotation spectra
The general strategy we adopt for discussing molecular spectra and the information they
contain is to find expressions for the energy levels of molecules and then to calculate the
transition frequencies by applying the selection rules. We then predict the appearance of the
spectrum by taking into account the transition moments and the populations of the states.
In this section we illustrate the strategy by considering the rotational states of molecules.

16.4 Moments of inertia

The key molecular parameter we shall need is the moment of inertia, 1, of the molecule
(Section 12.6)- The moment of inertia of a molecule is defined as the mass of each atom
multiplied by the square of its distance from the rotational axis through the centre of mass
of the molecule (Fig. 16.14):

(261

where , is the perpendicular distance of the atom i from the axis of rotation. The moment of
inertia depends on the masses of the atoms present and the molecular geometry, so we can
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suspect (and later shall see explicitly) that rotational spectroscopy will give information
about bond lengths and bond angles.

Ø

In general, the rotational properties of any molecule can be expressed in terms of the
moments of inertia about three perpendicular axes set in the molecule (Fig. 16.15). The
convention is to label the moments of inertia 'a J and I, with the axes chosen so that
l. ^! lb ^! l. For linear molecules, the moment of inertia around the internuclear axis is zero.

IC	 The explicit expressions for the moments of inertia of some symmetrical molecules are givenb	
in Table 16.1.

16.15 An asymmetric rotor has three differen t
moments of inertia; all three rotation axes coincide
at the centre of mass of the molecule. 	 Table 16.1 Moments of inertiaf

1.Diatomics
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mA	 mB
2. Linear rotors
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+
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tin each ease ,,, is the total mass at the molecule.
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Example 16.1 Calculating the moment ofinertia of a molecule

Calculate the moment of inertia of an H 7 0 molecule around its twofold axis (the
bisector of the HOH angle (1)). The HOH bond angle is 104.5 1 and the bond length is
95.7 pm.

Method According to eqn 26, the moment of inertia is the sum of the masses multiplied by
the squares of their distances from the axis of rotation. The latter can be expressed by using
trigonometry and the bond angle and bond length.

Answer From eqn 26,

I =	 mr =mr 2	 2	 2
14 ± 0 + mHrH = 2mHr

If the bond angle of the molecule is denoted 24 and the bond legth is R, trigonometry gives
n t = R sin 4 . It follows that

I = 2H sin 2

Substitution of the data gives

	

I = 2x (1.67 x 10	 kg) x (9.57 x 10_I1 rn)2 x sin252.3°

= 1.91 x 10 -47 kg M2

Comment The mass of the 0 atom makes no contribution to the moment of inertia for this
mode of rotation as the atonT is immobile while the H atoms circulate around it

Self-test 16.1 Calculate the moment of inertia of a CH 35 C1 3 moIecile around its threefold
axis. The C-Cl bond length is 177 pm and the HCCI angle is 107 0 ; m( 350) = 34.97 u.

[4.99x 10-41 kg trill

We shall suppose initially that molecules are rigid rotors, bodies that do not distort under
the stress of rotation. Rigid rotors can be classified into four types (Fig. 16.16):

Spherical rotors have three equal moments of inertia (examples: CH 4 , SiH4, and
SF6).
Symmetric rotors have two equal moments of inertia (examples: NH 3 , CH 3 CI, and
CH3CN).
Linear rotors have one moment of inertia (the one about the axis) equal to zero
(examples: CD ? , HCL OCS, and HC=—CH).
Asymmetric rotors have three different moments of inertia (H 2 0, H2 CO, and
CH 3 OI-1 are examples).

In group theoretical language, a spherical rotor is a molecule that belongs to a cubic or
icosahedral point group; a symmetric rotor is a molecule with at least a threefold axis of
symmetry. All diatomic molecules are linear rotors. An asymmetric rotor is a molecule
without a threefold (or higher) axis: it may have other elements of symmetry, such as a
twofold axis or mirror planes. The energy levels of asymmetric rotors are complicated and we
shall not consider them.

Linear	 I
rotor	 ,0

Spherical
rotor

Symmetric
rotor

Asymmetric Il
rotor

-1I
1615 A schematic illustration of the classification
of rigid rotors.
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16.17 The rotational energy levels of a linear or
spherical rotor. Note that the energy separation
between neighbouring levels increases as J
increases.

16.5 The rotational energy levels
The rotational energy levels of a rigid rotor may be obtained by solving the appropriate
Schrodinger equation. Fortunately, however, there is a much less onerous short cut to the
exact expressions that depends on noting the classical expression for the energy of a
rotating body, expressing it in terms of the angularmomentum, and then importing the
quantum mechanical properties of angular momentum into the equations.

The classical expression for the energy of a body rotating about ag axis a is

E = 1 lw 2 	 (27)

where w, is the angular velocity (in radians per second, rad s 1 ) about that axis and / is the
corresponding moment of inertia. A body free to rotate about three axes has an energy

E = Iw + 'hWb +11

Because the classical angular momentum about the axis a is J = IOW., with similar
expressions for the other axes, it follows that

(28)

This is the key equation. We described the quantum mechanical properties of angular
momentum in Section 12.7b, and can now make use of them in conjunction with this
equation to obtain the rotational energy levels.

(a) Spherical rotors
When all three momenta of inertia are equal to some value!, as in CU 4 and SF6 , the classical
expression for the energy is

 j2	 j2

E - + +
2/	

- 
2/

where 3 is the magnitude of the angular momentum. We tan immediately find the
quantum expression by making the replacement

32 —nJ(J+1)h2	J=0,l,2,...

Therefore, the energy of a spherical rotor is confined to the values

E1 =J(J+I) J=0,1,2,... (29)

The resulting ladder of energy levels is illustrated in Fig. 16.17. The energy is normally
expressed in terms of the rotational constant, B, of the molecule, where

hcB=—	 soB= — —	 (30]
21	 4ncI

The expression for the energy is then

1?,, =/rcB,A(J+ 1) J=0 1,2... (31)

The rotational constant as defined by eqn 31 is a wavenumber. 6 The energy of a rotational
state is normally reported as the rotational term, F(J), a wavenumber, by division by he:

F(J) = BJ(J + I)	 (32)

The separation of adjacent levels is

F(J) - P(J - I) = 2BJ	 (33)

6 The definition of B as a wawnun,bc, is convenient when we come to vibration-rotason spectra. However, fm pwe rotational
spevsoscopy it is more common to define B as a frequency Then B A/4eJ and the energ is F = hBJlJ + I

J

16

15

14

C)	 13

C
Ui

12

11

10

9

8

—7

/4

0
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Because the rotational constant decreases as I increases, we see that large molecules have
closely spaced rotational energy levels. We can estimate the magnitude of the separation by

considering CCI 4 : from the bond lengths and masses of the atoms we find

= 4.85 x 10 kg M2, and hence B = 0.0577 cm.

(b) Symmetric rotors
In symmetric rotors, two moments of inertia are equal but different from the third (as in

CH 3 CI, NH3, and C6H6); the unique axis of the molecule is its principal axis (or figure axis).
We shall write the unique moment of inertia (that about the principal axis) as 1 1 and the

other two as I. If 1 1 , > 11 , the rotor is classified as oblate (like a-pancake, and C 6 H 6); if

I <I it is classified as prolate (like a cigar, and CH 3CI). The classieal expression for the

energy, eqn 28, becomes

	

- 2	 +2!

This expression can be written interms of J2 = jr + J + J:

E 
= - 2 j =Z2 + (' - _L' .2

	

2	 21)a

Now we generate the quantum expression by replacing J2 byi(J + 1)h2, whereJ is the
angular momentum quantum number. We also know from the quantum theory of angular
momentum (Section 12.7b) that the component of angular momentum about any axis is

restricted to the values Kh, with K = 0, ± I.... . ±J. (K is the quantum number used to

signify a component on the principal axis; M, is reserved for a component on an externally

defined axis.) Therefore, we also replace J;' 	K2 PP 2 . It follows that the rotational terms are

F(J,K)=BJ(J+l)+(A–B)K2 J=0,1,2,... K=0,±1,...,±J
(35)

(34)

Ib)

16.18 The significance of the quantum number K.

(a) When IKI is close to its maximum value, J, most
of the molecular rotation is around the principal
axis. Ib) When K = 0 the molecule has no angular
momentum about its principal axis: it is undergoing
end-over-end rotation.

with

A=— B=—--
4irc! 11	 47w!1

Equation 35 matches what we should expect for the dependence of the energy levels on the
two distinct moments of inertia of the molecule. When K = 0, there is no component of
angular momentum about the principal axis, and the energy levels depend only on
(Fig. 16.18). When K	 ±J, almost all the angular momentum arises from rotation around
the principal axis, and the energy levels are determined largely by I. The sign of K does not

affect the energy because opposite values of K correspond to opposite senses of rotation,

and the energy does not depend on the sense of rotation.

Example 16.2 Calculating the rotational energy levels of a molecule

An "NH 3 moteculc is a symmetric rotor with bond length 101.2 pm and HNH bond angle
106 . 7 0 . Calculate its rotational terms.

Method Begin by calculating the rotational constants A and B by using the expressions for

moments of inertia given in Table 15.1. Then use eqn 35 to find the rotational terms.

[36]



a)

(b)

Ic)

16.19 The significance of the quantum number M.

lal When M is close to its maximum value, I, most
of the molecular rotation is around the laboratory
z-axis. (b) An intermediate value of M,. (c) When

0 the molecule has no angular momentum
about the z-axis. All three diagrams correspond to a
state with K = 0; there are corresponding diagrams
for different values of K, in which the angular
momentum makes a different angle to the
molecule's principal axis.
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Answer Substitution of MA = 1.0078 u, M B = 14.0031 u, R = 101.2 pm, and 0 = 106.7°
into the second of the symmetric rotor expressions in Table 16.1 gives
III = 4.4128 x 10 kgm 2 and I = 2.8059x 10 -47 kgm2 . Hence. A =6.344 cm - ' and
B = 9.977 cm. It follows from eqn 35 that

F(J,K)/cm' = 9.977J(J + I) - 3.633K2

Comment Foil = 1, the energy needed for the molecule to rotate mainly about its figure
axis (K = ± J) is equivalent to 16.32 cm, but end-over-end rotation (K = 0) corresponds
to 10.95 cm'.

Self-test 16.2 A CH 3 35 C1 molecule has a C-Cl bond length of 178 pm, a C-H bond length
of 111 pm, and an HCH angle of 110.5°. Calculate its rotational energy terms.

[F(J,K)/cm' =0.444J(J+ 1)+4.58K2]

(c) Linear rotors
For a linear rotor (such as CO 2 . HC!, and C2 H 2 ), in which the nuclei are regarded as mass
points. the rotation occurs only about an axis perpendicular to the line of atoms and there is
zero angular momentum around the line. Therefore, the component of angular momentums
around the figure axis of a linear rotor is identically zero, and K wO in eqn 35. Thotational
terms of a linear molecule are therefore

F(J)=BJ(+1)	 J=0,1,2,...	 (37)

This expression is the same as eqn 32 but we have arrived at it in a significantly different
way: here K0 but for a spherical rotor .4 = B.

(d) Degeneracies and the Stark effect
The energy-of a symmetric rotor depends on J and K. and each level except those with
K = 0 is doubly degenerate: the states with K and -K have the same energy. However, we
must not forget that the angular momentum of the molecule has a component on an
external, laboratory-fixed axis. This component is quantized, and its permitted values are
Mh, with M = 0, ± I ... ±J, giving 2.1 + I values in all (Fig. 16.19). The quantum
number M does not appear in the expression for the energy, but it is necessary for a
complete specification of the state of the rotor. Consequently, all 2.1 + I orientations of the
rotating molecule have the same energy. It follows that a symmetric rotor level is
2(J + 1)-fold degenerate for K / 0 and (2J + 1)-fold degenerate for K = 0. A linear
rotor has K fixed at 0, but the angular momentum maystill have 2J + I components on the
iaboratory axis, so its degeneracy is 2.1 + 1.

A spherical rotor curt be regarded as a version of a symmetric rotor in which A is equal to
B. The quantum number K may still take any one of 2.1 + 1 values, but the energy is
independent of which value it takes. Therefore, as well as having a (2] + 1)-fold degeneracy
arising from its orientation in space, the rotor also has a (2J + 1)-fold degeneracy arising
from its orientation with respect to an arbitrary axis in the molecule. The overall degeneracy
of a symmetric rotor with quantum number I is therefore (2J + i). This degeneracy
increases very rapidly: wham J = 10, for instance, there are 441 states of the same energy.

The degeneracy associated with the quantum number M (the orientation of the rotation
in space) is partly removed when an electric field is applied to a polar molecule (for example,
HCl or NH 3 ), as iluslrated in Fig. 16.20. The splitting of states by an electric field is called the
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Field M
on 0

16.20 The effect of an electric field on the energy
levels of a polar linear rotor. All levels are doubly
degenerate except that with M = 0.

16.21 The effect of rotation on a molecule. The
centrifugal force arising from rotation distorts the
molecule. opening out bond angles and stretching
bonds slightly. The effect is to increase the moment
of inertia of the molecule and hence to decrease its
rotational constant.

Stark effect. For a linear rotor in an electric field 6, the energy of the state li , MJ ) is given

by

E(J,M) = hcBJ(J+ 1) +a(J,M)/L2E2

where

{J(J+ I)-3M3}
a(J,Mj) = 2IicBJ(J+1)(2J— 1)(2J + 3)

Note that the energy of a state with quantum number M depends on the square of the

permanent electric dipole moment. p. The observation of the Stark effect can therefore be
used to measure this property, but the technique is limited to molecules that are sufficiently
volatile to be studied by microwave spectroscopy. However, as spectra can be recorded for
samples at pressures of only about I Pa, even some quite nonvolatile substances may be
studied. Sodium chloride, for example, can be studied as diatomic NaCl molecules at high
temperatures.

(e) Centrifugal distortion
We have treated molecules as rigid rotors. However, the atoms of rotating molecules are
subject to centrifugal forces that tend to distort the molecular geometry and change the
moments of inertia (Fig. 16.21). The effect of centrifugal distortion on P diatomic molecule is
to stretch the bond and hence to increase the moment of inertia. As a result, centrifugal
distortion reduces the rotational constant and consequently the energy levels are slightly
closer than the rigid-rotor expressions predict. The effect is usually taken into account
largely empirically by subtracting a term from the energy and writing

F(J) = BJ(J + 1) DJ' (J+ 1) 2 	 (39)

The parameter D1 is the centrifugal distortion constant It is large when the bond is easily
stretched. The centrifugal distortion constant of a diatomic molecule is related to the
vibrational wavenumber of the bond, j (which, as we shall see later, is a measure of its

stiffness), through the approximate relation

(40)

Hence the observation of the convergence of the rotational levels as J increases can be

interpreted in terms of the rigidity of the bond.

16.6 Rotational transitions
Typical values of B for small molecules are in the region of 0.1 to 10 cm' (for example,

0.356 cm for NF1 and 10.59 cm' for HCI), so rotational transitions lie in the microwave
region of the spectrum. The transitions are detected by monitoring the net absorption of
microwave radiation. todulation of the transmitted intensity can be achieved by varying
the energy levels with an oscillating electric field. In this Stark modulation, an electric field
of about IW Vm' and a frequency of between 10 and 100 kHz is applied to the sample.

(a) Rotational selection rules
We have already remarked (Section 16.2) that the gross selection rule for the observation of
a pure rotational spectrum is that a molecule must have a permanent electric dipole
moment. That is, for a molecule to give a pure rota tianQi spectrum, it must be polar. The
classical basis of this rule is that a polar molecule appears to possess a fluctuating dipole
when rotating, but a nonpolar molecule does not (Fig. 16.22). The permanent dipole can be
regarded as a handle with which the molecule stis the electromagnetic field into oscillation

(38a)

(38b)
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(and vice versa for absorption). Homonuclear diatomic molecules and symmetrical (Dssh)
linear molecules such as CO, are rotationally inactive. Spherical rotors cannot have electric
dipole moments unless they become distorted by rotation, so they are also inactive except in
special cases. An example of a sphericai rotor that does become sufficiently distorted for it to
acquire a dipole moment is Sil-14 , which has a dipole moment of about 8.3 pD by virtue of its
rotation when J It) (for comparison, lICI has a permanent dipole moment of 1.1 D;
molecular dipole moments and their units are discussed in Section 22.1). The pure rotational
spectrum of SiH 5 has been detected by using long path lengths (10 m) through high-
pressure (4 atm) samples.

Illustration
Of the molecules N 2 , CO2 , OCS, 110, CH 5 =CH 2 , C6 1-1 6 , only OCS and H 2 0 are polar, so only
these two molecules have microwave spectra.

Self-lest 16:1 Which of the molecules H 2 , NO, N 2 0 1 CH4 can have a pure rotational
spectrum?

[NO, N20)

The specific rotational selection rules are found by evaluating the transition dipole
moment between rotational states. For a linear molecule, the transition moment vanishes
unless the following conditions are fulfilled:

16.2 To a stationary observer, a rotating polar
molecule looks like an oscillating dipole which can
Stir the electromagnetic field into oscillation. This
picture is the classical origin of the gross selection
rule for rotational transitions.

AJ=±!	 AM=O,±l	 (41)

Thetransition AJ = f  corresponds to absorption and the transition LiJ = —1

corresponds to emission. The allowed change in] in each case arises from the conservation
of angular momentum when a photon, a spin-1 particle, is emitted or absorbed (Fig. 16.23).
The change in trfj is also a consequence of the conservation of angular momentum, and
takes into account the direction in which the photon leaves or enters the molecule.

When the transition moment is evaluated for all possible relative orientations of the
molecule to the line of flight of the photon, it is found that the total] + I .-. J transition
intensity is proportional to

(J+1\
IPJ±l.J1 2 = 	 for ]>>!	 (42)

where p is the permanent electric dipole moment of the molecule. Although the intensity of
the absorption varies with], the dependence is weak and the dominant effect on intensities
is the population of the states. It should be noted that the intensity is proportional to the
square of the permanent electric dipole moment, so strongly polar molecules give rise to
much more intense rotational lines than less polar molecules.

A selection rule for K is needed for symmetric rotors. Any electric dipole moment
possessed by a symmetric rotor must lie parallel to the principal axis, as in NF, (recall
Fig. 15.16). Such a molecule cannot be accelerated into different states of rotation around
the figure axis by the absorption of radiation, so AK = () for a symmetric rotor.

(b) The appearance of rotational spectra
When these selection rules are applied to the expressions for the energy levels of a rigid
rotor, it follows that the wavenumbers of the allowed] + 14—f absorptions are

i=2B(J+!)	 J=O,1,2,...	 (43)

itv

16.23 When a photon is absorbed by a molecule,
the angular momentum of the combined system is
conserved. If the molecule is rotating in the same
sense as the spin of the incoming photon. then I
increases by I.
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When centrifugal distortion is taken into account, the corresponding expression is

2B(J+1)-4D1 (J+I) 3 	 (44)

However, because the second term is typically very small compared with the first, the
appearance of the spectrum closely resemHes that predicted from eqn 43.

[xainpk 16.3 Prdictiriy the appewance of a rotatinr,aI sFwctrLIm

Predict the form of the rotational spectrum of NH3.

Mthiid We calculated the energy levels in Example 16.2. The NH 3 molecule is a polal

symmetric rotor, so the selection rules tJ = ± I and AK = 0 apply. For absorption.

AJ = +1 and we can use eqn 43. Because B = 9.977 cm, we can ,draw up the following

table for the J + I .-J transitions.

J	 0	 1	 2	 3
f'/Cm -	19.95 39.91	 59.86	 79.82	 -

16.24 The rotational energy levels of a linear rotor,
the transitions allowed by the selection rule
AJ = ± 1, and a typical pure rotational absorption
spectrum (displayed here in terms of the radiation
transmitted through the sample). The intensities
reflect the populations of the initial level in each
case and the strengths of the transition dipole
moments.

The line spacing is 19.95 cm'.

Self-test 16.4 Repeat the problem for C 35C1H 3 (see Self-test 16.2 for details).
[Lines of separation 0.888 cm]

The form of the spectrum predicted by eqn 43 is shown in Fig. 16.24. The most significant
feature is that it consists of a series of lines with wavenumbers 2.8, 4B, 6B,... and of

separation 2.8. The intensities increase with increasing J and pass through a maximum

before tailing off as J becomes large. It should be recalled from Section 16.2 that the
observed absorption is the net outcome of the stimulated absorption less the stimulated
emission, and that the intel'lsity of each transition depends on the value of J. Hence the

value of J corresponding to the most intense line is not quite the same as the value off for
the most highly populated level. The value of] for the most highly populated rotational
energy level in a linear molecule is

G

kT \1/2

maV	 ) -
	 (45)

For a typical molecule (for example, OCS, with B = 0.2 cm') at room temperature,

Mzt I 000hcB, so JrIIuu 30.

JtisliIical ott 16.3

There is a 'maximum in population because the Boltzmann distribution decays
exponentially with increasing J, but the degeneracy of the levels, the number of states
with a given energy, in Specifically, the population of a rotational energy level] is
given by the Boltzmann expression

Nj cNgetT

where N is the total number of molecules and g1 is the degeneracy of the level J. The value

of J corresponding to a maximum of this expression is found by treating J as a continuous

variable, differentiating with respect to J, and then setting the result equal to zero. The

result is eqn 45.
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The measurement of the line spacing gi'es B, and hence the moment of inertia
perpendicular to the principal axis of the molecule. Because the masses of the atoms are
known, it is a simple matter to deduce the bond length of a diatomic molecule. However, in
the case of a polyatomic molecule such as OCS or NH 3 , the analysis gives only a single
quantity, '.L' and it is not possible to infer both bond lengths (in OCS) or the bond length and
bond angle (in NH 3 ). This difficulty can be overcome by using isotopically substituted
molecules, such as ABC and A'BC; then, by assuming that R(A—B) = R(A'—B), both
A-B and B-C bond lengths can be extracted from the two moments of inertia. A famous
example of this procedure is the study of OCS; the actual calculation is worked through in
Problem 1612. The assumption that bond lengths are unchanged by isotopic substitution is
only an approximation, but it is a good approximation in most cases.

10 Rotational Raman spectra
The gross selection rule for rotational Raman transitions is that the molecule must be
anisotropicolly polorizoble. We begin by explaining what this means.

The distortion of a molecule in an electric field is determined by its pofarizability, a
(Section 22.1c). More precisely, if the strength of the field is S, then the molecule acquires an
induced dipole moment of magnitude

(46)

in addition to any permanent dipole moment it may have. An atom is isotropically
polarizable. That is, the same distortion is induced whatever the direction of the applied
field. The polarizabitity of a spherical rotor is also isotropic. However, nonspherical rotors
have polarizabilities that do depend on the direction of the field relative to the molecule, so
these molecules are anisotropically polarizable (Fig. 16.25). The electron distribution in H2,
for example, is more distorted when the field is applied parallel to the bond than when it is
applied perpendicular to it, and we write a r >0.

All linear molecules and diatomies (whether homonuclear or heteronuclear) have
anisotropic polarizabilities, and so are rotationally Raman active. This activity is one reason
for the importance of rotational Raman spectroscopy, for the technique can be used to study
many of the molecules that are inaccessible to microwave spectroscopy. Spherical rotors
such as Cl-I 4 and SF, however, are rotationally Raman inactive as well as microwave
inactive.7

The specific rotational Raman selection rules are

Linear rotors: A] = 0. 12

Symmetric rotors: EsJ = 0, ±1, ±2;AK = o	
(47)

The classical origin of Ihe ±2 in these selection rules is outlined in the Justification below.
The A] = 0 transitions do not lead to a shift of the scattered photon's frequency in pure
rotational Raman spectroscopy, and contribute to the unshifted Rayleigh radiation observed
in the forward direction.8

7 This inactivity does not mean that such ,nejkcules are never found in oiaIionIy excited slates. Molecular collisions do not hive
to Obey such 'flstclruC selection ,uies, and hence collisions between ,,,oieoies can resuil in the population of any rotational
stale

8	 Sen Section 23 Sto' the information present in this component under different ci,cumltances.

Electric

-

(a)

11

(b)

16.25 An electric field applied to a molecule results
in its distortion, and the distorted molecule acquires
a contribution to its dipole moment (even if it is
nonpolar initially). The polarizabiiity may be
different when the field is applied (a) parallel or (b)
perpendicular to the molecular axis (or, in general,
in different directions relative to the molecule); if
that is so, then the molecule has an anisotropic
polxrizabihty.
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Justification 16.4

If the incident electric field is that of a light wave of frequency w, the induced dipole
moment of a molecule is

=	 = ac Cos Cut

Electric
field

ali*

90,	all

i8 IL

Em
270'

36a

16.26 The distortion induced in a molecule by an
applied electric field returns to its initial value after
a rotation of only 11100 (that is, twice a revolution).
This is the origin of the 1sf = ±2 selection rule in
rotational Raman spectroscopy.

If the molecule is rotating at a circular frequency w6 , to an external observer its
polarizability is also time-dependent (if it is anisotropic), and we can write

= x0 + Act cos

where Aa = all- a, and a ranges from a0 + six to a0 - ,sas the molecule rotates. The 2
appears because the polarizability returns to its initial vajue twice each revolution
(Fig. 16.26). Substituting this expression into the expression for the induced dipole
moment gives

p = (ao + Aa cos 2WR t) x (Ecoscv1i)

=UO ECOS (')it ± EAaCoS 2WRt COS
= cZ0ECOS W1 1 + e{COS(W + R)' + cos(co1 2wR)t}

This calculation shows that the induced dipole has a component oscillating at the incident
frequency (which generates Rayleigh radiation), and that it also has two components at
(O ±2o, which give rise to the shifted Raman lines. Note that these lines appear only if

0; hence the polarizability must be anisotropic for there to be Raman lines.
The selection rules can also be explained in terms of the conservation of angular

momentum, but the details are tricky because the incoming and scattered photons travel
at right angles to each other. However, it should be clear that, because two photons are
involved, and each one is a spin-] particle, a maximum change in angular momentum
quantum number of'-±2 is possible.

We can predict the form of the Raman spectrum of a linear rotor by applying the
selection rule A] = +2 to the rotational energy levels (Fig. 16.27), When the molecule
makes a transition with 1sf = +2. the scattered radiation leaves it in a higher rotational
state, so the waven umber of the incident radiation, initially i,, is decreased. These transitions
account for the Stokes lines in the spectrum:

i(J-f-24--J)=i —{F(J+2)--F(J)}=i1-2B(2J+3)	 (48a)

The Stokes lines appear to low frequency of the incident radiation and at displacements
ÔB, lOB, 148,.. . from fli for J = 0 1,2.....When the molecule makes a transition with
1sf —2, the scattered photon emerges with increased energy. These transitions account
for the anti-Stokes lines of the spectrum:

ii(J - 2€-i) = ' 1 + {F(J) - F(J - 2)} = i + 28(2J - 1)	 (48b)

The anti-Stokes lines occur at displacements of 68, lOB, 148,... (for] = 2,3,4.... .'J = 2
is the lowest state that can contribute under the selection rule AJ —2) to high frequency
of the incident radiation. The separation of adjacent lines in both the Stokes and the anti-
Stokes regions is 48, so from its measurement 1 can be determined and then used to find
the bond lengths exactly as in the case of microwave spectroscopy.

Example 16.4 Prut) cl iiiq (hi.' fortn of a Ra nia n SpeLl ru in

Predict the form of the rotational Raman spectrum of 14 N 2 for which B = 1.99 cm 1 , when
it is exposed to monochromatic 336.732 nm laser radiation.
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Stokes	 Anti-Stokes
lines
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Method The molecule is rotationally Raman active because end-over-end rotation
modulates its polarizability as viewed by a stationary observer. The Stokes and anti-
Stokes lines are given by eqn 48.

Answer Because i. = 336.732 am corresponds to = 29697.2 cm, eqns 486 and 48b
give the following line positions:

J	 0	 1	 2	 3

Stokes lines
29685.3	 29677.3	 29669.3	 29661.4

A/nm	 336.868	 336.958	 337.048	 337.139
Anti-Stokes' lines

29709.1	 29717.1
A/nm	 336.597	 336.507

Comment There will be a strong central line at 336.732 am accompanied on either side by
lines of increasing and then decreasing intensity (as a result of transition moment and
population effects). The spread of the entire spectrum is very small, so the incident light
must be highly monochromatic.

Self-test 16.5 Repeat the calculation for the rotational Raman spectrum of NH3
16.27 The rotational energy levels of a linear rotor	 (B = 9.977 cm-').
and the transitions allowed by the LJ = ±2 Raman	

(Stokes lines at 29637.3, 29 597.4, 29 557,5, 29517.6 cmselection rules. The form of a typical rotational
Raman spectrum is also shown.anti-Stokes lines at 29757.1, 29797.0 cm-11

16.8 Nuclear statistics and rotational states
If eqn 48 is used in conjunction with the rotational Raman spectrum of CO 2 . the rotational
constant is inconsistent with other measurements of C-0 bond lengths. The results are
consistent only if it is supposed that the molecule can exist ig states with even values of], so
the Stokes lines are 24-0, 4i-2, etc. and not 53, 31, etc.

The explanation of the missing lines is the Pauli principle and the fact that 0 nuclei are
spin-0 bosons: just as the Pauli principle excludes certain electronic states, so too does it
exclude certain molecular rotational states. The form of the Pauli principle given in
Justification 13.7 states that, when two identical bosons are exchanged, the overall
wavefunction must remain unchanged in ever\P respect, including sign. In particular, when a
CO 2 molecule rotates through 180, two identical 0 nuclei are interchanged, so the overall
wavefunction of the molecule must remain unchanged. However, inspection of the form of
the rotational wavefunctions (which have the same form as the s, p, etc. orbitals of atoms)
shows that they change sign by (-1)' under such a rotation (Fig. 16.28). Therefore, only
even values of J are permissible for CO 2 , and hence the Raman spectrum shows only
alternate lines.

The selective occupation of rotational states that stems from the Pauli principle is termed
nuclear statistics. Nuclear statistics must be taken into account whenever a rotation
interchanges equivalent nuclei. However, the consequences are not always as simple as for
CO2 because there are complicating features when the nuclei have nonzero spin: there may
be several different relative nuclear spin orientations consistent with even values of I and a
different number of spin orientations consistent with odd values of J. For molecular
hydrogen and fluorine, for instance, with their two identical spin4 nuclei, we show in the
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j - 0

16.28 The symmetries of rotational wavefunctions
(shown here, for simplicity as a two-dimensional
rotor) under a rotation through 180.
Wavefunctions with J even do not change sign;
those with I odd do change sign.

Frequency—.

16.29 The rotational Raman spectrum of a diatomic
molecule with t.v' identical spin- nuclei shows an
alternation in intensity as a result of nuclear
statistics.

Justification below that there are three times as'nany ways of achieving a state with odd J
than with even I, and there is a corresponding 3 : 1 alternation in intensity in their
rotational Raman spectra (Fig. 16.29). In general, for a homonuelear diatomic molecule with
nuclei of spin I, the numbers of ways of achieving states of odd and even] are in the ratio

Number of ways of achieving odd J - 5(1 + 1)/f for half-integral spin nuclei
Number of ways of achieving even ./	 l 1/(I + 1) for integral spin nuclei

(49)

For hydrogen.! = , and the ratio is 3 : I. For N 1 , with! = I, the ratio is 1:2.

Justification 16.

Hydrogen nuclei are. fermions, so the Pauli principle requires the overall wavefunction to
change sign under particle interchange. However, the rotation of an H2 molecule through
1800 has a more complicated effect than merely relabelling the nuclei, because it
interchanges their spin states too if the nuclear spins are paired (II) but not if they are
parallel (11). 	 -.

For the overall wavefunnetion of the molecule to change sign when the spins are parallel,
the rotational wavefunction must change sign. Henceonly odd values off are allowed. In
contrast, if the nuclear spins are paired, their wavefunction is a(A)(B) -M(B)P(A),
which changes sign when a and fJ are exchanged in order to bring about a simple A -. B
interchange overall (Fig. 16.30). Tlerefore, for the overall wavefunction to change sign in
this case requires the rotational wavefunction not to change sign. Hence, only even values
of J are allowed if the nuclear spins are paired.

As there are three nuclear spin states with parallel spins (just like the triplet state of two
parallel electrons, as in Fig. 13.26), but only one state with paired spins (the analogue of
the singlet state of two electrons, see Fig. 13.20), it follows that the populations of the odd
J and even J states should be in the ratio of 3 : I, and hence the intensities of transitions
originating in these levels will be in the same ratio.

Different relative nuclear spin orientations change into one another only very slowly, so
an N 7 molecule with parallel nuclear spins remains distinct from one with paired nuclear
spins for long periods. The two forms of hydrogen can be separated by physical techniques,
and stored. The form with parallel nuclear spins i5 called ortho-hydrogen and the form with
paired nuclear spins is called para-hydrogen. Because ortho-hydrogen cannot exist in a
state with J = 0, it continues to rotate at very low temperatures and has an effective
rotational zero-point energy (fig. 16.31). This energy is of some concern to manufacturers of
liquid hydrogen, for the slow conversion of ortho-hydrogen into parc-hydrogen (which can
exist with] = 0) as nuclear spins slowly realign releases rotational energy, which vaporizes
the liquid. Techniques are used to accelerate the conversion of ortho-hydrogen to pore-
hydrogen to avoid this problem. One such technique is to pass hydrogen over a metal
surface: the moleculet adsorb on the surface as atoms, which then recombine in the lower
energy parc-hydrogen form.

The vibrations of diatomic molecules
In this section, we adopt the same strategy of finding expressions for the energy levels,
establishing the selection rules, and then discussing the form of the spectrum. We shall also
see how the simultaneous excitation of rotation modifies the appearance of a vibrational
spectrum.

32--A
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A	 B

B	 A

Change sign
If antiparallel
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16.9 Moletiilar vibrations
We base our discussion on Fig. 16.32, which shows a typical potential energy curve (as in
Fig. 14.1) of a diatomic molecule. In regions close to R (at the minimum of the curve) the
potential energy can be approximated by a parabola, so we can write

V = kr'	 x = R — R,	 (50)

Change	 where k is the force constant of the bond. The steeper the walls of the potential (the stiffer
sign	 the bond), the greater the force constant.

To see the connection between the shape of the molecular potential energy curve and the

value of k, note that we can expand the potential energy around its minimum by using a

Taylor expansion:

dV
V(x) V(0) +

	) ., ± ("')0 	+.•	 (SI)

The term V(0) can be set arbitrarily to zero. Fhe first derivative of V is 0 at the minimum.
Therefore, the first surviving term is proportional to the square of the displacement. For
small displacements we can ignore all the higher terms, and so write

'd2V
V(x))x	 (52)

Therefore, the first approximation to a molecular potential energy curve is a parabolic

potential, and we can identify the force constant as

153]
\,dX2

We see4hat, if the potential energy curve is sharply curved close to its minimum, then k will
be large. Conversely, if the potential energy curve is wide and shallow, then k will be small

(Fig. 16.33).
The Schrddinger equation for the relative motion of two atoms of masses m 1 and m2 with

a parabolic potential energy is

= Ecu
	

(54)

where mCff is the effective mass:

155]
M I +rn,

These equations are derived in the same way as in Justification 13. 1, but here the separation

of variables procedure is used to separate the relative motion of the atoms from the motion
of the molecule as a whole.9

The Schrodinger equation in eqn 54 is the same as eqn 12.30 for a particle of mass
undergoing harmonic motion. Therefore, we can use the results of Section 12.4 to writ
down the permitted vibrational energy levels:

/ A	 1/?

= ( r ' -4- )hw	 o = ( — )	 v = 0, 1,2, .	 (56)

9	 In that context. the eflertre mass is called the',educed mae, and the name is wdel used in this context Ion

16.30 The interchange of two identical fermion
nuclei results in thechange In sign of the overall
wavefunction. The relabelling can be thought of as
occurring in two steps: the first is a rotation of the
molecule; the second is the interchange of unlike
spins (represented by the different colours of the
nuclei). The wavefunction changes sign in the second
step if the nuclei have antiparallel spins.

Lowest
rotational
state of
ortho-hyd

!

Lowest
rotational

._>	 state of
para-hydrogen

UV

16.31 When hydrogen is cooled, the molecules with
parallel nuclear spins accumulate in their lowest
available rotational state, the one with J = 0. They
can enter the lowest rotational state (I = 01 only if
the spins change their relative orientation and
become antiparallel. This is a slow process under
normal circumstances, so energy is slowly released.
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16.32 A molecular potential energy curve can be
approximated by a parabola near the bottom of the
well. The parabolic potential leads to harmonic
oscillations. At high excitation energies the
parabolic approximation is poor (the true potential
is less confining), and is totally wrong near the
dissociation limit

ci
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C
a,

in
C

0
0

Displacement, x

16.33 The force constant is a measure of the
curvature of the potential energy close to the
equilibrium extension of the bond. A strongly
confining well (one with sleep sides, a stiff bond)
corresponds to high values of k.
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The vibrational terms of a molecule, the energies of its vibrational states expressed in
wavetiumbers, are denoted G(v), with E, = ItcG(r), so

/
G(v) - (v + )i	 i	

I	 i<
= -(	 )	 (57)

-	 21w \'eifJ

The vibrational wavefunctions are the some as those discussed in Section 12.5.
It is important to note that the vibrational terms depend on the effective mass of the

molecule, not directly on its total mass. This dependence is physically reasonable for, if atom
1 were as heavy as a brick wall, then we would find the mass of the lighter atom.
The vibration would then be that of a lighl atom relative to that,17f a st ionary wall (this is
approximately the case in HI, for example, where the I atom ba.ely unovff and mH). For
a homonuclear diatomic molecule m 1 = 1112, and the e(fcctv mass '. half the total mass:
)fl 1 r = (rn.

Illustration

An HCI molecule has a force constant of 516 N m • a reasonably typical value. The effective
mess of 1 H'°CI is 1.63 x 10_27 kg (note that this mass is very close to the mass of the
hydrogen atom, 1.67 x l(Y 27 kg, so the Cl atom is actng like a brick wall). These values
imply co = 5.63 x 10' s 1, ii = 89.5 1Hz (1 THz Hz), i = 2990 cm,
A = 3.35 pm. These characteristics correspond to electromagnetic radiation in the infrared
region.

16.10 Selection rules
The gross selection rule fQr a molecular vibration is that the electric dipole moment of the
molecule must chnnge when the atoms are displaced relative to one another. Such
vibrations are said to be infrared active. The classical basis of this rule is that the molecule
can shake the electromagnetic field into oscillation if its dipole changes as it vibrates, and
vice versa (Fig. 16.34); its formal basis is given in the Justification below. Note that the
molecule need not have a permanent dipole: the rule requires only a change in dipole
moment, possibly from zero. Some vibrations do not affect the molecule's dipole moment
(for example, the stretching motion of a homonuclear diatomic molecule), so they neither
absorb nor generate radiation: such vibrations are said to be infrared inactive. Homonuclear
diatomic molecules are infrared inactive because their dipole moments remain zero however
long the bond; heteronuclear diatomic molecules are infrared active.

Justification 1C.6

The gross selection rule is based on an analysis of the transition dipole moment (vrlIlIvj).
For simplicity, we shall consider a one-dimensional oscillator (like a diatomic molecule).
The electric dip6le moment operator depends on the location of all the electrons and all
the nuclei in the molecule, so it varies as the internuclear separation changes (fig. 16.35). If
we think of the dipole moment as arising from two partial charges ±oq separated by a
distance R = R5 -t- x, we can write its variation with displacement from the equilibrium
separation, x, as

p = Röq = Rlq + xcSq = p0 + x&'

where 1 0 is the electric dipole moment operator when the nuclei have their equilibrium
separation. It then follows that, with f

(tr-Ip Iv) = p0 (v1 iv,) + sSq (V1 xv)
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16.35 The electric dipole moment or a
heteronuclear diatomic molecule varies as shown by
the green curve. For small displacements the change
in dipole moment is proportional to the
displacement.
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The term proportional ' to ja, is zero because the states with different values of v are
orthogonal. It follows that the transition dipole moment is

(vIit)v) = (v1Ixv1)q

Because

c5q = -
th

we can write the transition dipole moment more generally as

	

(v I p I v ) = (vrlxvr) ()
	

(58)

and we see that the right-hand side is zero unless the dipole moment varies with
displacement. We consider the matrix element of x in the next Justification.

Illustration
Of the molecules N 7 , C0 7 . OCS, H 7 0, CH 2 =CH 7 , and C6 H 6 , all except N 7 possess at least one
vibrational mode that results in a change of dipole moment, so all except N 7 can show a
vibrational absorption spectrum. Not all the modes of complex molecules are vibrationally
active. For example, the symmetric stretch of CO., in which the 0-C-0 bonds stretch and
contract symmetrically, is inactive because it leaves the dipole moment unchanged (at zero).

Svlt-test ici.; Which of the molecules H 2 . NO, N 2 0, and CH, have infrared active
vibrations?

[NO, N 7 0, CH,]

The specific vibrational selection rule, which is obtained from an analysis of the
expression for the transition moment and the properties of integrals over harmonic
oscillator wavefunctions (as shown in the Justification below), is

(59)

Transitions for which Arc	 . 1 . 1 correspond to absorption and those with /sv = -.
correspond to emission.

Justification I(,.7

The specific selection rule is determined by considering the value of the matrix element of
x in eqn 58. We need to write out the wavefunctions in terms of the Hermite polynomials
given in Section 12.5'and then to use their properties (Example 12.4 should be reviewed,
for it gives further details of the calculation). We note that x = ay with a = (h2/mek)''4
(eqn 12.34), and write

vrix I v ) = N,N, t: !/.1.c/!e

	

= a2NN, t:	 dy

To evaluate the integral we use the recursion relation in Table 12.1:

yH, = vH. 1 +

1 6.14 The oscillation of a molecule, even if it is
tonpolar, may result in an oscillating dipole that
can interact with the electromagnetic field.
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This relation turns the matrix element into

("f 1'Y I Vi)

= V2NN{V. f	 dy + j Hu rHv+ te dy}

We see from Table 12.1 that the first integral is zero unless V1 = t - land that the second
is zero unless v f = v -i- 1. It follows that the transition dipole moment is zero unless
lV= ±1.

It follows from the specific selection rules that the wavenumbers of allowed vibrational
transitions, which are denoted AG 1 , 91 for the transition v + I f– I), are

= G(v+ l)—Q(v) =	 (60)

As we have seen, i lies in the infrared region of the electromagnetic spectrum, so vibrational
transitions absorb and generate infrared radiation.

At room temperature kT/hc200 cm', and most vibrational wavenumbers are
significantly greater than 200 cm. It follows from the Boltzmann distribution that
almost all the molecules will be in their vibrational ground states initially. Hence, the
dominant spectral transition will be the fundamental transition. 14-0. As a result, the
spectrum is expected to consist of a single absorption line. If the molecules are formed in a
vibrationally excited state, such as when vibrationally excited HF molecules are formed in
the reaction H 2 + F2 -. 21-11', the transitions 5 — 4. 4 3, etc, may also appear (in
emission). In the harmonic approximation, all these lines lie at the same frequency, and the
spectrum is also a single line. However, as we shall now show, the breakdown of the
harmonic approximation causes the transitions to lie at slightly different frequencies, so
several lines are observed.

16.11 Anharmoniity
The vibrational terms in eqn 60 are only approximate because they are based on a parabolic
approximation to the actual potential energy curve. A parabola cannot be correct at all
extensions because it does not allow a bond to dissociate. At high vibrational excitations the
swing of the atoms (more precisely, the spread of the vibrational wavefunction) allows the
molecule to explore regions of the potential energy curve where the parabolic
approximation is poor and additional terms in the Taylor expansion of V (eqn 51) must
be retained. The motion then becomes anharmonic, in the sense that the restoring force is
no longer proportional to the displacement. Because the actual curve is less confining than a
parabola, we can anticipate that the energy levels become less widely spaced at high
excitations.

(a) The convergence of energy levels
One approach to the calculation of the energy levels in the presence of anharmonicity is to
use a function that tsembles the true potential energy more closely. The Morse potential
energy is

16.36 The Morse potential energy curve reproduces
the general shape of a molecular potential energy
curve. The corresponding Schr6dinger equation can 	 V = ll'Dn { i	 _(R -R,j }

	

(mrrw2)
—0	 = (61)

be solved, and the values of the energies obtained. 
The number of bound levels is finite. The illustration where !) is the depth of the potential minimum (Fig. 16.36). Near the well minimum the
also shows the relation between the dissociation
energy, D0, and the minirnurn.cnergy. D, of a	 variation of V with displacement resembles a parabola (as can be checked by expanding the
molecular potential energy curve,	 exponential as far as the first term) but, unlike a parabola, eqn 61 allows for dissociation at
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large displacements. The Schrödinger equation casbe solved for the Morse potential and the
permitted energy levels are

G(v) (v +	 - (o ±	 .r =	 =(62)
2pico 4D,

The parameter .t is called the anharmonicit'y constant. The number of vibrational levels of a
Morse oscillator is finite, and v 0, 1 2..... vm., as shown in Fig. 16.36. The second term
in the expression for G subtracts from the first with increasing effect as v increases, and
hence gives rise to the convergence of the levels at high quantum numbers.

—

	

	 Although the Morse oscillator is quite useful theoretically, in practice the more general
expression

G(r) = (r; f	 - (v +	 -f (v + ) 1Ye 1 +•''	 (63)

where	 . . . are empirical constants characteristic of the molecule, is used to fit the
experimental data and to find the dissociation energy of the molecule. When
anharmoriicities are present, the wavenumbers of transitions with AL'	 +I are

=	 2{i; .4 I )xi .f ...	 (64)

-I'

1>
ft

N

16.37 The dissociation energy is the sum of the	 the latter equation shows that when .r	 0 the transitions move to tower wavenumbers asv
separaUons of the vibrati. .nal energy levels up to	 increases.
the dissociation hnnt just as the length of a ladder	 Anharmonicity also accounts for the appearance of additional weak absorption lines
is the sum of the separatirns Of its rungs, corresponding to the transitions 2.-0, 3.-0, etc., even though these first, second,...

overtones are forbidden by the selection rule Ar.' = ± I. The first overtone, for example,
gives rise to an absorption at

G(v i 2) - G(') = 20 - 2(2t ,  3)x0 +'''	 (65)

The reason for the appearance of overtones is that the selection rule is derived from the
Area 011(-0) properties of harmonic oscillator wavefurictions, which are only approximately valid when

anharmonicity is present. Therefore, the selection rule is also only an approximation. For an
anharmonic oscillator, all values of Ac are allowed, but transitions with Ac> I are allowed
only weakly if the anharmonicity is slight.

(b) The Birge-Sponer plot
\	 Linear

tiapOlation	 When several vibrational transitions are detectable, a graphical technique called a Birge-
Sponer plot may be used to determine the dissociation energy, D11 , of the bond. The basis of
the Birge-Sponer plot is that the sum of successive intervals AG,, +4 from the zero-point level
In the dissociation limit is the dissociation energy:

\.\
'2

16.38 The area under a plot of transition
wavenuenber against vibrational quantum number is
equal to the dissociation energy of the molecule
The assumption that the differences approach zero
linearly is the basis of the Birge-Sponer
extrapolation.

= AG 1 2 4 AG 3 , 2 + . =	 AG1	 (66)

just as the height of the ladder is the sum of the separations of its rungs (Fig. 16.37). The
construction in Fig. 16.38 shows that the area under the plot of AG,,,, 1 against v + 1 is equal
to the sum, and therefore to B0 . The successive terms decrease linearly when only the X
anharmonicity constant is taken into account and the inaccessible part of the spectrum can
be estimated by linear extrapolation. Most actual plots differ from the linear plot as shown
in the illustration, so the value of B 0 obtained in this way is usually an overestimate of the
true value.
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tS,3'J The Birge-Sponer plot used in Example 16.5.
The area is obtained simply by counting the squares
beneath the line or using the formula for the area
of a right triangle.
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Exarnpe 16.5 Using a 9irg—Sponer plot

The observed vibrational intervals of H lie at the following values for l+-0, 2—I,...
respectively (in cm):2I9l,2064, 1941, 1821, 1705, 1591, 1479, 1368, 1257, 1145, 1033,
918, 800,677,548,411. Determine the dissociation energy of the molecule.

Method Plot the separations against v + , extrapolate linearly to the point cutting the
horizontal axis, and then measure the area under the curve.

Answer The points are plotted in Fig. 16.39, and a linear extrapolation is shown as a dotted
line. The area under the curve (use the formula for the area of a triangle or count the
squares) is 214. Each square corresponds to 100 cm (refer to th. scale of the vertical axis);

hence the dissociation energy is 21 400 cm (corresponding to 256 kJmol).

Self-test 19.7 The vibrational levels of HgH converge rapidly, and successive intervals are

1203.7,965.6,632.4, and 172 cm - '. Estimate the dissociation energy.
[35.6 kJmo11

16.12 Vibration—rotation spectra
Each line of the high-resolution vibrational spectrum of a gas-phase heteronuclear diatomic
molecule is found to consist of a large number of closely spaced components (Fig. 16.40).
Hence, molecular spectra are often called band spectra. The separation between the
components is of the order of 10 cm, which suggests that the structure is due to
rotational transitions accompanying the vibrational transition. A rotational change should
be expected because classically we can think of the transition as leading to a sudden increase
or decrease in the instantaneous bond length. Just as ice-skaters rotate more rapidly when
they bring their arms in, and more slowly when they throw them out, so the molecular
rotation is either accelerated or retarded by a vibrational transition.

(a) Spectral branches
A detailed analysis of the quantum mechanics of simultaneous vibrational and rotational
changes shows that the rotational quantum numberi changes by ± I during the vibrational
transition of a diatomic molecule. If the molecule also possesses angular momentum about
its axis, as in the case of the electronic orbital angular momentum of the 2 11 molecule NO,

then the selection rules also allow 1sf = 0.
The appearance of the vibration-rotation spectrum of a diatomic molecule can be

discussed in terms of the combined vibration-rotation terms, S:

11,40 A high-rrolutiOfl vibration-rotation spectrum
of HCl. The lines appear in pairs because 00 and
H m Ct both contribute their abundance ratio is 3
There is no 0 branch. because iSJ - 0 is forbidden

for this molecule.

S(v,J) = G(v) + F(J)

0-branch

2800

(67)

1H37C1
'H 35ci

R-branch

-hikow=
3000
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16.41 The formation of 1. Q, and R branches in a
vibration-rotation spectrum. The intensities reflect
the populations of the initial rotational levels.
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If we ignore anharmonicity and centrifugal distottion,

S(r',J) = (v + )i t- BJ(J + I)	 (68)

In a more detailed treatment, B is allowed to depend on the vibrational state because as v
increases the molecule swells slightly and the moment of inertia changes. We shall continue
with the simple expression initially.

When the vibrational transition a' + I i-v occurs, J changes by ± I and in some cases by 0
(when AJ = 0 is allowed). The absorptions then fall into three groups called branches of the
spectrum. The P branch consists of all transitions with AJ = -1:

14(J) = S(v I If - I) - S(v,J) = 1 - 2BJ 	 (69a)
This branch consists of lines at i - 28,1' - 4B.... with an intensity distribution reflecting
both the populations of the rotational levels and the magnitude-of the J - I .-J transition
moment (Fig. 16.41). The Q branch consists of all tines with AJ = 0, and its wavenumbers
are all

VQ (J) -S(s' I If) - .c(s..f) =il	 (69b)
for all values off. This branch, when it is allowed (as in NO), forms a single line at the
vibrational transition wavenumber. In practice, because the rotational constants of the two
vibrational levels are slightly different, the Q branch appears as a cluster of closely spaced
lines. In fig. 16.41 there is a gap at the expected location of the Q branch because it is
forbidden in HCI. The R branch consists of lines with A] = +1:

= S(u ±1,] ± I) - S(v,J) - I) + 2R(J + 1) 	 (69c)

This branch consists of lines displaced from 1' to high wavenumber by 284B.....
The separation between the lines in the P and R branches of a vibrational transition gives

the value of B. Therefore, the bond length can be deduced without needing to take a pure
rotational microwave scctrum. However, the latter is more precise.

(b) Combination differences

The rotational constant of the vibrationally excited state, B 5 (in general,	 is in fact+ 1	
slightly smaller than that of the ground vibrational state, B,1 , because the anharmonicfty of
the vibration results in a slightly extended bond in the upper state. As a result, the Q branch

j

	

	 (if it exists) consists of a series of closely spaced lines, the lines of the R branch converge
slightly as J increases, and those of the P branch diverge:

J — 1	 1',(J) = 1' -- 	 ± 80)J + (R - 80)J2
"Q(J)1'+(fl5.B0)J(J+l) 	 (70)
i'(f) = i;' 4 (B i ± BO ) (J±l)+(B,_B,5)(+l)2

To determine the two rotational constants individually, we use the method of combination
differences. This procedure is used widely in spectroscopy to extract information about a
particular state. It involves setting up expressions for the difference in the wavenumbers of

J + 1

	

	 transitions to a cJmmon state; the resulting expression then depends solely on properties of
the other state.

As can be seen from Fig. 16.42, the transitions 12R(J - I) and 1'(J + I) have a common
upper state, and hence can be anticipated to depend on B. Indeed, it is easy to show from
eqn 70 thatJ- 1

1642 The method of combination differences
makes use of the fact that some transitions share a
common level.

- I) - 14(3 -1 1) = 4B(J +	 (71a)

Therefore, a plot of the combination difference against J + 1, should be a straight line of
slope 48g. so the rotational constant of the molecule in the state ii 0 can be determined.
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16.43 The formation of 0. Q, and S branches in a
vibration-rotation Raman spectrum of a linear
rotor. Note that the frequency scale runs in the
opposite direction to that in Fig. 16.41, because the
higher energy transitions Ion the right) extract
more energy from the incident beam and leave it at
lower frequency.

Table 16.2- Properties of diatomic molecules

(Any deviation from a straight line is a consequence of centrifugal distortion, so that effect
can be investigated too.) Similarly, u#6 (j) and i(J) have a common lower state, and hence
their combination difference gives information about the upper state-

1,R (71h)

The two rotational constants of 'H 35CI found in this way are B = 10.440 cm and
= I0.136cni.

16.13 Vibrational Raman spectra of diatomic molecules

The gross selection rule for vibrational Raman transitions is that the polorizobiiy should
change as the molecule vibrates. As homonuclear and heteronuclear diatomic molecules
swell and contract during a vibration, the control of the nuclei over the electrons varies, and
hence the molecular polari2ability changes. Both types of diatomic molecule are therefore
vibrationally Raman active.

The specific selection rule for vibrational Raman transitions in the harmonic
approximation is Lsv = ± 1. The lines to high frequency o'f the incident light, the anti-
Stokes lines, are those for which An = - I. They are usually weak because very few
molecules are in an excited vibrational state initially. The lines to low frequency, the Stokes
lines, correspond to An = +1. In gas-phase spectra, these lines have a branch structure
arising from the simultaneous rotational transitions that accompany the vibrational
excitation (Fig. 16.43). The selection rules are AJ = 0, ±2 (as in pure rotational Raman
spectroscopy), and give rise to the 0 branch (AJ = —2), the Q branch (AJ = 0), and the S

.branch (tai = +2):

i/(j (J4 = t - V - 2.8 + 48.1

= i j - 1'	 (72)

= - i 6B - 4RJ

Note that, unlike in infrared spectroscopy, a Q branch is obtained for all linear molecules.
The spectrum of CO, for instance, is shown in Fig. 16.44: the structure of the Q branch arises
from the differences in rotational constants of the upper and lower vibrational states.

The information available from vibrational Raman spectra adds to that from infrared
spectroscopy because homonuclear diatomics can also be studied. The spectra can be
interpreted in terms of the force constants, dissociation energies, and bond lengths, and
some of the information obtained is included in Table 16.2.

The vibrations of polyatomic molecules

There i5 only one mode of vibration for a diatomic molecule, the bond stretch. In polyatomic
molecules there are several modes of vibration because all the bond lengths and angles may
change.

is/cm_i	 B/cm' k/(Nm)	
16.14 Normal modes

We begin by calculating the total number of vibrational modes of a polyatomic molecule.
1 H 2	4400	 60.86	 575	 We then see that we can choose combinations of these atomic displacements that give the
I H aSCI	 2991	 10.59	 516	 simplest description of the vibrations.
1 H' 27 1	 2309	 6.61	 313

1502 	 560	 0,244	 323	 (a) The number of vibrational modes
More values are given in the Onto Section at the end	 As shown in the Justification below, for a nonlinear molecule that consists of N atoms, there

of this volume. See Tables 14.2 and 14.3 for related 	 are 3N - 6 independent modes of vibration. If the molecule is linear, there are 3N - 5
information (on 1) and R.I.	 independent vibrational modes.
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2100	 2200 ,V/cm'

544 The structure of a vibrational line in the
vibrational Raman spectrum of carbon monoxide,
showing the 0. Q, and S branches.

(a)

(b)

16.45 (a) The orientation of a linear molecule
requires the specification of two angles. (Ii) The
orientation of a nonlinear molecule requires the
specification of three angles.

Justification 16.8

The total number of coordinates needed to specify the locations of N atoms is 3N. Each
atom may change its location by varying one of its three coordinates (.r, y, and z), so the
total number of displacements available is 3N. These displacements can be grouped
together in a physically sensible way. For example, three coordinates are needed to specify
the location of the centre of mass of the molecule, so three of the 3N displacements
correspond to the translational motion of the molecule as a whole. The remaining 3N - 3
are non-translational 'internal' modes of the molecule.

Two angles are needed to specify the orientation of a linear-molecule in space: in effect,
we need to give only the latitude and longitude of the direction in which the molecular
axis is pointing (Fig. 16.45a). However, three angles are needed for a nonlinear molecule
because we also need to specify the orientation of the molecule around the direction
defined by the latitude and longitude (Fig, 16.45b). Therefore, two (linear) or three
(nonlinear) of the 3N - 3 internal displacements are rotational. This leaves 3N - 5 (linear)
or 3N - 6 (nonlinear) displacements of the atoms relative to one another: these are the
vibrational modes. It follows that the number of modes of vibration NVbis 3N - 5 for
linear molecules and 3N - 6 for nonlinear molecules.

Illustration
Water, H 2 0, is a nonlinear triatomic molecule, and has three modes of vibration (and three
modes of rotation); CU, is a linear triatomic molecule, and has four modes of vibration (and
only two modes of rotation). Even a middle-sized molecule such as naphthalene (C 10 11 8 ) has
48 distinct modes of vibration.

(b) Combinations of displacements
The next step is to find r: best description of the modes. One choice for the four modes of

CO 2 , for example, might be the ones in Fig. 16.46a. This illustration shows the stretching of
one bond (the mode vj, the stretching of the other (VR), and the two perpendicular bending
modes (vi). The description, while permissible, has a disadvantage: when one CO bond
vibration is excited, the motion of the C atom sets the other CO bond in motion, so energy
flows backwards and forwards between v L and tR Moreover, the position of the centre of
mass of the molecule varies in the course of either vibration.

The description of the vibrational motion is much simpler if linear combinations of e'L and
are taken. For example, one combination is v 1 in Fig. 16.46b: this mode is the symmetric

stretch. In this mode, the C atom is buffeted simultaneously from each side and the motion
continues indefinitely. Another mode is v5, the antisym metric. stretch, in which the two 0
atoms always move in the same direction and opposite to that of the C atom. Both modes are
independent iri the sense that, if one is excited, then it does not excite the other. They are
two of the 'normal modes' of the molecule, its independent, collective vibrational
displacements. The two other normal modes are the bending modes 1'2 . In general, a
normal mode is an independent, synchronous motion' of atoms or groups of atoms that may
be excited without leading to the excitation of any other normal mode.

The four normal modes of CO 2 . and the N, 5, normal modesof polyatomics in general, arethe
key to the description of molecular vibrations. Each normal mode, q, behaves like an
independent harmonicoscillator (if anharmonicities are neglected),soeaeh hasa seriesof terms

(n	

1/2

+ 
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1646 Alternative descriptions of the vibrations of CO,. (a) The stretching nioden are not independent, and if one CO group is excited the other begins to vibrate.
(h) The symmetric and antisymmetric stretches are indcpersdc,il, and one can be excited without affecting the other: they are normal modes. Ic) The two
perpendicular bending motions are also normal modes.

where If. is the wavenumber of mode q and depends on the force constant kq for the mode
and on the effective mass m  of the mode. The effective mass of the mode is a measure qf
the mass that is swung about by the vibration and in general is a'complicated function of the
masses of the atoms. For example, in the symmetric stretch of CO 2 . the C atom is stationary.
and the effective mass depends on the masses of only the 0 atoms. In the antisymmetric
stretch and in the bends, all three atoms move, so all contribute to the effective mass. The
three normal modes of (1 70 are shown in Fig. 16.47: note that the predominantly bending
mode (i.'2 ) has a lower frequency than the others, which are predominantly stretching
modes. It is generally the case that the frequencies of bending motions are tower than those
of stretching modes, One point that must be appreciated is that only in special cases (such as
the CO2 molecwle) are the normal modes purely stretches or purely bends. In general, a
normal mode is a composite motion of simultaneous stretching and bending of bonds.
Another point in this connection is that heavy atoms generally move less than light atoms in
normal modes.

(c) The symmetry species of normal modes
One of the most powerful ways of dealing with normal modes, especially of complex
molecules, is to classify them according to their symmetries. Each normal mode must belong
to one of the symmetry species of the molecular point group, as discussed in Chapter 15.

(3652 cm')

\'2 (1595 cm 1)

6cm0

16.41 The three normal modes of (1 2 0. The mode
vj is predominantly bendirsij, and occurs at lower
wavenuriber than the other two.

Example 16.6 Identifying the symmetry species of a normal mode

Establish the symmetry species of the normal mode vibrations of CH 4 , which belongs to the
group 1d

Method The first step in the procedure is to identify the symmetry species of the irreducible
representations spanned by all the 3N displacements of the atoms, using the characters of
the molecular point group. Find these characters by counting I if the displacement is
unchanged under a symmetry operation, - I if it changes sign, and 0 if it is changed into
some other displacement. Next, subtract the symmetry species of the translations.
Translational displacements span the same symmetry species as x, y, and z, so they can be
obtained from the right-most column of the character table. Finy, subtract the symmetry
species of the rotations, which are also given in the character table (and denoted there by
R,. R, or R,).
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16.48 The atomic displacements of 01 4 and the
symmetry elements used to calculate the characters.

Answer There are 3 x 5 = 15 degrees of freedom, of which 3 x 5 6 = 9 are vibrations.
Refer to Fig. 16.48. Under E, no displacement coordinates are changed, so the character is
15. Under C3 , no displacements are left unchanged, so the character is 0. Under the C2

indicated, the i-displacement of the central atom is left unchanged, whereas its x- and y -
components both change sign. Therefore (C2 ) = I - I - I + 0 + 0 + .. = —1. Under
the S4 indicated, the z-displacement of the central atom is reversed, so (S 4 ) = — 1. Under

Ord, the x- and z-displacements of C, H 3 , and H 4 are left unchanged and they-displacements
are reversed; hence X(e,) = 3 + 3 - 3 = 3. The characters are therefore 15,0,—I, —1,3,
corresponding to A, + F + T + 3T2 . The translations span T2 ; the rotations span T1.

Hence, the nine vibrations span A, + E + 212.

Comment The modes themselves are shown in Fig. 16.49. We shall see that symmetry
analysis gives a quick way of deciding which modes are active.

Self-test 16.6 Establish the symmetry species of the normal modes of H20.

[2A 1 + 1321

16.15 The vibrational spectra of po)yaloiuic molecules
he gross selection rule for infrared activity is that the motion corresponding to a normal

mode should be accompanied by a change of dipole moment. Deciding whether this is so
can sometimes be done by inspection. For example, the symmetric stretch of CO, leaves the
dipole moment unchanged (at zero, see Fig. 16.46), so this mode is infrared inactive. The
antisymmetric stretch, however, changes the dipole moment because the molecule becomes
unsymmetrical as it vibates, so this mode is infrared active. Because the dipole moment
change is parallel to the principal axis, the transitions arising from this mode are classified as
parallel bands in the spectrum. Both bending modes are infrared active: they are
accompanied by a changing dipole perpendicular to the principal axis, so transitions
involving them lead to a perpendicular band in the spectium. The latter bands eliminate the
linearity of the molecule, and as a result a Q branch is observed; a parallel band does not
have a Q branch.

(a) Symmetry and normal mode activity
It is best to use group theory to judge the activities of more complex modes of vibration. This
is easily done by checking the character table of the molecular point group for the symmetry

,	 TI

V2. 1E)

16.49 Typical normal modes of vibration of a tetrahedral molecule. There are in fact two modes of symmetry sp'cics E and three modes of each T 7 symmetry
species.
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species of the irreducible representations spanned by x, s', and z, for their species are also the
symmetry species of the components of the electric dipole moment. Then apply the
following rule:

If the symmetry species of a normal mode is the same as any of the symmetry
species of x, y, or z, then the mode is infrared active.

Justifici Lion 16.9

The rule hinges on the form of the transition dipole moment between the ground-state
vibrational wavefunction, 0, and that of the first excited state, 41,. The x-component is

= (ljJO) = _efxrodt	 (74)

for the x-component, with similar cxpressiàns for the two other components of the
transition moment. The ground-state vibrational wavefunction is a Gaussian function of
the form e'2 , so it is symmetrical in x. The wavefunction for the first excited state gives a
nonvanishing integral only if it is proportional to x, for then the integrand is proportional
to x2 rather than to xy or xz. Consequently, the excited state wavefunction must have the
same symmetry as the displacement x.

Example 16.7 ldtiililyi,iq ml r;ii 'd ,mcl vu modus

Which modes of CH 4 are infrared active?

Mci liiiml Refer to the Td character table to establish the symmetry species olx,y, and z for
this molecule, and then use the rule given above.

Answer The functions .r, y, and z span T2 . We found in Example 16.6 that the symmetry
species of the normal modes are A 1 + E + J2 . Therefore, only the T2 modes are infrared
active.

Comment The distortions accompanying these modes lead to a changing dipole moment.
The A 1 mode, which is inactive, is the symmetrical 'breathing' mode of the molecule.

St'lt-tvt Ii;.!) Which of the normal modes of HO are infrared active?

[All three]

(b) The appearance of the spectrum
The active modes are subject to the specific selection rule Av q = ± I in the harmonic
approximation, so the wavenumber of the fundamental transition (the 'first harmonic') of
each active mode is i. From the analysis of the spectrum, a picture may be constructed of
the stiffness of various parts of the molecule: that is, we can establish its force field, the set
of farce constants corresponding to all the displacements of the atoms. Superimposed on
this simple scheme are the complications arising from anharmonicities and the effects of
molecular rotation. Very often the sample is a liquid or a solid, and the molecules are unable
to rotate freely. In a liquid, for example, a molecule may be able to rotate through only a few
degrees before it is struck by another, so it changes its rotational state frequently. This
random changing of orientation is called tumbling.
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The lifetimes of rotational states in liquids are very short, so in most cases the rotational
energies are ill-defined. Collisions occur at a rate of about 10I s arid, even allowing for
only a 10 per cent success rate in knocking the molecule into another rotational state, a
lifetime broadening (eqo 24) of more than I cm 1 can easily result The rotational structure
of the vibrational spectrum is blurred by this effect, so the infrared spectra of molecules in
condensed phases usually consist of broad lines spanning the entire rage of the resolved
gas-phase spectrum, 2nd showing no branch structure.

One very important application of infrared spectroscopy to condensed phase samples,
and for which the blurring of the rotational structure by random collisions is a welcome
simplification, is to chemical analysis. The vibrational spectra of different groups in a
molecule give rise to absorptions at characteristic frequencies. Their intensities are also
transferable between molecules. Consequently, the molecules in a sample can often be
identified by examining its infrared spectrum and referring to a table of characteristic
frequencies and intensities (Table 16.3 and Fig. 16.50).

aONfco

-NH

Indole -1 \
salts

Amino
N-H

 nut-of-plane
Amino acid

I	
Aryl?--_C0;, - NH ;deformation-

3500 3000 2500 '2000	 1500	 1000	 /cm

1650 The infrared absorption spectrum of an amino acid, and a partial assignment.

16.16 Vibrational Raman spectra of polyatomic molecules
The normal modes of vibration of molecules are Raman active if they are accompanied by a
changing polarizability. It is sometimes quite difficult to judge by inspection when this is so.
The symmetric stretch of CO 2 . for example, alternately swells and contracts the molecule:
this motion changes the polarizability of the molecule, so the mode is Raman active. The
other modes of C0 7 leave the polarizability unchanged, so they are Raman inactive.

(a) Symmetry aspects of Raman transitions
Group theory provides an explicit recipe for judging the Raman activity of a normal mode. In
this case, the symmetry species of the quadratic forms (x2 , xy, etc.) listed in the character
table are noted ithey '-:insform in the same way as the polarizability), and then we use the
following rule:

If the symmetry species of a normal mode is the same as the symmetry species
of a quadratic form, then the mode may be Raman active.

Illustration
To decide which of the vibrations of CH 4 are Ransan active, refer to the'!', character table. It
was established in Example 16.6 that the symmetry species of the normal modes are

Table I 6.3 Typical vibrational wavenumbers,
r,/cm

C—H stretch	 2850-2960
C—H bend	 1340-1465
C—C stretch	 700-1250
C=C stretch	 1620-1680

More values are given in the Data section.
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lhc definition of the planes used for the
specification of the depolarization ratio, p. in Raman
scattering. The fat arrows represent the electric vecupr
of the incident (green) and scattered (grey) radiation.
There is also a perpendicular scattered component, as
indicated by the simple wave-like line.
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A 1 + E l- 2L. Bcause the quadratic forms span A 1 + E + T2 , all the normal modes are
Raman active. All totally symmetric vibrations, whatever the point group of the molecule,
are Rarnan active (and polarized: sec below).

SCIf-t(Sl ii; I  Which of the vibrational modes of H 2 0 are Raman active?
[All three]

The exclusion rule also helps us to decide which modes are active:

If the molecule has a centre of symmetry, then no modes can be both infrared
and Ra' -active.

(A mode may be inactive in both.) Because it is often possible to judge intuitively if a mode
changes the molecular dipole moment, we can use this rule td identify modes that are not
Raman active. The rule applies to CO2 but to neither H 2 0 nor CH4 because they have no
centre of symFnery.

(b) Depolarization
The assignment of Rarnan lines to particular vibrational modes is aided by noting the state of
polarization of the scattered light, the depolarization ratio, p, of a line is the ratio of the
intensities, I. of the scattered light with polarizations perpendicular and oarallel to the
plane of polarization of the incident radiation:

[75]

To measure p, the intensity of a Raman line is measured with a polarizing filter (a 'half-wave
plate') first parallel and then perpendicular to the polarization of the incident beam. If the
emergent light is not polarized, then both intensities are the same and p is close to 1. if the
light retains its initial polarization, then 'L = 0, so p = 0 (Fig. 16.51). A line is classified as
depolarized if it hasp close to or greater than 0.75 and as polarized if p<0.75. Only totally
symmetrical vibrations give rise to polarized lines in which the incident polarization is

ii
riot i St i(i
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largely preserved. Vibrations that are not totally symmetrical give rise to depolarized tines
because the incident radiation can give rise to radiation in the perpendicular direction too.

(c) Resonance Raman spectra
A modification of the basic Roman effect involves using incident radiation that nearly
coincides with the frequency of art transition of the sample (Fig. 16.52). The
technique is then called resonance Raman spectroscopy. It is characterized by a much
greater intensity iln the scattered radiation. Furthermore, because it is often the case that

P77
I 	

CD

Resonant
L	

Scattered	 scattered
radiation	 radiation

10 A
lni:isloni	 lic iil,ni
I arlioliisn	 radi,ition	 I

(a)	 Ib)

16 , 52 (a) In conventional Raman spectroscopy, the incident radiation does not match an absorption
frequency of the molecule, and there is only a 'virtual transition to an excited state. (h) However, in the
resonance Raman effect, the incident radiation has a frequency that coincides with a molecular
transition.

only a few vibrational modes contribute to the more intense scattering, the spectrum is
greatly simplified. The resonance Raman spectrum shown in Fig. 16.53, for example, is of
solid potassium chromate. The nine peaks that are identified are the Stokes lines that
correspond to the excitation of the symmetric breathing mode of the tetrahedral CrO ion
and the transfer of up to nine vibrational quanta during the photon-ion collision. The high
intensity of the resonance Raman transitions is employed to examine the metal ions in
biological macromolecules (such as the iron in haemoglobin and cytochromes or the cobalt
in vitamin B), which are present in such low abundances that conventional Raman
spectroscopy cannot detect them. An additional advantage is that resonance picks out the

732

8000
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1653 The resonance Raman spectrurp of solid K,Cr0. The peaks are due to the totally symmetric
stretching mode of the Cr0 anion. 1W. Kiefer and HJ. Bernstein, Mo!ec Phys. 23, 035 119721l.i
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fragment of a molecule that in conventional Rarnan spectroscopy would have a spectrum
too complex to interpret.

(d) Coherent anti-Stokes Raman spectroscopy
The intensity of Raman transitions may be enhanced by coherent anti-Stokes Raman
spectroscopy (CARS, Fig. 16.54). The technique relies on the fact that, if two laser beams of
frequencies P I and v2 pass through a sample, then they may mix together and give rise to
coherent radiation of several different frequencies, one of which is

	

ii = 2u, -	 (76)
Suppose that zi is varied until it matches any Stokes line from the sample, such as the one
with frequency zi - v; then the coherent emission will have frequency

	

= 2o 1 -	 - v) = Il l + Az/	 -	 (77)
which is the frequency of the corresponding anti-Stokes line. This coherent radiation forms a
narrow beam of high intensity.

An advantage of CARS is that it can be used to study Ranian transitions in the presence of
competing incoherent background radiation, and so can be used to observe the Raman
spectra of species in flames. The intensities of the transitions can then be interpreted in
terms of the temperatures of different regions of the flame.

Laser

Detector
1	

Dye

	

laser	 2

113.54 The experimental arrangement for the CARS experiment.
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Exercises

16.1 (a) Calculate the ratio of the Einstein coefficients of
spontaneous and stimulated emission, A and B, for transitions with
the following characteristics: (a) 70.8 pin X-rays, (b) 500 nrn visible
light, (c) 3000 cm- ' 18 radiation.

16.1 (b) Calculate the ratio of the Einstein coefficients of
spontaneous and stimulated emission, A and B, for transitions with
the following characteristics: (a) 500 MHz radiotrequency radiation.
(b) 3.0 cm microwave radiation.

16.2 (a) Calculate the frequency of the] -= 4-3 transition in the
pure rotational spectrum of 14 N' 60. The equilibrium bond length is
115 pm.

16.2 (b) Calculate the frequency of the ] = 3-2 transitioii in the
pure rotational spectrum of 12Ci0. The equilibrium bond length is
112.81 pm.

16.3 (a) If the wavenumber of the] = 1-2 rotational transition of
1 1-l 35 CI considered as a rigid rotator is 63.56 cm ', what is (a) the
moment of inertia of the molecule, (b) the bond length?

16.3 (b) If the wavenumber of the] = I -0 rotational transition of
1 H 81 Br considered as a rigid rotator is 16.93 cm"', what is (a) the,
moment of inertia of the molecule, (b) the bond length?

16.4 (a) Given that the spacing of lines in the microwave spectrum
of "Al l H is constant at 12.604 cm , calculate the moment of inertia
and bond length of the molecule (m( 27Al) =26.9815 u).

16.4 (b) Given that the spacing of lines in the microwave spectrum
of 35 C1' 9 F is constant at I 033 cm , calculate the moment of inertia
and bond length of time riolecuic (rn( 35 C1) = 34.9688
m C 9F) = 18.9984 ul.

16.5 (a) The rotational constant of ' 7 l 35 Cl is 0.1142 cm
Calculate	 the	 ICI	 bond	 length	 (n(35Cl) = 34.9688 u,
,n( 21 1)	 126.9045 u).

16.5 (b) The rotational constant of 1 C'02 is 0.39021 cm"'.
Calculate the bond length of the molecule (m(2C) =.12 u exactly.
nil	 15.9949 u).

16.6 (a) Determine the HC and CN bond lengths in HCN from the
rotational constants /1('H12C14N) -44.316GHz, II( 2 H I? C 14 N) =
16.208 GHL

16.6 (b) Determine the CO and CS bond lengths in OCS from the
rotational constants B( 160C 2 S) 6081.5 Mhz, B( 150 12 C 34S) =
5932.8 MHz.

16.7 (a) The wavenumber of the incident radiation in a Raman
spectrometer is 20487 cm". What is the wavenumber of the
scattered Stokes radiation for the] = 2-0 transition of '4N2?

16.7 (b) The wavenumber of the incident radiation in a Raman
spectrometer is 20623 cm '. What is the wavenumber of the
scattered Stokes radiation for the J = 4-2 transition of 160?

16.8 (a) Infrared absorption by 1 H 81 Br gives rise to an R branch from
i. = 0. What is the wavenumber of the line originating from the
rotational state with] = 2? Use the information in Table 16.2.

16.8 (b) Infrared absorption by H 121 1 gives rise to an R branch from
= 0. What is the wavenumt,er of the line originating from the

rotational state with J = 2? Use the intormation in Table 16.2.

16.9 (a) An object of mass 1.0 kg Suspended from the end of a
rubber band has a vibrational frequency of 2.0 lIz. Calculate the
force- constant of the rubber band.
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16.9 (b) An object of mass 2.0 g suspended from the end of a spring
has a v rational frequency of 3.0 I-I,. Calculate the force constant of
the spring.

16.10 (a) Calculate the percentaq.: d:ffercr.cc in the fundameriLil
vibration wavenumber of 2 Na 35Ci and "Na"Cl on the assumption
that their force constants are the same.

16.10 (b) Caiculate the percentage difference in the fundamental
vibration wavenumber of 'H' ICJ and 2 H 31 C1 on the assumption that
their force constants are the same.

16.11 (a) The waveriumber of the fundamental vibrational transition
of IsCJ 2 is 564.9 um . Calculate the force constant of the bond
(m(Ci) = 34 9688 u).

16.11 (b) Me waveniirnber of the fiind,rnenrtal vibrational trans.
tion of 798r °'Br is 323.2 cm 1 . Calculate the force constant of the
hood	 75 8r	 78.983 t i , rn( 81 Br) = 90.9163 u).

16.12 (a) The molecule CH 2 Cl 2 belongs to the point group C. the
displacements of the atoms span 5A 1 .r- 2A . 4B i. 413. What prr
the symmetries of the normal modes of vibration?

16.12 (b) A carbon disulfide , molecule belongs to the point group
D,. The nine displacements of the three atoms spar.
A g + A;, t 2E0 What are the smmetrics of the
normal modes of vibration?

16.13 (a) Which of the following molecules may show, a pur,
rotational microwave absorption soectrum' (a) H, (b) HCI, (c) CH, di
CH 3 CI, (e CH7Ci.?

16.13 (b) Which of the fotossing molecules may show a pure
rotational microwave absorption spectrum: (ii) 0 2 0, (h) H2 01, (r'i tlH.
(d) N20?

16.14 (a) Whch ul the fcltowmg molcculc may show i(rarrl
absorption spectra: (a) fi. (h) HC. (c) CO 2 . (dl rt2O?

16.14 (h) Which :f the follow'r. g rnoculcs ma y show infrared
absorption spectra: (a) CH 2 CFI,, (Ii) Cu 4 , (c) CFI,C, (di

16.15 (a) Which of the following molecules may show a pure
rotational Raman spectrum: (a) H,, (b) H€i, (ci CH, (d) CH2CI?

16.15 (b) Which of the following molecules may show a pure
rotational Rarrian spectrum: (a) CH 2 CI, (b) CH 3 CU. (c) SF 5, (d) N20?

16.16 (a) What is the Doppler-shifted wavelength of a red 1660 om)
traffic light approar.4ied at Itt) km h ''?

16.16 (b) At what speed of approach would a red (610 nm) traffic
light appear green (520 rim)?

16.17 (a) A spectral line of 48 [i	 (of mass 47 95 ii) in a distant star
' was found to be shifted from 654.2 nm to 706.5 nm and to he

broadened to 61.8 pm. What is the speed of recession and the surface
temoeratrire of the star?

16,17 (b) A spectral line of J1p3 (of mass 30.97 ii) in a distant star
was found to be shifted from 326 urn to 365 nm and to be broadened
to 45.8 pm. What is the speed of recession and the surface
temperature of the star?

16.18 (a) Estimate the lifetime of 4 state that gives rise to a line of
width (a) 0.10 cm, (b) 1.0 cm1.

16.18 (b) Estimate the lifetime of a state that gives rise to a line of
wrlth (a) 1(X) MEli, (bI 2.14 cm',

16.19 (a) A molecule in a liquid undergos about lOx lO
collisions in each second. Suppose that (a) every collision is effective
in deactivating the molecule vibrationally and (b) that one collision in
IOU is effective. Calculate the width (in cm -1 ) of vibrational
transitions in tIme molecule.

16.19 (b) A molecule in a gas undergoes about lOx 10 9 collisions in
each second. Suppose that (a) every collision is effective in
deactivating the molecule rotationally and (b) that one collision in
Ii) is cffectvc. Calculate the width un hertz) of rotational transitions
in he molecule.

16,20 (a) Calculate the relative numbers of C1 2 molecules
= 5597 mn' (in the ground and first excited vibrational states

at a( 2911 K. (h) 500 K.

16.20 (b) Calculate the relilivr nmunibcrs of Br, molecules
32 urn -	 in the second and first excited vibrational states at

(s) . i311 K, i 1100 K.

16.21 (a) The nydrogen halides have the followirg fundamental
vit.irationa! wavenimmljers: 4141.3 em 	 (HF); 2989.9 cm I (H35CI);
2649.7 urn " lH Br); 2309.5 crn	 (Hi?)!) Calculate the force
constants of thc hydrogen-halogen bonds.

16.21 (b) Frimni the data in Exercise 16.21a, predict the fundamental
9i6r21:005l wavcnumbc'rs of the duterium halides.

16.22 (a) For 5 0., , AG values for the transitions ii = I-I>, 2-0,
F., -) d 3 .-0 arc, respectively, 1556.22, 301111.28, and 4506.21 cm-1.
CaicirOite 0 and .r.. Assume Y, to be zero.

16,22 (6) For 14 N,, AG values for the transitions v = I O, 2-0,
aid 3.-li arc. respcctvely, 2345.15, 466 .40, and 6983.73 cm'.
Calculate ' and i,. Assume v to be zero.

16.23 (a) The first five vibrational energy levels of HCI are at
1481.81, 4367.50, 7149 04, 9826.49, and 12399.9 cm* Calculate
the dissociation energy of the molecule in reciprocal centimetres and
eiectromisolts.

16.23 (b) The tit five vibrational energy levels of HI are at 1144.83,
3374 90, 5525.5 1. 7596.16, and 9588.35 cm'. Calculate the
dissociation energy of the molecule in reciprocal centimetres and
clectrorivolts.

16.24 (a) The rotational fla ma, r. spectrum of "Cl,
(nm( 25Cl) . 34.9688 u) shows a series of Stokes lines separated by
0.9752 cni I and a similar series of anti-Stokes lines. Calculate the
bond length of the molecule.

16.24 (b) The rotational Raman spectrum of 161`7

(,,i(iSf) = 18.9984 U) shows a series of Stokes lines separatcd by
1.5312 cin -I and a similar series of anti-Stokes lines, Calculate the
bond length of the molesxilc.

16.25 (a) 11uw many normal modes of vidratiori are there for the
following molecules: (a) 1120, (b) H 2 02 , (r) C7H4?

16.25 (b) How many normal modes of vibration are there for the
following molecules: (a) C6 11 5 , (h) C6 0 501 3 , (c) Hc-CseCH?
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16.26 (a) Which of the three vibrations of an AB
molecule are infrared or Raman active when it is (a) angular, (b)
linear?

16.26 (bJ Which of the vibrations of an AB 3 molecule are infrared or
Raman active When it is (a) triqonal planar, (b) trigenal
pyramidal?
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16.27 (o) Consider the, vibrational mode that corresponds to
the uniform expansion of the benzene ring- Is it (a) Raman, (b)
infrared active?

16.27 ( Consider the vibrational mode that corresponds to the
boat-iike bending of a benzene ring. Is it (a) Ramar., (b) infrared
active?

Problems

Numerical problems

16.1 Calculate the Doppler width (as a fraction of the transition
wavelength) for any kind of transition in (a) HCI, (b) ICI at 25°C.
What would be the widths of the rotational and vibrationai
transitions in these molecules (in MHz and cm 1 , respectively),
given B(ICI) = 0.1142 cm and fl(ICI) = 384 cm and additional
information in Table 16.2?

16.2 The collision frequency of a molecule of mass m in a gas of
pressure p is z = 4r(kT/rtm) 112p/kT, where c is the COi5Ofl cross-
section, Find an expression for the collision-limited lifetime of an
excited state assuming that every collision is effective. Estimate the
width of rotational transition in HCI (o = 0.30 p,Z) at 25°C and
1.0 atm. To what value must the pressure of the gas be reduced in
order to ensure that collision broadening is less important than
Doppler broadening?

16.3 The rotational constant of NH 3 is equivalent to 298 G1-Iz.
Compute the separation of the pure rotational spectrum tines in GHz,
cm, and mm, and show that the value of B is consistent with an
N-H bond length of 101.4 pm and a bond angle of 106.78°.

16.4 The rotational constant for CO is 1.9314 cm I and
1.6116 cm in the ground and first excited vibrational states,
respectively; By how much does the internuclear distance change as a
result of this transition?

16.5 Pure rotational Raman spectra of gaseous C.H. and C.D., yield
the following rotational constants; B(C 6 14 6 ) = 0.18960 cm
B(C6 D 6 ) = 0.15681 cm - '. The moments of inertia of the molecules
about any axis perpendicular to the C 6 axis were calculated from
these data as ' (CA) = 147.59x IC)- kg in 	 l(C 5 D 5 ) =
178.45 x 10	 kg M2. Calculate the CC, CH, and Cl) bond
lengths.

16.6 The vibrational energy levels of Nal lie at the wavenumbers
142.81, 427.31, 710.31, and 991.81 cm. Show that they fit the
expression (v +- (v ± ) 2xji, and deduce the force constant,
zero-point energy, and dissociation energy of the molecule.

16.7 Predict the shape of the nitronium ion, N0, from its Lewis
structure and the VSEPR model It has one Raman active vibrational
mode at 1400 cm 1 , two strong FR active modes at 2360 and
540 cm -1 , and one weak IR mode at 3735 cm . Are these data
consistent with the predicted shape of the molecule? Assign the
vibrational wavenumbers to the modes from which they arise.

16.8 Rotational absorption lines from 1 1435 C1 gas were found at the
following wavenumbers (R.L Hausler and R.A. Oetjen, J. Chem. Phys
21, 1340 (1953)): 83.32, 104.13. 124.73. 145.37. 165.89, 186.23,
206.60,226.86 cm -i . Calculate the moment of inertia and the bond
length of the molecule. Predict the positions of the corresponding
Fines in 2 H 35C1.

16.9 Is the bond length in HCI the same as that in DCI? The
wavenumbers of the J = 1 i-O rotational transitions for H 35C1 and
2 1-i 35CI are 20.8784 and 10.7840 cm, respectively. Accurate atomic
masses are 1.007825 ii and 2.0149 u for 1l. and 2 11, respectively. The
fiats of 35 C1 is 34.96885 u. Based on this information alone, can you
conclude that the bond lengths are the same gr different in the two
molecules?

16.10 The microwave spectrum of 160 12 C (C.H. Townes,
A.N. Holden, and F.R. Merritt, Phys. Rev. 74, 1113 (1948)) gave
absorption lines fir GHz) as follows:

J	 I	 2	 3	 4
325 24.32592 36.48882 48.65164 60.81408
365 23.73233	 47.4i24D

,Use the expressions for moments of inertia in Table 16.1 and assume
that the bond lengths are unchanged by substitution; calcuiate the
CO and CS bond lengths in CC'S.

6.11 !he HCI molecule is qiiine well described by the Morse
potential	 with	 De	 5.33 cV,	 s = 2989.7 cm,	 and

52.05 cm' 1 . Assuming tnat the potential is unchanged
on dcuteation, predict the dissociation energies (D0) of (a) HCI, (b)
DCI.

16.12 The Morse potential (eqn 61) is very useful as a simple
representation of the actual molecular potential energy. When RbH
was studied, it was found that i.	 9368 cm	 and

= 14.15 cm. p:ot the potential energy curve from 50 pm to
800 pin around R 236.7 pm. Then go on to explore how the
rotation of a molecule may weaken is bond by allowing ftr the
kinetic energy of rotation of a molecule and plotting
1/' V . hcBJ(J -t I) with B = 1i147cpR. Plot these curves on
the some diagram for J = 40, 80, and 100, and observe how the
dissociation energy is affected by the rotation. (Taking
1.?	 3.020 cm	 at the equilibrium bond length will greatly simplify
the calculation.)
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Theoretical problems
16.13 Show that the moment of inertia of a diatomic molecule
composed of atoms of masses mA and ni 11 and bond length I? is equal
to m 11 R 2 , where rn 11 = rnA rnB/(mA + flI).

16.14 Derive an expression for the value of J corresponding to the
most highly populated rotational energy level of a diatomic rotor at a
temperature T remembering that the degeneracy of each level is
2J + 1. Evaluate the expression for IC! (for which Ii = 0.t 142 cm i)
at 25°C. Repeat the problem for the most highly populated level of a
spherical rotor, taking note of the fact that each level is (2J 4 I
fold degenerate. Evaluate the expression for Cl-I 4 (for which
B = 5.24 cm) at 25°C.

16.15 The moments of inertia of the linear mercury(U) halides are
very large, so the 0 and S branches of their vibrational Raman spectra
show little rotational structure. Nevertheless, the peaks of both
branches can be identified and have been used to measure the
rotational constants of the molecules (RJ.H. Clark and D.M. Rippon, J.
Chem. Soc. Faraday Soc. 1169, 1496 (1973)). Show, from a knowledge
of the value of J corresponding to the intensity maximum, that the
separation of the peaks of the 0 and S branches is given by the
Placzek-Teller relation 5L = (32BkT/hc) 12 . The following widths
were obtained at the temperatures stated:

HgCl 2	HgBr2	H917'

O/°C	 282	 292	 292

r5i'/cni	 23.8	 15.2	 11.4

Calculate the bond lengths in the three molecules.

Additional problems supplied by Carmen Giunta
and Charles Trapp
16.16 The noble gases and their complexes are favourite objects for
the study of weak interatomic and intermolecular forces.
J.-U. Grabow, A.S. Pine, G.T. Fraser, FJ. Lovas, R.D. Suenram.
T. Emilsson, E. Arunan, and H.S. Gutowsky (J. Chem. Phy. 102,
1181 (1995)) measured the pure rotational spectrum of 20 Ne 40Ar and
reported its rotational constant (actually cB) as 2914.9 MHz. What is
the internuclear separation of the complex? They also reported the
centrifugal distortion constant (actually cL)j) as 231.01 kl-Ii.
Estimate the fundamental vibrational wavenumber and the force
constant of the weak bond. (m( 40Ar) = 39.963 u;
m(20 Ne) = 19.992 u.)

16.17 B.D. Shizgat(i. Mo/cc. Structure (Thcochem) 391, 131 (19971)
reports the wavenumbers of vibrational transitions (based on
quantum mechanical computations) for NeAr to be 1909.3, 1060.31
and 386.6 rn_i for 1-0, 2-1, and 3-2. respectively. Determine the
Morse potential parameters D and a for this complex.

16.18 F. Luo, G.C. Mc8ane, G. Kim, C.F. Giese, and W.R. Gentry (J.
Chem. Phys. 98. 3564 (1993)) reported experimental observation of
the He 2 complex, a species which had escaped detection for a tong
time. The fact that the observation required temperatures in the

neghbourhood of I niK is consistent with computational studies
which suggest that 1ieD for He2 is about 1.51 x I0_23 4, heD5 about

2 x 1)21 J, and R about 297 pm. (a) Estimate the fundamental
vibrational wavenumber, force constant, moment of ihertia, and
rotational constant based on the harmonic-oscillator and rigid-rotor
approximations. (b) Such a weakly bound complex is hardly likely to
be rigid. Estimate the vibrational wavenumber and anharmonicity
constant based on the Morse potential.

16.19 In a study of the rotational spectrum of the linear FeCO
radical, K. Tanaka, M. Shirasaka, and T. Tanaka (1. ('hem. Phys. 106.
6820 (1997)) report the following J A I .-.1 transitions.

J	 24	 25	 26
0/m	 214777.7	 223379.0	 231981.2
.1	 27	 28	 29
L/m	 240584.4	 249 188.5 257793.5

Evaluate the rotational constant of the molecule. Also, estimate the
value off for the most highly populated rotational energy level at
298 K and at 1(X) K.

16.20 In the constellation Ophiuchus, there is a gaseous interstellar
cloud illuminated from behind by the star -0phiuci. Analysis of the
Fraunhofer electronicvibrational- rotatioflat absorption lines
obtained by H.S. Uhler and R.A. Patterson (A5trophys. J. 42, 434
(1915)) shows the presence flf CN molecules in the interstellar
medium. A strong absorption line in the ultraviolet region at

= 387.5 nm was observed corresponng to the transition
J = 0-I. Unexpectedly, a second strong absorption line with 25 per
cent of the intensity of the first was found at a slightly longer
wavelength (AA 0.061 nm) corresponding to the transition
J = I-I (here allowed). Calculate the temperature of the CN
molecules. Gerhard llerzberq, who was later to receive the Nobel
Prize for his contributions to spectroscopy, calculated the tempera-
ture as 23 K. Although puzzled by this result, he did not realize its
full significance. If he had, his prize might have been for the discovery
of the cosmic background radiation.

16.21 The rotational energy levels for the H molecular ion, an
oblate symmetric rotor, are given by eqn 35, with C replacing A, when
centrifugal distortion and other complications are ignored.
Experimental values of the vibrational-rotational constants are
li) (E) 2521.6 cm, B = 4155 cm', and C = 20.71 cm. (a)
Show that for a nonlinear planar molecule such as H that /c = 21.
The rather large discrepancy with the experimental values is due to
thefactors ignored in eqn 35. )b) Calculate an approximate value of
the internuclear distance in H. (c) The value forR obtained from the
best quantum mechanical calculations by J.B. Anderson (J. Chem.
Phys. 96.3702 (1991)) is 87.32 pm. Use this result to calculate values
of the rotational constants B and C. (d) Assuming that the geometry
and force constants are the same in D and H, calculate the
spectroscopic constants of D. The molecular ion D was first
produced by J.T. Shy, J.W. Fancy. W.E. lamb, Jr, and W.H. Wing (Phys.

Rev. Left. 45, 535 (1980)) who observed the 2 (E') band in the

infrared.
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Simple analytical expressions for electronic energy lcris connof be given, so this chapter
concentrates on the qualitative features of n/cctron,c TnmcitiGns. /i common theme
throughout the chapter is that electronic transitions Occili witliul a stationary ni,knr
framework. We pay particular attention to c; jntuncouc iuilu,to'r array iir'jresscs, which
include fluorescence and phosphorescence. ' speciall y lOportant example of stimulited

radiative decay is that responsible for the ucoon 01 /uscrc. and wt, sec how this stimulated

emission may be achieved and employed.
An extreme case of electron excitation is photoionizul ion, in which tin elei'trori is expelled

completely from a molecule. Photoionizotiori spectrosopy is used to build up detailed
pictures of orbital energies and the role of particular rlcc t roiis in bonding. Hence it /5 an

experimental technique for exploring the concepts encountered in Chapter 74.

The energies neegled to change the electron distributions of molecules are of the order of
several electronvolts (1 eV is equivalent to about 8000 cm -1 or tOO kJmol).
Consequently, the photons emitted or absorbed when such changes occur lie in the visible
aid ultraviolet regions of the spectrum (Table 17.1). In sonit cases the relocation of
electrons may be so extensive that it results in dissociation of the molecule.

Table 17.1' Colour, frequency, and energy of light

Colour	 A/nm	 v/(1014Hz)	 E/(kJmol't)

Infrared	 >1000	 <3.0	 < 120
Red	 700	 4.3	 170
Yellow	 580	 5.2	 210
Blue	 470	 0.4	 250
Ultraviolet	 <300	 > 10	 >400

More values are given in the Data Section at the end of this volume.

Problems
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/ I The absorption spectrum of chlorophyll In the
visible region. Note that it absorbs in the red and
blue regions, and that green light is not absorbed.

Electronic
excited state
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11.2 According to the Franck-Condon principle, the
most intense vibronie transition is from the ground
vibrational state to the vibrational state lying
vertically above it. Transitions to other vibrational
levels also occur, but with lower intensity.
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The character3stc5 of electronic transitions
The nuclei in a molecule are subjected to different forces after an electronic transition has
occurred, and the molecule may respond by starting to vibrate. The resultingvibrational
structure of electronic transitions can be resolved for gaseous samples, but in a liquid or
solid the lines usually merge together and result in a broad, almost featureless band
(Fig. 17.1). Superimposed on tl. vibrational transitions that accompany the electronic
transition of a molecule in the gas phase is an additional branch structure that arises from
rotational transitions. The electronic spectra of gaseous samples are therefore very
complicated, but rich in information.

17.1 De vibrational structure

The widths of electronic absorption bands in liquid samples can be traced to their vibrational
structure, which is usually unresolved in solution. This structure, which can be resolved in
gases and weakly interacting solvents, arises from the vibrational transitions that
accompany cicetronic excitation.

(a) The Franck-Condon principle
The vibrational structure of an electronic transition is explained by the Franck-Condon
principle:

Because the nuclei are so much more massive than the electrons, an
electronic transition takes place very much faster than the nuclei can
respond.

As a result of the transition, electron density is rapidly built up in new regions of the
molecule and removed from others and the initially stationary nuclei suddenly experience a
new force field. They respond to the new force by beginning to vibrate, and (in cldssical
terms) swing backwards and forwards from their original separatin, which was maintained
during the rapid electronic excitation. The stationary equilibrium separation of the nuclei in
the initial electronic state therefore becomes a stationary turning point in the final
electronic state (Eg. 17.2).

The quantum mechanical version of the Franck-Condon principle refines this picture.
Before the absorption, the molecule is in the lowest vibrational state of its lowest electronic
state (Fig. 17.3); the most probable location of the nuclei is at their equilibrium separation,
Re. The electronic transition is most likely to take place when the nuclei have this separation.
When the transition occurs, the molecule is excited to the state represented by the upper
curve. According to the Franck-Condon principle, the nuclear framework remains constant
during this excitation, so we may imagine the transition as being up the vertical line in
Fig. 17.3. The vertical line is the origin of the expression vertical transition, which is used to
denote an electronic transition that occurs without change of nuclear geometry.

The vertical transition cuts through several vibrational levels of the upper electronic
state. The level marked • is the one in which the nuclei are most probably at the same initial
separation R (because the vibrational wavefunction has maximum amplitude there), so this
vibrational state is the most probable state for the termination of the transitionJiowever, it
is not the only accessible vibrational state because several nearby states have an appreciable
probability of thenuclei being at the separation Rr. Therefore, transitions occur to all the
vibrational states in this region, but most intensely to the state with a vibrational
wavefunction that peaks most strongly near R.

The vibrational structure of the spectrum depends on the relative horizontal position of
the two potential energy curves, and a long vibrational progression, a lot of vibrational



17 3 In the quantum mechanical version or the
Franck-Condon principle, the molecule undergoes a
transition to the upper vibrational state that most
closely resembles the vibrational wavefunctiors of
the vibrational ground state of the lower electronic
state. The two wavefunctions shown here have the
greatest overlap integral of all the vibrational states
of the upper electronic state and hence are most
closely similar.
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structure, is stimulated if the upper potential energy curve is appreciably displaced
horizontally from the lower. The upper curve is usually displaced to greater equilibrium bond
lengths because e!ectronically excited states usually have more antibondirtg character than
electrpnic ground states.

The separation of the vibrational lines of an electronic absorption spectrum depends on
the vibrational energies of the upper electronic state. Hence, electronic absorption spectra
may be used to assess the force fields and dissociation energies of electronically excited
molecules (for example, via a Birge-Sponer plot, Section 16.11:).

(b) Franck-Condon factors
The quantitative form of the Franck-Condon principle is derived from the expression for the
transition dipole moment, It,, = (fiuli). The dipole moment operator is a sum over all nuclei
and electrons in the molecule:

(1)

where the vectors are the distances from the centre of charge of the molecule. The intensity
of the transition is pro)ortional to the square modulus. ni 2 of the magnitude of the
transition dipole moment (cqn 16.20), and we show in the Justification below that this
intensity is proportional to the square modulus of the overlap integral, S(vf , v i ), between the
vibrational states of the initial and final electronic states. This overlap integral is a measure
of (he match between the vibrational wavefunctions in the upper and lower electronic
states: S = I for a perfect match and S = 0 when there is no similarity.

Justification 17.1

The overall state of the molecule consists of an electronic part, Ic), and a vibrational part,
v). Therefore, within the Born-Oppenheimer approximation, the transition dipole moment
factorizes as follows:

An = (eevrl{_ e F ri +€I:zIRI}kVl)

= —e.. (efIrI!e ) (vfI v i) + e	 Zj(erI e ) (vrIR,Ivi)

The second term on the right of the last row is zero, because ( c1Ic ) = 0 for two different
electronic states (they are orthogonal). Therefore,

= —e (cr r k)(vrIv1) - tS(v,v1 )	 (2)

where

= —e	 (euIr 1 lei )	 S(v,v) = (vjV1 )	 (3)

The matrix element is the transition dipole moment arising from the redistribution of
electrons (and a measure of the 'kick this redistribution gives to the electromagnetic field,
and vice versa for absorption). The factor S(vv) is the overlap integral between the
vibrational state v) in the initial electronic state of the molecule, and the vibrational state
v) in the final electronic state of the molecule.

Because the transition intensity i , proportional to the square of the magnitude of the
transition dipole moment, the intrnsity of an absorption is proportinal to JS(v1 , v)1 2 , which
is known as the Franck-Condon factor for the transition. It follows that, the greater the
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overlap of the vibrational state wavelunction In the upper electronic state with the
vibrational wavctuncfion in the lower electronic state, the greater the absorption intensity
of that particular simultaneous electronic and vibrational transition. This conclusion is the
basis of the illustration in Fig. 11.3, where we see that the vibrational wavefunction of the
ground state ha the greatest overlap with the vibrational states that have peaks at similar
bond lengths in th upper electronic state.

Example 17 I Calculating 2 Fraric-Condor 1ctrir

Consider the transition from one electronic state to another, their bond lengths being Rn

and R, their force constants equal. Calculate the Franck-Condon factor for the 0-0
transition and show that the transition is most intense when the bond lengths are equal.

1iiiii We need to calculate S(0,0), the overlap integral of the two ground-state
vibrational wavefunctions, and then take its square. The difference between harmonic and
anharmonic vibrational wavefunctions is negligible for v = 0, so harmonic oscillator
wavefunctions can be used (Table 12.1).

An'usci We use the (real) wavefunctions

1/	 1
00= ()	 =	

e'/
2 

where y = (R . R)/a and y' = (R —R)/a, with x (h 2 1rnk) 4 (Section 12.Sa). The

overlap integral is

S(0,	 (o =ciPodR = fo	 dy

We now write sz = R - i (R + R), and manipulate this expression into

S(0, 0) =f c' dz

The value of the integral is ,t''. Therefore, the overlap integral is

5(0,0) =

and the Franck-Condon factor is

S(0, 0) 2 =	 54 5/2

This factor is equal to I when R = R and decreases as the equilibrium bond lengths diverge

from each other (Fig. 11.4).

(' iiiiiniiiit For Br2 , R, = 1-28 pm and there is an upper state with R', = 266 pm. Taking the

vibrational wavenumber as 250 cm', gives S(0.0) 2 5.1 x 10 0 , so the intensity of the

0-0 transition is only 5.1 x 10 -10 what it would have been if the potential curves had been

directly above each other.

', '.	 Sill Ii t 1 7. 1 Suppose the vibrational wavefunctions can be approximated by rectangular

functions of width W and W, centred on the equilibrium bond lengths (Fig. 17.5). Find the
0 Displacement, x

corresponding Franck-Condon factors when the centres are coincident and W' <W.

Ut, The model wavefunctions used in Self-test	 is, = W'/W]

17.1.	 .-..---------.-...--'--'----- .......
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17.2 Specific typus of tran.t RirIS

The absorption of a photon can often he traced to the excitation of specific types of
electrons or to electrons that belong to a small group of atoms. For example, when a
carbonyl group (> C-0) is present, an absorption at about 290 nm is normally observed,
although its precise location depends on the nature of the rest of the molecule. Groups with
characteristic optical absorptions are called chromophores (from the Greek for 'colour
bringer'), and their presence often accounts for the colours of substances (Table 17.2).

I able 172' Absorption characteristics of some groups and molecules

Group

— it)

H,0 (it * - n)

./(L mol 1 cm')

61000	 163	 15000

57300	 174	 5500
37 35000	 270-290	 10-20

60000	 167	 7000

e

d	

40Lt -i

'Marc values are given in the Data section.

(a) d-d transitions
All five d orbitals of a given shell are degenerate in a free atom. In a si-metal complex, where
the immediate environment of the atoni is no longer spherical, the d orbitals are not all

degenerate, and electrons can absorb energy by mking transitions between them. In an
octahedral complex, such as iTi(OH2)6]a+, the five d orbitals of the central atom are split into

two sets (1), a triply degenerate set labelled 12g and a doubly degnerate set labelled eg The

three orbitals lie below the two Cg orbitals; the difference in energy is denoted AO and

called the ligand-field splitting parameter (the 0 denoting octahedral symmetry). The d
qbitals also divide into two sets in a tetrahedral complex, but in this case the e orbitals lie

below the t2 orbitals and their separation is written A i. Neither separation is large, so
transitions between the two sets of orbitals typically occur in the visible region of the
spectrum even though they are electronic. The transitions are responsible for many of the
colours that are so characteristic of 1-metal complexes. As an example, the spectrum of

[Ti (OH 2 ) 5 ] 3 ' new, 20000 cm - ' (500 nut) is shown in Fig. 17.6, and can be ascribed to the

promotion of its singled electron from a t, orbital to an e orbital. The wavenumber of the

absorption maximum suggests that A0 20 000 cm for this complex, which corresponds

to about 2.5 eV.

(b) Vibronic transitions
A major problem with the interpretation of visible spectra of octahedral complexes is that

their d-d transitions are forbidden. The Laporte selection rule for centrosymmetric
complexes (those with a centre of inversion) and atoms states that:

The only allowed transitions are transitions that are accompanied by a
change of parity.

That is, u	 g and g	 u transitions are allowed, but g —* g and u —. u traflsitions are
forbidden.

Justification 11.2

The transition dipole moment in eqn 16.19 vanishes unless the inteePand is invariant under
all symmetry operations of the molecule. Hence, in a centrosymmetric complex it must



1/ / A d-d transition is parity-forbidden because it
corresponds to a g-g transition. However, a
vibration of the molecule can destroy the inversion
symmetry of the molecule and the g, U classification
no longer applies. The removal of the centre of

symmetry gives rise to a vibronically allowed
transition.

-	 ..

11 8 A C=C double bond acts as a thromophore.
One of its important transitions is the n-n
transition illustrated here, in which an electron is
promoted from a r orbital to the corresponding
antibonding orbital.
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have even (g) parity (in Oh it needs to be A 15 , but only the g symmetry is important for this
argument). The three components of the dipole moment operator transform likex, y, and a,
and are all u. Therefore, for a d-d transition (a g -. g transition), the overall parity of the
transition dipole is g x u x g u, so it must be zero. Likewise, for a u - u transition, the
overall parity is u x u x u = u, so it must also vanish. Hence, transitions without a change
of parity are forbidden.

A forbidden g - g transition can become allowed if the centre of symmetry is eliminated
by an asymmetrical vibration, such as the one shown in Fig. 17.7. When the centre of
symmetry is lost, d-d transitions are no longer parity-forbidden, so the Cgt2g transition
becomes weakly allowed. A transition that derives its intensity from an asymmetrical
vibration of a molecule is called a vibronic transition.

(c) Charge-transfer transitions
A complex may absorb radiation as a result of the transfer of an electron from the ligands
into the d orbitals of thcentral atom, or vice versa. In such charge-transfer transitions the
electron moves through a considerable distance, which means that the transition dipole
moment may be large and the absorption is correspondingly intense. This mode of
chromophore activity is shown by the permanganate ion, Mn0, and accounts for its intense
violet colour (which arises from strong absorption within the range 420-700 nm). In this
oxoanion, the electron migrates from an orbital that is largely confined to the 0 atom
ligands to an orbital that is largely confined to the Mn atom. It is therefore an example of a
ligand-to-metal charge-transfer transition (LMCT). The reverse migration, a metal-to-
ligand charge-transfer transition (Mid), can also occur. An example is the transfer of a d
electron into the antiboriding it orbitals of an aromatic igand. The resulting excited state
may have a very long lifetime if the electron is extensively delocalized over several aromatic
rings, and such species can participate it' photochemically induced redox reactions.

(d) 7r*-7r and r*—n transitions
Absorption by a C=C double bond excites a it electron into an antibonding it' orbital
(Fig. 17.8). The chromophore activity is therefore due to a ir'.-rttransition (which is
normally read ' it to re-star transition'). Its energy is about 7 eV for an unconjugated double
bond, which corresponds to an absorption at 180 nni (in the ultraviolet). When the double
bond is part of a conjugated chain, the energies of the molecular orbitals lie closer together
and the rr'i.-n transition moves to longer wavelength; it may even tie in the visible region if
the conjugated system is long enough.

An important example of a iz—rr transition is provided by the photochemical
mechanism of vision. The retina of the eye contains 'visual purple', which is a protein in
combination with 1 1-cis-retinal (2). The 1 1-cis -retinal acts as a chromophore, and is the
primary receptor for photons entering the eye. A solution of 11 -cis -retinal absorbs at about
380 neti, but in combination with the protein (a link which might involve the elimination of
the terminal carbonyl) the absorption maximum shifts to about 500 nm and tais into the
blue. The conjugated double bonds are responsible for the ability of the molecule to absorb
over the entire visible region, but they also play another important role. In its electronically
excited state the conjugated chain can isomerize, one half of the chain being able to twit
about an excited C=C bond and forming 11-trans-retinal (3). The primary step in vision
therefore appears to be photon absorption followed by isomerization: the uncoiling of the
molecule then triggers a nerve impulse to the brain.
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Thet r ansition responsible for absorption in carbonyl compounds can be traced to the
lone pairs of electrons on the 0 atom. The Lewis concept of a 'lone pair' of electrons is

0	 represented in molecular orbit-al theory by a pair of electrons in an orbital con f.ned largely to
one atom and not appreciably involved in bond formation. One of these electrons may be

3 excited into an empty at " orbital of the carbonyl group (Fig. 17.9). which gives rise to a
at' .-,t transition (an a to it-star transition'). Typical absorption energies are about 4 eV
(290 nm). Because n''—n transitions in carbonyls are symmetry forbidden, the absorptions
are weak.

The fates of electronically excited states
A radiative decay process is  process in which a molecule discards its excitation energy as a
photon. A more common fate is nonradiative decay, in which the excess energy is
transferred into the vibration, rotation, and translation of the surrounding molecules. This
thermal degradation converts the excitation energy into thermal motion of the environment
(that is. to 'heat'). An excited molecule may also take part in a chemical reaction, as we
discuss in Part 3.

17.3 FJuor'scttce and phosphorescence
In fluorescence, the spontaneously emitted radiation ceases immediately after the exciting
radiation is extinguished (Fig. 17.10). In phosphorescence, the spontaneous emission may
persist for long periods (even hours, but characteristically seconds or fractions of seconds).
The difference suggests that fluorescence is an immediate eonvcrion of absorbed radiation
into re-emitted energy, and that phosphorescence involves the storage of energy in a
reservoir from which it slowly leaks.

ci

17.5 A carlioryl (COl t roop act,as a chromoptiore
primarily on account of the encixtion of a
nonbonding 0 lone-pair electron to an antihonding
Co at orbital.
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I The empirical (observation-based) distinction
between fluorescence and phosphorescence is that
the former is extinguished immediately the exciting
source is removed, whefcas the latter continues
with relatively slowly diminishing intensity.
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(a) Fluorescence
Figure 17.11 shows the sequence of steps involved in fluorescence. The initial absorption
takes the molecule to an excited electronic state, and if the absorption spectrum were
monitored it would look like the one shown in fig. 17.1 2a. The excited molecule is subjected
to collisions with the surrounding molecules, and as it gives up energy nonradiatively it steps
down the ladder of vibrational levels to the lowest vibrational level of the electronically
excited molecular state. The surrounding molecules however, might now be unable to
accept the larger energy difference needed to lower the molecule to the ground electronic
state. It might therefore survive long enough to undergo spontaneous emission, and emit
the remaining excess energy as radiation. The downward electronic transition is vertical (in
accord with the Franck-Coiidon principle) and the fluorescence spectrum has a vibrational

structure characteristic of the lower electronic state (Fig. 17.12b).
Provided they can be seen, the 0-0 absorption and fluorescence transitions can be

expected to be coincident. The absorption spectrum arises from 0-0, 1-0, 2-0, etc.
transitions and the peaks occur at progressively higher waverumber and with intensities
governed by the Franck-Condon principle. The fluorescence spectrum arises from 0-0, 0-1,

0-2, etc. downward transitions, and hence the peaks occur with decreasing wavenumbers.
The 0-0 absorption and fluorescence peaks are not always exactly coincident because the
solvent may interact differently with the solute in the ground and excited states (for
instance, the hydrogen bonding pattern might differ). Because the solvent molecules do not
have time to rearrange during the transition, the absorption occurs in an environment
characteristic of the solvated ground state: however, the fluorescence occurs in an
environment characteristic of the solvated excited state (Fig. 17.13).

17.11 The sequence of steps leading to
fluorescence After the initial absorption, the upper
vibrational states undergo radiationless decay by
giving up energy to the surroundings. A radiative
transition their occurs from the vibrational ground
state of the upper electronic state.

I / I. An absorption spectrum a) Shows a vibra-
tional structure characteristic of the upper state. A

fluorescence spectrum (hl shows a structure charac-
teristic of the lower state; it is also displaced to lower
frequencies (but the 0-0 transitions are coincident)
and resembles a mirror image of the absorption.
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7. 13 The solvent can shift the fluorescence
Spectrum relative to the absorption spectrum. On the
left we see that the absorption occurs with the
solvent (the ellipses) in the arrangement characteristic
of theground electronic state of the molecule (the
sphere). However, before fluorescence occurs, the
solvent molecules mIss into a new arrangement, and
that arrangement in preserved during the subsequent
radiative transition.

Fluorescence occurs at a lower frequency than the incident radiation because the
emissive transition occurs after some vibrational energy has been discarded into the
surroundings. The vivid oranges and greens of fluorescent dyes are an everyday
manifestation of this effect: they absorb in the ultraviolet and blue, and fluoresce in the
visible. The mechanism also suggests that the intensity of the fluorescence ought to depend
on the ability of the solvent molecules to accept the electronic and vibrational quanta. It is
indeed found that a solvent composed of molecules with widely spaced vibrational levels
(such as water) can in some cases accept the large quantum of electronic energy and so
extinguish, or 'quench', the fluorescence.

Singlet

TrIple

/

Singlet

1>11 ..........

Il 14 The sequence of steps leading to
phosphorescence. The important Step is the
intersystem crossing, the switch -from a singlet state
to a triplet state brought about by 5pii3Orbit
coupling. The triplet state acts as a Slowly radiating
reservoir because the return to the ground stare ig
spin-forbidden.

(b) Phosp!iorescencc

Figure 17,14 shows the sequence of events leading to phosphorescence for a molecule with
a singlet ground state. The first steps are the same as in fluorescence, but the presence of a
triplet excited state plays a decisive role.' The singlet and triplet excited states share a
common geometry at the point where their potential energy curves intersect. Hence, if there
is a mechanism for unpairing two electron spins (and i...ievintj the Conversion of 1 I to It)
the molecule may undergo intersystem crossing and become a triplet state. We saw in the
discussion of atomic spectra (Section 13.9d) that singlet-triplet transitions may occur in the
presence of spn-orbit coupling, and the same is true in molecules. We can expect
intersystem crossing In be important when a molecule contains a moderately heavy atom
(such as S(, because then the spin-orbit coupling is large.

If an excited molecule crosses into a triplet state, it continues to deposit energy into the
surroundings. However, it is now stepping down the triplet's vibrational ladder, and at the
lowest energy level it is trapped because the triplet state is at a lower energy than the
corresponding singlet (recall Humid's rule, Section 13.7(. The solvent cannot absorb the final,
large quantum of electronic excitation energy, and the molecule cannot radiate its energy
because return to the ground state is spin-forbidden. The radiative transition, however, is
riot totally forbidden because the spin-orbit coupling that was responsible for the

I	 Or first mnrr.,'tCrc II pri s:3ir	 SI,an 121 i'ey r stales n wh,ch IWO ehd,ovs hvr paiIrI spris
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intersystem crossing also breaks the selection rule. The molecules are therefore able to emit
weakly, and the emission may continue long after the original excited state was formed.

The mechanism accounts for the observation that the excitation energy seems to get
trapped in a slowly leaking reservoir. It also suggests (as is confirmed experimentally) that
phosphorescence should be most intense from solid samples: energy transfer is then less
efficient and intersystem crossing has time to occur as the singlet excited state steps slowly
past the intersection point. The mec)ianism also suggests that the phosphorescence
efficiency should depend on the presence of a moderately heavy atom (with strong spin-
orbit coupling), which is in fact the case. The confirmation of the mechanism is the
experimental observation (using the sensitive resonance techniques described in
Chapter 18) that the sample is paramagnetic while the reservoir state, with its unpaired
electron spins, is populated.

The various types of nonradiative and radiative transitions that can occur in molecules
are often represented on a schematic Jablonski diagram of the type shown in Fig. 17.15.

17.4 Dissi'iation and predicsocia(iini

Another fate for an elecfronically excited molecule is dissociation, the breaking of bonds
(Fig. 17.161. The onset of dissociation can be detected in an absorption spectrum by seeing
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17.15 A Jablonski diagram (here, for naphthalene)
is a simplified portrayal of the relative positions of
the electronic energy levels of a molecule.
Vibrational levels of states of a given electronic
state lie above each other, but the relative
horizontal locations of the columns bear no
relation to the nuclear separations in the states.
The ground vibrational states of each electronic
state are correctly located vertically but the other
vibrational states are shown only schematically. llC;
internal conversion; ISC: intersystem crossing-)

1716 When absorption occurs to unbound states
of the upper electronic state, the molecule
dissociates and the absorption is a continuum.
Below the diociation limit the electronic
spectrum shows a normal vibrational structure.
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17.17 When a dissociative state crosses a bound
State. as in the upper part of the illustration,
molecules excited to levels near the crossing may
dissociate. This process is called predissociation, and
is detected in the spectrum as a loss of vibrational
structure that resumes at higher frequencies.

that the vibrational structure of a band terminates at a certain energy. Absorption occurs in
a continuous band above this dissociation limit because the final state is an unquantized
translational motion of the fragments. Locating the dissociation limit is a valuable way of
determining the bond dissociation energy.

In some cases the vibrational structure disappears but resumes at higher photon
energies. This predissociation can be interpreted in terms of the molecular potential energy
curves shown in Fig. 1 7.17. When a molecule is excited to a vibrational level, its electrons
may undergo a reorganization that results in it undergoing an internal conversion, a
radiationless conversion to another state of the same multiplicity. An internal conversion
occurs most readily at the point of intersection of the two molecular potential energy
curves, because there the nuclear geometries of the two states are the same. The state into
which the molecule converts may be dissociative, so the states near the intersection have a
finite lifetime, and hence their energies are imprecisely defined. As a result, the absorption
spectrum is blurred in the vicinity of the intersection. When the incoming photon brings
enough energy to excite the molecule to a vibrational level high above the intersection, the
internal conversion does not occur (the nuclei are unlikely to have the same geometry).
Consequently, the levels resume their well-defined, vibrational character with correspond-
ingly well-defined energies,'and the line structure resumes on the high-frequency side of the
blurred region.

Lasers

Lasers have transformed chemistry as much as they have transformed the everyday world. In
this section, WC 5CC some of the principles of their operation, and then explore their
applications in chemistry. Lasers lie very much on the frontier of physics and chemistry, for
their operation depends on details of optics and, in some cases, of solid-state processes. We
shall concentrate on the more chemical aspects of their operation, particularly the materials
from which they are made and the events taking place within them.

17.5 General principles of laser action
The word laser is an 'acronym formed from light amplification by stimulated emission of
radiation. In stimulated emission, an excited state is stimulated to emit a photon by
radiation of the same frequency; the more photons that are present, the greater the

A	
probability of the emission. The essential feature of laser action is positive-feedback: the
more photons present of the appropriate frequency, the more photons of that frequency
that will be stimulated to form.

c
Hf;1

purnPj

17.18 The transitions involved in on kind of three
level laser. The pumping pulse popuIats the
intermediate state F. which in turn Populates the
laser state A. The laser transition is the stimulated
emission A —. X.

(a) Population inversion

One requirement of laser action is the existence of a metastable excited state, an excited
state with a long enough lifetime for it to participate in stimulated emission. Another
requirement is the existence of a greater population in the metastable state than in the
lower state where the transition terminates, for then there will be a net emission of
radiation. Because at thermal equilibrium the opposite is true, it is necessary to achieve a
population inversion in which there are more molecules in the upper state thaa_in the
lower.

One way of achieving population inversion is illustrated in Fig. 17.18. The molecule is
excited to an intermediate state!, which then gives up some of its energy nonradiatively and
changes into a lower state A; the laser transition is the return of A to the ground state X.
Because three energy levels are involved overall, this arrangement leads to a three-level
laser. In practice,! consists of many states, all of which can convert to thupper of the two

34—A
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laser states A. The 14-X transition is stimulated with an intense flash of light in the process

called pumping. The pumping is often achieved with an electric discharge through xenon or

with the light of another laser. The conversion of I to A should be rapid, Ond the laser

transitions from A to X should be relatively slow.
The disadvantage of this three-level arrangement is that it is difficult to achieve

population inversion, because so many ground-state molecules must be converted to the
excited state by the pumping action. The arrangement adopted in a four-level laser
simplifies this task by having the laser transition terminate in a state A' other than the

ground state (Fig. 17.19). Because A' is unpopulated initially, any population in A

corresponds to a population inversion, and we can expect laser action if A is sufficiently

metastable. Moreover, this population inversion can be maintained if the A' -. X transitions

are rapid, for these transitions will deplete any population in A' that stems from the laser

transition, and keep the state A' relatively empty.

(b) Cavity and mode characteristics

11.19 The transitions involved in a four-level laser. 	
The laser medium is confined to a cavity that ensures that only certain photons of a

Because the laser transition terminates in an excited 	 particular frequency, djrection of travel, and state of polarization are generated abundantly.

state (A'), the population inversion betweeen A and	 The cavity is essentially a region between two mirrors, which reflect the light back and forth.
A' is much easier to achieve. This arrangement can be regarded as a version of the particle in a box, with the particle now

being a photon. As in the treatment of a particle in a box (Section 12.1), the only

wavelengths that can be sustained satisfy

(a) Thermal equilibrium

PunP1
(b) Population inversion 

(c) Laser action

1 1.20 A schematic illustration of the steps leading
to laser action. (a) The Boltzmann population of
states, with more atoms in the ground state. (b)
When the initial state absorbs, the populations are
inverted (the atoms are pumpedto the excited
state). (c) A cascade of radiation then occurs, as one
emitted photon stimulates another atom to emit,
and so on. The radiation Is coherent (phases in
step).

,ixA=L (4)

where n is an integer and L i5 the length of the cavity. That is, oily an integral number of
half-wavelengths fit into the cavity; all other waves undergo destructive interference with
themselves. In addition, not all wavelengths that can be sustained by the cavity are amplified
by the laser medium (many fall outside the range of frequencies of the laser transitions), so
only a few contribute to the laser radiation. These wavelengths are the resonant modes of

the laser.
Photons with the correct wavelength for the resonant modes of the cavity and the

correct frequency to stimulate the laser transition are highly amplified. One photon might
be generated spontaneously, and travel through the' medium. It stimulates the emission of
another photon, which in turn stimulates more (Fig. 17.20). The cascade of energy builds up
rapidly, and soon the cavity is an intense reservoir of radiation at all the resonant modes it
can sustain. Some of this radiation can be withdrawn if one of the mirrors is partially

transmitting.
The resonant modes of the cavity have various natural characteristics, and to some extent

may be selected. Only photons that are travelling strictly parallel to the axis of the cavity
undergo more than a couple of reflections, so only they arc amplified, all others simply
vanishing into the surroundings. Hence, laser light generally forms a beam with very low
divergence. It may also be polarized, with its electric vector in a particular plane (or in some
other state of polarization), by including a polarizing filter into the cavity or by making use

of polarized transitions in a solid medium.
Laser radiation is coherent in the sense that the electromagnetic waves are all in step. In

spatial coherence the waves are instep across the cross-section of the beam emging f"n

the cavity. In temporal cohere nce the waves remain in step along the beam. The latter is

normally expressed in terms of a coherence length, I, and is related to the range of

wavelengths,	 present in the beam:

(5)
2AA

34-.-B
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If the beam were perfectly monochromatic, with strictly one wavelength present, then i%2
would be zero, and the waves would remain in step for an infinite distance. When many
wavelengths are present, the waves get out of step in a short distance and, the coherence
length is small. A typical light bulb gives out light with a coherence length of only about
400 rim; a He-Ne laser with	 2 pm has a coherence length of about 10 cm.

(c) Q-switching

A laser can generate radiation for as long as the population inversion is maintained. A laser
can operate continuously whe9 heat is easily dissipated, for then the population of the
upper level can be replenished by pumping. Practical considerations govern whether or not
continuous pumping is feasible, as we shall ice when we consider some particular lasers.
When overheating is a problem, the laser can be operated only in pulses, perhaps of
microsecond or millisecond duration, so that the medium has a chance to cool or the lower
state discard its population. However, it is sometimes desirable to have pulses of radiation
rather than a continuous output, with a lot of power concentrated into a brief pulse. One
9ay of achieving pulses is byQ-switching, the modification of the resonance characteristiies
of the laser cavity.2

Example 17.2 Relatrng the power and energy of a 'aser
A laser rated at 0.10 7 can generate radiation in .0 isa pulses. What is the average power
output per pulse?

Method The power output, P, is the energy released In an inteval divided by the duration
of the interval, and is expressed in watts (I W = 1 Js'). So, to calculate the power, divide
the energy output by the - time over which the pulse is generated.

Answer From the data,

P=	 =3.3x107is`
3.0x 10'9,s

That is, the pulses deliver 33 MW of power.

Comment The answer gives the average power; the peak power will be larger if the pulse is
not rectangular.

Self-test 17.2 Calculate the average power output of a laser in which a 2.0 7 pulse can be
delivered in 1.0 xis.

[2.0 GM

The aim of Q-switching is to achieve a healthy population inversion in the absence of the
resonant cavity, then to plunge the population-inverted medium into a cavity, and hence to
obtain a sudden pulse of radiation. The switching may be achieved by impairing the
resonance characteristics of the cavity in5ome way while the pumping pulse i'active, and
then suddenly to improve them (Fig. 17.21). One technique is to use a saturable dye, a dye
that loses its power to absorb when many of its molecules have been excited by intense
radiation. It then suddenly becomes transparent, and the cavity becomes resonant In
practice Q-switching can give pulses of about 10 xis duration.

- 	 from t he L9-fact	 a mrasiire at the quality at a onance cWty in mkowaw mgrnr

Pump

rn r ' 4r F

(a) Switch

Pulse

(b)

17-21 The principle of Q-switehing. The excited
state is populated while the cavity is nonrnant
Then the resonance characteristics are Suddenty
restored, and the stimulated emission emerges ir,
giant pulse.
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generated by a mode-locked laser.
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Time

I 1.2) The output of a mode-locked laser consists
of a stream of very narrow pulses separated by an
interval equal to the time it takes for light to make
a round trip inside the cavity.
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(d) Mode locking
The technique of mode locking can produce pulses of picosecond duration and less. A laser
radiates at a number of different frequencies, depending on the precise details of the
resonance characteristics of the cavity and in particular on the number of half-wavelengths
of radiation that can be trapped between the mirrors (the cavity modes). The resonant modes

differ in frequency by multiples of c12L (as can be inferred from eqn 4 with v = c/).).

Normally, these modes have random phases relative to each other. However, it is possible to
lock their phases together. Then interference occurs to give a series of sharp peaks, and the
energy of the laser is obtained in picosecond bursts (Fig. 17.22). The sharpness of the peaks
depends on the range of modes superimposed and, the wider the range, the narrower the
pulses. In a laser with a cavity of length 30 cm, the peaks will be separated by 2 ns. If 1000
modes Contribute, the width of the pulses will be 4 Ps.

Justification 17.3

The general expression for a (complex) wave of amplitude E O and frequency cu is

Therefore, each wave that can be supported by a cavity of length L has the form

=

where v is the lowest frequency. A wave formed by superimposing N modes with

n=0,1,.'N—1 has the form

£(t) =	 E(:)	 ec2 '°"t 	e"1

The sum is a geometrical progression:

Y_ einna/L = I + c"'' 1 + e2ht +

	

sin(N7tct/2L)	 (N_5)iircr12I,
- sin(itcr/2L)

The intensity, I, of the radiation is proportional to the square modulus of the total

amplitude, so

2 sin' (Nirct/2L)
sin (7wr/2L)

This function is shown in Fig. 17.23. We see that it is aseries of peaks with maxima

separated by z = 2L/c, the round-trip transit time of the light in the cavity, and that the

peaks become sharper as N is increased.

Mode locking is achieved by varying the Q factor of the cavity periodically at the

frequency c12L. The modulation can be pictured as the opening of a shutter in synchrony
with the round-trip travel time of the photons in the cavity, so only photons making the
journey in that time are amplified. The modulation can be achieved by linking a prism in the
cavity to a transducer driven by a radiofrequency source at a frequency c/2L. The transducer

sets up standing-wave vibrations in the prism and modulates the loss it introduces into the
cavity. Mode locking may also be accomplished passively by including a saturable_dye. This
procedure makes use of the fact that the gain, the growth in intensity of a component, is
very sensitive to amplification and, once a particular frequency begins to grow, it can quickly
dominate. If a saturable dye is included in the cavity, a spontaneous fluctuation in
intensity—a bunching of photons—may result in its becoming transparent, and the bunch
can pass through and travel to the far end of the cavity, amplifying as it goes. The dye
immediately shuts down again (if it is well chosen), but opens when the intense pulse returns
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from the mirror at the far end and saturates it. In this way, that particular bunch of photons
may grow to considerable intensity because it atone is stimulating emission in the cavity.

17.6 Practical lasers
Figure 17.24 summarizes the requirements for an efficient laser. In practice, the
requirements can be satisfied by using a variety of different systems, and this section
reviews some that are commonly available. For completeness, we include some lasers that
operate by using other than electronic transitions.

(a) Solid-state lasers
A solid-state laser is one in which the active medium is in the form of a single crystal or a
glass. The first successful laser, the ruby laser built by Theodore Maiman in 1960, is an
example (Fig. 17.25). Ruby is A1 7 0 3 containing a small proportion of Cr 3 ions.3 Ruby is a
three-level system, and the ground state, which is also the lower level of the laser transition,
is 4 A 3 with three unpaired spins on each Cr" ion. The population inversion results from
pumping a majority of the Cr" ions into an excited state by using an intense flash from
another source, followed bya radiationless transition to another excited state. The pumping
flash need not be monochromatic because the upper level actually consists of several states
spanning a band of frequencies. The transition from the lower of the two excited states to
the ground state (3 E -. is the laser transition, and gives rise to red 694 nm radiation.
The population inversion is very difficult to sustain continuously, and in practice the ruby
laser is pulsed. Typical pulses from a Q-switched ruby laser might consist of 2 J pulses
persisting for 10 ns, corresponding to an average power of 0.2 GW.

The neodymium laser is an example of a four-level laser (Fig. 17.26). In one form it
consists of Nd 3 ions at low concentration in yttrium aluminium garnet (YAG. specifically

694.3 rim

1.25 ]li transitions involved in a ruby laser. The 	 17.26 The transiliorca involved in a neodymium -
laser medium, ruby, consists of Al 2 03 doped with	 laser. The laser action takes place between two

Ions,	 excited states, and the population inversion is
easier to achieve than in the ruby laser.

3 The normal green of Cr" is nwai,to to red by the d,siortnui of lhC local crystal field stemming from 11w replacement of an
On by a sli9hlfy larger Cr"  ion
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Y3 A1 50 12 ), and is then known as a Nd-YAG laser. A cheaper medium is glass, but glass is a
poorer thermal conductor than YAG and the laser must be pulsed. A neodymium laser operates
at a number of wavelengths in the infrared, the band at 1064 nm being most common. The
transition at 1064 nrn is very efficient and the laser is capable of substantial power output.
The power is great enough for frequency doubling to be used efficiently. Frequency
doubling is a technique in which the laser beam is converted to radiation with twice (01d
in general a multiple) of its initial frequency as it passes through a suitable transparent
material. A frequency-doubled Nd-YAG laser produces green light at 532 nm

Example 17.3 Accounting for rnu(tiphGtofl phenomena
Show that if a substance responds nonlinearly to incident radiation of frequency w, then it

may act as the source of radiation of twice the incident frequency.

Method Radiation of a particular frequency arises from oscillations of an electric dipole at
that frequency. Therefore, express the induced electric dipole moment of the system in
terms of powers of the applied electric field, and write the powers of harmonic (cosine)
terms as sums and diffe'enees of cosine terms. Inspect the sum to see if cos 2o1 is present.

Answer The incident electric field E induces an electric dipole of magnitudeju and, allowing

for nonlinear response, we can write

=	 +

The nonlinear terms can.be expanded as foluws it we suppose that the incident electric field

is e0coswr:

pel = fie cs2 r =	 I + cos Zwt)

Hence, the nonlinear term contributes an induced electric dipole that oscillates at the
frequency 2o and which can act as a source of radiation of that freqtericy.

Self-test 17.3 Show that, if a substance responds nonlinearlyto two sources of radiation,

one of frequency, o 1 and the other of frequency w2 , then it may give rise to radiation of

the sum and difference of the two frequencies.
a cos(a), -F- w2 )f + cos(w i -

(b) Gas lasers
Because gas lasers can be cooled by a rapid flow of the gas through the cavity, they can be
used to generate high powers. The pumping is normally achieved using a gas that is different

from the gas responsible for the laser emission itself.
In the helium-neon laser the active medium is a mixture of helium and neon in a mole

ratio of about 5 : I (Fig. 17.27). The initial step is the excitation of an He atom to the

metastable ls'2_0 configi.tration by using an electric discharge (the collisions of electrons
and ions cause transitions that are not restricted by electric-dipole selection rules). The
excitation energy of this transition happens to match an excitation energy ot'?ieon, and
during an He-Ne collision efficient transfer of energy may occur, leading to the production
of highly excited. metastable Ne atoms with unpopulated intermediate states. Laser action
generating 633 nm radiation (among about 100 other lines) then occurs.

The argon-ion laser (Fig. 17.28), one of a number of 'ion lasers', consists of argon at
about 1 Torr, through which is passed an electric discharge. The discharge results in the

formation of Ar 4 and Ar2 ions in excited states, which undergo a laser transition to a lower
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17.27 The transitions involved in a helium-neon
laser. The pumping (of the neon) depends on a
Coincidental matching of the helium and neon
energy scparations, no excited He atoms can
transfer their excess energy to Ne atoms during a
collision.
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17.28 The transitions involved in an argon-ion
laser.

17.29 The transitions intolved in a carbon dioxide
laser. The pumping also depends on the coincidental
matching of energy separations; in this case the
vibrationally excited N 2 molecules have excess
energies that correspond to a vibrational excitation
of the antisynimetric stretch of CO2 . The laser
transition is from P3 = Ito v = I.

state. These ions then revert to their ground states by emitting hard ultraviolet radiation (at
72 nm) and arc then neutralized by a series of electrodes in the laser cavity. One of the
design problems is to find snaterials that can withstand this damaging residual radiation.
There are many lines in the laser transition because the excited ions may make transitions to
many lower states, but two strong emissions from Arl are at 488 nesi (blue) and 514 nm
(green); other transitions occur elsewhere in the visible region, in the infrared, and in the
ultraviolet. The krypton-ion laser works similarly. It is less efficient, but gives a wider range
of wavelengths, the most intense being at 647 nm (red), but it can also generate a yellow
line. Both lasers are widely used in laser light shows (for this application argon and krypton
are often used simultaneously in the same cavity) as well as being used as laboratory sources
of high-power radiation.

The carbon dioxide laser works on a slightly different principle (Fig. 17.29), for its
radiation (between 9.2 pro and 10.8 jan, with the strongest emission at 10.6 pm, in the
infrared) arises from vibrational transitions. Most of the working gas is nitrogen, which
becomes vibrationally excited by electronic and ionic collisions in an electric dischege. The
vibrational levels happen to coincide with the ladder of antisymrnetric stretch (113, see
Fig. 16.46) energy levels of CO 2 . which pick up the energy during a collision. Laser action
then occurs from the lowest excited level of 1) 3 to the lowest excited level of the symmetric
stretch (") which has remained unpopulated during the collisions. This transition is allowed
by anharmonjcitjes in the molecular potential energy. Some helium is included in the gas to
help remove energy from this state and maintain the population inversion.
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In the nitrogen laser, the efficiency of the stimulated transition (at 337 not, in the
ultraviolet, the transition C 3 1'I O —. 11 3 1-1) is so great that a single passage of a pulse of
radiation is enough to generate laser radiation and mirrors are unneccssary.such lasers are
said to be superradiant.

(c) Chemical and exciplex lasers
Chemical reactions may also be used to generate molecules with non-equilibrium, inverted
populations. For example, the photolysis of C1 2 leads to the formation of Cl atoms which

attack H 2 molecules in the mixture and produce HCI and H. The latter then. attacks 0 2 to

produce vibrationally excited (hot') HCI molecules. Because the newly formed HCI molecules
have non-equilibrium vibrational populations, laser action can result as they return to lower
states. Such processes are remarkable examples of the direct conversion of chemical energy
into coherent electromagnetic radiation.

The population inversion needed for laser action is achieved in a more underhand way in

exciplex lasers. 4 for in these (as we shall see) the lower state does not effectively exist. This
odd situation is achieved by forming an exciplex, a combination of two atoms that survives
only in an excited ate and which dissociates as soon as the excitation energy has been
discarded. An example is a mixture of xenon, chlorine, and neon (which acts as a buffer gas).
An electric discharge through the mixture produces excited Cl atoms, which attach to the Xe
atoms to give the exciplex XeCI. The exciplex survives for about 10 ns, which is time enough

for it to participate in laser action at 308 nm (in the ultraviolet). As soon as XeCl has
discarded a photon, the atoms separate because the molecular potential energy curve of the
ground state is dissociative, and the ground state of the exciplex cannot become populated
(Fig. 17.30). The KrV exciplex laser is another example: it produces radiation at 249 nm.

(d) Dye lasers
A solid-state laser and a gas laser operate at discrete frequencies and, although the
frequency required may be selected by suitable optics, the laser cannot be tuned
continuously. fhc tuning problem is ovtrrcorr2 by using a dye laser, which has broad
spectral characteristics because the solvent broadens the vibrational structure of the
transitions into bands. Hence, it is possible to scan the wavelength continuously (by rotating
the diffractiorgrating in the cavity) and achieve laser action at any chosen wavelength. A
commonly used dye is Rhodamine 60 in methanol (Fig, 17.31). As the gain is very high, only
a short length of the optical path need be through the dye. The excited states of the Active
medium, the dye, are sustained by another laser or a flash lamp, and the dye solution is
flowed through the laser cavity to avoid thermal degradation (Fig. 17.32).

(e) Light-emitting diodes and semiconductor lasers
We have seen (in Section 14.10d) that a semiconductor is classified as 'n-type' if its
conduction band is partly populated and as 'p-type' if its valence band has a small number of
holes. In this section we need to consider the properties of a p-n junction, the interface of

the two types of semiconductor.
The band structure at the junction is shown in Fig. 17.33. When a forward bias' is applied

to the junction, in the sense that electrons are supplied through an external fArcuit to the n
side of the junction, the electrons in the conduction band of the n-type semiconductor fall
into the holes in the valence band of the p-type semiconductor. As they fall, they emit
energy. In silicon semiconductors this energy is largely in the form of heat because
the wavefunctions of the relevant states of the bands differ in linear momentum, so the

a The terns ercimer laser is also wCdcly rncot,rrrred and used loosely when rcipfrx laser is moan appropriate. M eonpiex has the
form A8 whereas an escime,. an canted dime,. s AA.
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1732 The configuration used for a dye laser. The
dye is flowed through the cell inside the laser
cavity. The flow helps to keep it cool and prevents
degradation.

transition can occur only if the electron transfers linear momentum to the lattice, and the
device becomes warm. However, in some materials, most notably gallium arsenide. GaAs,
the wavefunctions of the states involved correspond to the same linear momentum, so
transition can occur without the lattice needing to be involved and the energy isemitted as
light. Practical light-emitting diodes of this kind are widely used in electronic displays.
Gallium arsenide itself emits infrared light, but the band gap is widened by incorporating
phosphorus, and a material of composition approximately GaAs06 PO4 emits light in the red

region of the spectrum.
A light-emitting diode is not a laser, because no resonance cavity and stimulated

emission are involved. However, it is easy (in principle) to employ the light emission of
electron-hole recombination as the basis of laser action. The population inversion can be
sustained by sweeping away the electrons that fall into the holes of the p-type
semiconductor, and a resonant cavity can be formed by using the high refractive index of
the semiconducting material and cleaving single crystals so that the light is trapped by the
sudden variation of refractive index. One widely used material is Ga 1 _AlAs, which produces
infrared laser radiation and is widely used in compact-disc (CD) players.

17.7 Applications of lasers in chemistry
Laser radiation has five striking characteristics (Table 17.3). Each of them (sometimes in
combination with the others) opens up interesting opportunities in spectroscopy, giving rise

n-type	 to 'laser spectroscopy' and, in photochemistry, giving rise to 'laser photochemistry'.

band
(a) Spectroscopy at high photon fluxes

Fermi energy	
The hi	 intensityspectral power density of a laser—the high 	 of the radiation it produces at
well-defined frequencies—is an aid to conventional spectroscopy. Thus, it reduces the

Electrons	 problem of detector noise and the interfering effects of background radiation. The high
i	 iintensity s particularly advantageous n Raman spectroscopy, which until the introduction

Of lasers was plagued by the low intensity of the scattered radiation (which could be
overcome only by using long exposures) and by interference from background scattering
(which obscured the signal).

t

4i sFk
	 Table 17.3 Characteristics of laser radiation and their chemical applications

Characteristic	 Advantages
	 Applications

High power
	 Multiphoton process

	 Non-linear spectroscopy
Saturation spectroscopy

Low detector noise
	 Improved sensitivity

High scattering intensity
	 Raman spectroscopy

Monochromatic
	 High resolution
	 Spectroscopy

State selection
	 Isotope separation

Photochemically precise
State-to-state reaction dynamic

Collimated beam	 Long path lengths
	 Sensitivity

Forward-scattering observable	 Non-linear Raman spctioscopy

Coherent
	 Interference between separate

	 CARS
beams

Pulsed
	

Precise timing of excitation	 Last reactions
Relaxation

17.33 The structure of a diode junction (') without
	 Energy transfer

bias and (b) with bias.
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1735 In one method of isotope separation, one
photon excites an isotopomer to an excited state, and
then a second photon achieves photoioniation. The
success of the first step deper.ds on the nuclear mass
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17,36 An experimental arrangement for isotope
separation. The dye laser, which"is pumped by a copper-
vapour laser, photoionizes the U atoms selectively
according to their mass, and the ions are deflected by
the electric field applied between the plates.

17 SPECTROSCOPY 2

The large number of photons in an incident beam generated by a laser gives rise to a
qualitatively different branch of spectroscopy, for the photon density is so high tlat more
than one photon may be absorbed by a single molecule and give rise to multiphoton
processes. One application of multiphoton processes is that states inaccessible by
conventional one-photon spectroscopy become observable because the overall transition
occurs with no change of parity. For example, in one-photon spectroscopy, only g -. u
transitions are observable; in two-photon spectroscopy, however, the overall outcome of
absorbing two photons is a g -. g or a u -. u transition.

High powers and monochromatic beams make possible the technique of saturation
spectroscopy, which permits the very precise location of absorption maxima. As illustrated
in Fig. 17.34, the output of a tunable laser is divided into an intense saturating beam and a
less intense probe beam that pass through the sample cavity in nearly opposite directions.
The chopped saturating beam periodically excites molecules that are Doppler-shifted to its
frequency. The probe beam gives a modulated signal at the detector, but only if it is
interacting with the same Doppler-shifted molecules despite the fact that it is coming from
an opposite direction. Because those molecules must be ones that are not moving parallel to
the beams, the technique selects molecules that have essentially zero Doppler shift and
hence gives very high resolution.

(b) Collimated beams
The collimated beams generated by most kinds of lasers permit the use of very long path
lengths through spectroscopic samples. A well-defined beam also implies that the detector
can be designed to collect only the radiation that has passed through a sample, and can be
screened much more effectively against stray scattered light. Moreover, with a collimated
beam, the interaction zone in Raman spectroscopy is much more well-defined than in
conventional spectroscopy, so the optics of the spectrometer can be optimized.

The availability of nondivergent beams makes possible a qualitatively different kind of
spectroscopy. The beam is so well-defined that it is possible to observe Raman transitions
very close to the direction of propagation of the incident beam (rather than perpendicular to
it). This configuration is employed in the technique called stimulated Raman spectroscopy.
In this form of spectroscopy, the Stokes ancanti-Stokes radiation in the forward direction
are powerful eMough to undergo more scattering and hence give up or acquire more quanta
of energy from the molecules in the sample. This multiple scattering results in lines of
frequency v1 ± 211M, vi ± 3 VM, and so on, where v i is the frequency of the incident radiation
and 1M the frequency of a molecular excitation.

Raman spectroscopy was revitalized by the introduction of lasers. We have already
commented on the enhancements of the technique that stem from the high powers and
collimation of the incident beam. Its monochromaticity is also a great advantage, for it is
now possible to observe scattered light that differs by only fractions of reciprocal
centimetres from the incident radiation. Such high resolution is particularly useful for

tving the rotational structure of Raman lines because rotational transitions are of the
' iCr of a few reciprocal centimetres. Monochromaticity also allows observations to be

isade very close to absorption frequencies, giving rise to the technique of resonance Raritan
spectroscopy (Section 16.16c). Modern, small, and efficient semiconductor lasers have also
allowed the development of Fourier transform Raman spectrometers.

(c) Precision-specified transitions
The monochromatic character of laser radiation is a very powerful characteristic because it
allows us to excite specific states with very high precision. One consequence of state-
specificity for photochemistry is that the illumination of a sample may be photochemically

0 ppe r

Detector
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precise and hence efficient in stimulating a reaction, because its frequency can be tuned
exactly to an absorption. The specific excitation of a particular excited state of a molecule
may greatly enhance the rate of a reaction even at low temperatures. The rate of a reaction
is generally increased by raising the temperature because the energies of the vwious modes
of motion of the molecule are enhanced. However, this enhancement increases the energy
of all the modes, even those that do not contribute appreciably to the reaction rate. With a
laser we can excite the kinetically significant mode, so rate enhancement is achieved most
efficiently. An example is the reaction

Rd 3 + C6H6 -+ C5 H 5—BCl 2 + HCI

7 
UV photon

Isotopomer 1

isotopon1 e) 2.

R photon

IA photon

17.37 Isotopomem may be separated by making use
of their selective absorption of infrared photons
followed by pliotodissoesatiun with an ultraviolet
photon.

Dissociation limit

( Isotopomer 1

Isotopomer 2

17.38 In an alternative scheme for separating
isotopomers, multiphoton absorpRon of infrared
photons is used to rtach the dissociation limit of a
ground electronic state.

which normally proceeds only above 600°C in the presence of a catalyst; exposure to
10.6 jm CO2 laser radiation results in the formation of products at room temperature
without a catalyst. The commercial potential of this procedure is considerable (provided laser
photons can be produced sufficiently cheaply), because heat-sensitive compounds, such as
pharmaceuticals, may perhaps be made at lower temperatures than in conventional
reactions.

A related application is the study of state-to-state reaction dynamics, in which a
specific state of a reactant molecule is excited and we monitor not only the rate at which it
forms products but also the states in which they are produced. Studies such as these give
highly detailed information about the deployment of energy in chemical reactions
(Chapter 27).

(d) Isotope separation
The precision state-selectivity of lasers is also of considerable potential for laser isotope
separation. Isotope separation is possible because two isotopomers, or species that differ
only in their isotopic composition, have slightly different energy levels and hence slightly
different absorption frequencies.

One approach is to use photoionization, the ejection of an electron by the absorption of
electromagnetic radiation. Direct photoionization by the absorption of a single photon does
not distinguish between isotopomers because the upper level belongs to a continuum; to
distinguish isotopomers it is necessary to deal with discrete states. At least two absorption
processes are required. In the flrst step, a photon excites an atom to a higher state; in the
second step, a poton achieves photoionization from that state (Fig. 17.35). The energy
separation between the two states involved in the first step depends on the nuclear mass.
Therefore, if the laser radiation is tuned to the appropriate frequency, only one of the
isotopomers will undergo excitation and hence be available for photoionization in the
second step. An example of this procedure is the photoionization of uranium vapour, in
which the incident laser is tuned to excite 235 1J bt not 2 U. The 235 1J atoms in the atomic
beam are ionized in the two-step process; they are then attracted to a negative electrode,
and may be collected (Fig. 17.36). This procedure is being used in the latest generation of
uranium separation plants.

Molecular isotoponiers are used in techniques based on photodissociation. the
fragmentation of a molecule following absorption of electromagnetic radiation. The key
problem is to achieve both mass selectivity (which requires excitation to take place between
discrete states) and dissociation (which requires excitation to continuum states). In one
approach, two lasers are used: an infrared photon excites one isotopomer sele!tively to a
higher vibrational level, and then an ultraviolet photon completes the process of
photodissociation (Fig. 17.37). An alternative procedure is to make use of multiphoton
absorption within the ground electronic state (Fig. 17.38); the efficiency of absorption of
the first few photons depends on the match of their frequency to the energy level
separations, so it is sensitive to nuclear mass. The absorbed photons open the door to a



11.39 An incoming photon car' es an energy Iw; an
energy 1 is needed to remove an electron from an
orbital i, and the difference appears as the kinetic
energy of the electron.
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subsequent influx of enough photons to complete the dissociation process. The isotopomers
32 SF C and II SF, have been separated in this way.

In a third approach, a selectively vibrationally excited species may react with another
species and give rise to products that can be separated chemically. This procedure has been
employed successfully to separate isotopes of B, N, 0, and, most efficiently, H. A variation on
this procedure is to achieve selective photoisomerization, the conversion of a species to one
of its isomers (particularly a geometrical isomer) on absorption of electromagnetic radiation.
Once again, the initial absorption, which is isotope selective, opens the way to subsequent
further absorption and the formation of a geometrical isomer that can be separated
chemically. The approach has been used with the photoisomerization of CH 3 NC to CH3CN.

A different, more physical approach, that of phot&deflection. is based on the recoil that
occurs when a photon is absorbed by an atom and the linear momentum of the photon
(which is equal to hl).) is transferred to the atom. The atom is deflected from its original path
only if the absorption actually occurs, and the incident radiation can be tuned to a particular
isotope. The deflection is very small, so an atom must absorb dozens of photons before its
path is changed sufficiently to allow collection. For instance, if a Ba atom absorbs
about 50 photons of 550 om light, it will be deflected by only about I mm after a flight
of I M.

(e) Pulse techniques
The ability of lasers to produce pulses of very short duration is particularly useful in
chemistry when we want to monitor processes in time. Q-switched lasers produce
nanosecond pulses, which are generally fast enough to study reactions with rates controlled
by the speed with which reactants can move through a fluid medium. However, when we
want to study the rates at which energy is converted from one mode to another within a
molecule, we need the shorter timescale of picosecond pulses. These timescales are available
from mode-locked lasers, and modern techniques have reduced timescales of pulses to the
femtosecond region (1 fs 10' s), the shortest pulse currently reported being about 6 fs,
corresponding to a packet of electromagnetic radiation of only a few wavelengths long. We
shall see some of the information obtained from this femtosecond spectroscopy in Section
275f. Pulse techniques are used to study uttrafast dynamical processes such as energy
transfer and conversion from one mode of motion to another They are used to study
relaxation of a disturbed set of level populations to thermal equilibrium, and, of particular
importance in chemistry, to study the rates of fast reactions.

Photoelectron spectroscopy
The technique of photoelectron spectroscopy (PES) measures the ionization energies of
molecules when electrons are ejected from different orbitals, and uses the information to
infer the orbital energies The technique is also used to study solids, and in Chapter 28 we
shall see the important information that it gives about species at or on surfaces.

17.8 The technique
Because energy is conserved when a photon ionizes a sample, the energy of the incident
photon hi' must be equal to the sum of the ionization energy, I, of the sañ1le and the
kinetic energy of the photoelectron, the ejected electron (Fig. 17.39):

	

hv = rn1,2 -i /	 (6)

This equation (which is like the one used for the photoelectric effect, Section 11.2a) can be
refined in two ways. First, photoelectrons may originate from one of a number of different



Lamp

Sample
Electrostatic

analyser

I 1.11 TFIL TECHNIQUE	 519

orbitals, and each one has a different ionization energy. Hence, a series of different kinetic
energies of the photoelectrons will be obtained, each one satisfying

hi' = rii.,v 2 + I,	 -	 (7)

where I is the ionization energy for ejection of an electron from an orbital i. Therefore, by
measuring the kinetic energies of the photoelectrons, and knowing v, these ionization
energies can be determined. Photoelectron spectra are interpreted in terms of an
approximation called Koopmans' theorem, which states that the ionization energy 1 i is

equal to the orbital energy of the ejected electron (formally: I. —c). That is, we can
identify the ionization energy with the energy of the orbital from which it is ejected. The
theorem is only an approximation because it ignores the fact that the remainiig electrons
adjust their distributions when ionization occurs.

The ejection of an electron may leave an ion in a vibrationally excited state. Then not all
the excess energy of the photon appears as kinetic energy of the photoelectron, and we
should write

hi' =	 -I- 1 1 1 Ellit,	 (8)

where Et, is the energy uted to excite the ion into vibration. Each vibrational quantum that
is excited leads to a different kinetic energy of the photoelectron, and gives rise to the
vibrational structure in the photoelectron spectrum.

The ionization energies of molecules are several electronvolts even for valence electrons,
so it is essential to work in at least the ultraviolet region of the spectrum and with
wavelengths of less than about 200 rim. Much work has been done with radiation generated
by a discharge through helium: the He(l) line (ls'2p' -. Is2) ties at 58.43 nm
corresponding to a photon energy of 21.22 eV. Its use gives rise to the technique of
ultraviolet photoelectron spectroscopy (UPS). When core electrons are being studied,
photons of even higher energy are needed to expel them: X-rays are used, and the technique
is denoted XPS. A modern version of PES makes use of synchrotron radiation (Section 16.1)
which may be continuously tuned between UV and X-ray energies. The additional
information that sterns from the variation of the photoejection probability with wavelength
is a valuable guide to the identity of the molecule and the orbital from which
photoionization occurs.

Illustration
Photoelectrons ejected from N 2 with He(l) radiation haq kinetic energies of 5.63 eV

0 eV = 8065.5 cm ). Helium(l) radiation of wavelength 58.43 rim his wavenumber
1.711 x 10 5 cm	 and therefore corresponds to an energy of 21.22 eV. Then, from eqn 7,
21.22 cV 5.63 eV -- I,, so! .= 15.59 cV. This ionization energy is the energy needed to
remove an electron from the HOMO of the N 2 molecule, the 3o bonding orbital (see

Fig. 14.29).

U,

Detector	 Self-test 1 7.4 Under the same circumstances, photoefectron5 are also detected at
4.53 eV. To what ionization energy dues that correspond? Suggest an origin.

116,7 eV, In,,]

17.40 A photoelectron spectrometer consists of a	 __. __•_•____-_.____ __._
source of ionizing radiation (such as a helium	 The kinetic energies of the photoelectrons are measured using an electrostatic deflector
discharge lamp for UPS and an X-ray source for	 which produces different deflections in the paths of the photoelectrons as they pass
XPS), an electrostatic analyser, and an electron between charged plates (Fig. 17.40). As the field strength is increased, electrons of differentdetector. The deflection of the electron path caused
by the analyser depends on the speed at which they	 speeds, and therefore kinetic energies, reach the detector. The electron flux can be recorded
are ejected from the sample. 	 and plotted against kinetic energy to obtain the photoelectron spectrum.
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17.41 The photoelectron spectrum 01 Her. The
lowest ionization energy bands (H) correspond to
the ionization of a Sr lone-pair electron. The higher
ionization energy band (Z) correspänds to the
Ionization of a bonding electron. The structure on
the latter is due to the vibrational excitation of
148r that results from the ionization.
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17.9 Ultraviolet photoelectron pectroscopy
A typical photoelectron spectrum (of HBr) is shown in Fig. 17.41. If we disregard the fine
structure. we see that the HBr lines fall into two main groups. The least tigtTy bound
electrons (with the lowest ionization energies and hence highest kinetic energies when
ejected) are those in the nonbonding lone pairs of Brwith 1 11.8 cV). The next ionization
energy lies at 15.2 eV, and corresponds to.the removal of an electron from the H-Br u bond.

The HBr spectrum shows that ejection of a c electron is accompanied by a long
vibrational progression. The Franck- .ondon principle would account for this progression if
ejection were accompanied by an appreciable change of equilibrium bond length between
HBr and HBr+ because the ion is formed in a bond-comprewd state, which is consistent
with the important bonding effect of the c electrons. The lack of much vibrational structure
in the two bands labelled 2 fl is consistent with the nonbonding role of the Br2pir lone pair
of electrons, for the equilibrium bond length islit!!: ch'.;:d when one is removed.

Example 11.4 InteTprtir%9 a UV photoeleitrori spectrum

The highest kinetic-energy electrons in the spectrum of H 2 0 using 21.22 cV He radiation are
at about 9 eV and show a large vibrational spacing of 0.41 eV. The symmetric stretching
mode of the neutral H 2 0 molecule lies at 3652 cm'. What conclusions can be drawn from
the nature of the orbital from which the electron is ejected?

Method We need to interpret the vibrational fine structure, which indicates the vibrational
characteristics of the ion, in relation to the informatidn about the vibrational characteristics
of the neutral molecule.

Answer Because 0.41 eV corresponds to 3310 cm, which is similar to the 3652 cm of
the non ionized molecule, we can suspect that the electron is ejected from an orbital that has
little influence on the bonding in the molecule. That is, photoejection is from a largely
nonbonding orbital.

Self-test 17.5 In the same spectrum of H 2 0, the band near 7.0 eV shows a long
vibrational series with spacing 0.125 eV, The bending mode of HaO lies at 1596 cm-1.
What conclusion can you draw about the characteristics of the orbital occupied by the
photoelectron?

[The electron contributed to non-neighbour W-H bonding]

17.10 X-ray photoelectron spectroscopy
In XI'S, the energy of the incident photon is so great that electrons are ejected from inner
cores of atoms. As a first approximation, core ionization energies are insensitive to the bonds
between atoms because they are too tightly bound to be greatly affected by the changes
that accompany bond formation, so core ionization energies are characteristic of the
individual atom rathef than the overall molecule. Consequently XI'S gives lines
characteristic of the elements present in a compound or alloy. For instance, the K-shell
ionization energies of the second row elements are

Li	 Be	 B	 C	 N	 0	 F
50	 110	 190	 280	 400	 530	 690 eV

Detection of one of these values (and values corresponding to ejection from other inner
shells) indicates the presence of the corresponding element. This application is responsible
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17.42 The photoelectron spectrum of solid NaN3
excited by Al K-radiation, showing the region of N
core ionization and the assignment (K. Siegbahn, et
ol.. Science, 176, 245 (1972)3
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for the alternative name electron spectroscopy for chemical analysis (ESCA). The technique
is mainly limited to the study of surface layers (as we explore in Chapter 28) because, even
though X-rays may penetrate into the bulk sample, the ejected electrons cannot escape
except from within a few nanometres of the surface. Despite (or because of) th'7s limitation,
the technique is very useful for studying the surface state of heterogeneous catalysts, the
differences between surface and bulk structures, and the processes that can cause damage
to high-temperature superconductors and semiconductor wafers.

Whereas it is largely true that core ionization energies are unaffected by bond formation,
it is not entirely true, and small but detectable shifts can be detected and interpreted in
terms of the environments of the atoms. For example, the azide.ion, N, gives the spectrum
shown in Fig. 17.42. Although the spectrum lies in the region of 400 eV (and hence is typical
of NIs electrons), it has a doublet structure with splitting 6 eV. This splitting can be
understood by noting that the structure of the ion is N=N=N, with more negative charge
on the outer two N atoms than on the inner (the formal charges are (-1. +1, — 1)). The
presence of the negative charges on the terminal atoms lowers the core ionization energies,
whereas the positive charge on the central atom raises it. This inequivalence of the atoms
results in two lines in the spectrum with intensities in the ratio 2 : 10 Observations like this
can be used to obtain valuable information about the presence of chemically inequivalent
atoms of the same element.

Checklist of key ideas
The characteristics of electronic
transitions

11.1 The vibrational structure
El Franck-Condon principle
El vertical transition

vibrational progression
0 Franck-Condon factorS

17.2 Specific types of
transitions

El chromophore

fl ligand-field splitting
parameter

El Laporte selection rule
( vibronic transition

0 charge-transfer transition

0 ligand-to-metal charge-
transfer transition (LMCT)
metal-to-ligand charge-
transfer transition (Ml.CT)

The fates of electronically
excited states

fl radiative decay process

0 nonradiative decay

17.3 Fluorescence and
phosphorescence

0 fluorescence
El phosphorescence
LI intersystem crossing
El Jablonski diagram

17.4 Dissociation and
predissociation

Li dissociation
LI dissociation limit

fl predissociation

El internal conversion

Lasers

17.5 General principles of laser
action

El metastable excited state
LI population inversion
LI three-level laser
Li pumping
Ii four-level laser
II] resonant modes
El coherent radiation
fl spatial coherence
El temporal coherence

0 stimulated Raman
spectroscopy

El state-to-state reaction
dynamics

El photolonization

El photodissociation
[.J photoisomerization

LI photodeflection

Photoelectron spectroscopy

flJ photoelectron spectroscopy
(PES)

17.8 The technique

LI photoelectron
• Koopmans' theorem
• ultraviolet photoelectron

spectroscopy (UPS)

17.9 Ultraviolet phoThelectron
spectroscopy

17.10 X-ray photoelectron
spectroscopy

El electron spectroscopy for
chemical analysis (ESCA)

LI coherence length

El Q-switching

El saturable dye
IL mode locking
I	 gain

17.6 Practical lasers
solid-state laser
neodymium laser
frequency doubling
helium-neon laser

Li argon-ion laser
krypton-ion laser

LI carbon dioxide laser

LI nitrogen laser

Li superradiant
Li exciplcx laser

exciplex
dye laser
p-n junction

Li light-emitting diode

17.7 Applications of lasers in
chemistry

1 multiphoton processes
Li saturation spectroscopy
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Exercises
17.1 (a) The molar absorption coefficient of a substance dissolved in
hexane is known to be 855 Lmol cm' at 270 nm. Calculate the
percentage reduction in intensity when light of that wavelength
passes through 2.5 mm of a solution of concentration
3.25 mmolL'.

17.1 (b) The molar absorption coefficient of a substance dissolved in
hexane is known to be 327 LmoI cm at 300 nm. Calculate the
percentage reduction in intensity when light of that wavelength
passes through 150 mm of a solution of concentration
2.22 rnnioIL,

17.2 (a) A solution of an unknown component of a biological sample
when placed in an absorption cell of path length 1.00 cm transmits
20.1 per cent of light of 340 nn incident upon it. If the concentration
of the component i5 I .11 x 1()-4 mol L', what is the molar
absorption coefficient?

17.2 (b) When light of wavelength 400 rim passes through 3.5 mm
of a solution of an absorbing substance at a concentration
6.67 x 10 4 motL, the tn.smission is 65.5 per cent. Calculate
the molar absorption coefficient of the solute at this wavelength'nd
express the answer in cm 2 moV1.
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17.3 (a) The molar absorption coefficient of a solute at 540 rini is
286 L moI cm . When light of that wavelength passes through a
6.5 mm cell containing a solution of the solute, 46.5 per cent of the
light was absorbed. What is the concentration of the solution?

17.3 (b) The molar absorption coefficient of a solute at 440 nm is
323 LmoI cm. When light of that wavelength passes through a
7.50 mm cell containing a solution of the solute, 52.3 per cent of the
light was absorbed. What is the concentration of the solution?

17.4 (a) The absorption associated with a particular transition begins
at 230 rim, peaks sharply at 260 nm. and ends at 290 nm. The
maximum value of the molar absorption coefficient is
1.21 x I(Yi Lmol' cm. Estimate the integrated absorption coeffi-
cient of the transition assuming a triangular lineshape (sec
eqn 16.11).

17.4 (b) The absorption associated with a certain transition begins at
199 rim, peaks sharply at 220 nm, and ends at 275 nm. The maximum
value of the molar absorption coefficient is 2.25 x 104 L niol cm
Estimate the integrated absorption coefficient of the transition
assuming an inverted parabolic lineshape (Fig. 17.43: use eqn 16.11).

Wavonumber, S

Fig. 17.43

17.5 (a) The two compounds 2,3-dimethyl-2-butene and 2,5-
dimethyl-2.4-hexadiene are to be distinguished by their ultraviolet
absorption spectra. The maximum absorption in one compound occurs
at 192 nm and in the other at 243 Din, Match the maxima to the
compounds and justify the assignment.

17.5 (b) 1,35-hexatriene (a kihd of linear benzene) was converted
into benzene itself. On the basisbf a free-electron molecular orbital
model (in which hexatriene is treated as a linear box and benzene as a

ring), would you expect the Lowest energy absorption to rise or fall in
energy?

17.6 (a) The following data were obtained for the absorption by Br2
in carbon tetrachloride using a 2.0 mm cell. Calculate t?ie molar
absorption coefficient of bromine at the wavelength employed:

jBr 2 ]/(oiol L ) 0.0010	 0.0050	 0.0100	 0.0500

7'/(per cent)	 81.4	 35.6	 12.7	 3.0 x 10-

17.6 (b) The following dLita were obtained for the absorption by a
dye dissolved in methylbenzene using a 2.50 min cell. Calculate the
molar absorption coefficient of the dye at the wavelength employed:

11 dyeJ/(moI L -1 ) 0.0010	 0.0050	 0.0100	 0.0500

1-/(per cent)	 73	 21	 4.2	 1.33 x 1O

17.7 (a) A 2.0 mm cell was filled with a solution of benzene in a
non-absorbing solvent. ih concentration of the benzene was
0.0I0 niolL' and the wavelength of the radiation was 256 nm
(where there is a maximum in the absorption). Calculate the molar
absorption coefficient of benzene at this wavelength given that the
transmission was 48 per cent. What will the transmittance be in a
4.0 mm cell at the same wavelength?

17.7 (b) A 2.50 mm cell was filled with a solution of a dye. The
concentration of the dye was 0.0155 moIL. Calculate the molar
absorption coefficient of dye at this wavelength given that the
transmission was 32 per cent. What will the transmittance be in a
4.50 mm cell at the same wavelength?

17.8 (a) A swimmer enters a gloomier world (in one sense) on diving
to greater depths. Given that the mean molar absorption coefficient
of sea water in the visible region is 6.2 x 1O' Lrno1 cm,
calculate the depth at which a diver will experience (a) half the
surf 	 intensity of light, )b) one-tenth the surface intensity.

17.8 (b) Given that the maximum molar absorption coefficient of
molecule containing a carbonyl group at a concentration of
I IX) inol I: I is 30 L rool - cm near 280 nm, calculate the
thickness of a sample that will result in (a) half the initial intensity
of radiation, (b) one-tenth the initial intensity.

17.9 (a) The electronic absorption bands of many molecules in
solution have half-widths at half-height of about 5000 cm±
Estimate the integrated absorption coefficients of bands for which
(a)	 I x to I. moli cmn , (b) Cm', 5 x 102 LnIol cm-'.

17.9 (b) The electronic absorption band of a compound in solution
had a Gaussian lineshape and a half-width at half-height of
4233 cm and c, 1.54 x 10 Lmot'' cm. Estimate the
integrated absorption coefficient.

17.10 (a) The photnioriizatioo of H 2 by 21 eV photons produces H.
Explain why the intensity of the v = 2-0 transition is stronger than
that of the 0.-0 transition.

17.10 (b) The photoionization of F 2 by 21 eV photons produces F.
Would you expect the 2-0 transition to be weaker or stronger than
that of the 00 transition? Justify your answer.

35-A
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Problems

Numerical problems
17.1 The vibrational wavenumber of the oxygen molecule in its
electronic ground state is 1580 cm whereas that in the first excited
state (8 3 1) to which there is an allowed electronic transition is
700 cm'. If the separation in energy between the minima in their
respective potential energy curves of these two electronic states is
6.175 eV, what is the wavenumber of the lowest energy transition in
the band of transitions originating from the v = 0 vibrational state of
the electronic ground state to this excited state? Ignore any rotational
structure or anharmonicity.
17.2 A Birge-Sponer extrapolation yields 7760 cm as the area
under the curve for the B state of the oxygen molecule described in
Problem 17.1. Given that the 13 state dissociates to ground-state atoms
(at zero energy, 3p) and 15870 cm' ('D) and the lowest vibrational
state of the B state is 49363 cm above the lowest vibrational statc
of the ground electronic state, calculate the dissociation energy of the
molecular ground state to the round-state atoms.
17.3 The electronic spectrum of the lBr molecule shows two low-
Tying, well defined convergence limits at 14660 and 18345 cm'.
Energy levels for the iodine and bromine atoms occur at
0,7598cm'; and 0,3685 cm', respectively. Other atomic levels
are at much higher energies. What possibilities exist for the numerical
value of the dissociation energy of lBr? Decide which is the correct
possibility by calculating this quantity from
z.qH(lBr,g) = -1-40.79 kjmol' and the dissociation energies of
l(g) and Br2 (g) which are 146 and 190 kJmol', respectively.
17.4 In many cases it is possible to assume that an absorption band
has a Gaussian lineshape (one proportional to e) centred on the
band maximum. Assume such a Nneshape, and show that

where Aii, 12' is the width at half-height. The
absorption spectrum of azoethane (CH 3 CH 2 N 2) between 24000 cm'
and 34000 cm' is shown in Fig. 17,44. First, estimate A for the band

10

L.0
E-j
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FIg. 17.44

by assuming that it is Gaussian. Then integrate the absorption band
graphically. The latter can be done either by ruling and counting
squares, or by tracing the lineshape on to paper and weighing. A more
sophisticated procedure would be to use mathematical software to fit
a polynomial to the absorption band (or a Gaussian), and th en to
integrate the result analytically.
17.5 A lot of information about the energy levels and wavefunctions
of small inorganic rolecules can be obtained from their ultraviolet
spectra. An example of a spectrum with consIderable vibrational
structure, that of gaseous SO 2 t 25°C. is shown in Fig. 17.45.
Estimate the integrated absorptidn coefficient for the transition.
What electronic states are accessible from the A, ground state of this
C,, molecule by electric dipole transitions?

400

300

0
E
-J

200

100

0
2

Jnm
Fig. 17.45

17.6 A certain molecule fluorccs at a wavelength of 400 am with a
half-life of 1.0 ns. It khosphoreVes at 500 rim. If the ratio of the
transition probabifitici for stimulated !mission for the S° -* S to the
T -. S transitions is 1.0 x IO, wh is the half-life of the
phosphorescent state?

17.7 The photoelectron spectra of N 2 and CO are shown in Fig. 17.46.
Aribe the lines to the ionization processes involved and classify the
orbitals from which the electrons are ejected as bonding, nonbonding,
or antibonding in the light of the extent of vibrational structure in the
band. Analyse the bands near 4 eV in terms of the vibrational energy
levels of the ions.

35—B
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Fig. 17.46

17.8 The photoelectron spectrum of NO can be described as follows
([LW. Turner, in Physical methods in advanced inorganic chemistr,,
(ed. HAO. Hill and P. Day), Wiley, Chichester (1968)). Wing He
58.4 pm (21.21 eV) radiation there is a single strong peak at kinetic
energy 4.69 eV and a long series of 24 lines starting at 5.56 eV and
ending at 2.2 eV. A shorter series of six lines begins at 12.0 eV and
ends at 10.7 eV. Account for this spectrum.

Theoretical problems
17.9 Asiwne that the electronic states of the n electrons of a
conjugated mo(cule can be approximated by the wavefunctions of a
particle in a one-dimensional box, and that the dipole moment can be
related to the displacement along this length by z = —ex. Show that
the transition probability connecting states I and 2  is nonzero,
whereas that conncetitsg"states 1 and 3 is zero.
17.10 Use a group theoretical argument to decade which of the
following transitions are electric-dipole allowed: (a) the ,r-n
transition in ethene, (b) the 7r.-n transition in a carbonyl group in a
C,.., environment. -
17.11 The line marked A in Fig. 17.47 is the fluorescence spectrum of
benzophenone in solid solution in ethanol at low temperatures
observed when the sample is illuminated with 360 nm tight. What can
be said about the vibrational energy levels of the carbonyl group in (a)
its ground electronic state and (b) its excited electronic state? When
naphthalene is illuminated with .360 rim light it does not absorb, but

line marked B in the Illustratiqp is the phosphorescence czwu'-
of a solid solution of a miv!, • re 3 1 .i1uIalene and benzophenone in
ctoanol. Now a component of fluorescence from náphthater.e-can be
detected. Account for this observation.

0

E(ii

15000	 20000	 25000
wcr

Fig. 17.47

17.12 The fluorescence spectrum of anthrane vapour shows a
series of peaks of increasing Intensity with individual maxima at
440 nm 410 nm, 390 rim, and 370 nmfotlowe by  sharp cut-off at
shorter wavelengths. The absorption spectrum rises sharply from zero
to a maximum at 360 nm with a trail of peaks of lessening intensity at
345 nm. 330 ron. and 305 nm. Account fcr these observations.
17.13 Suppose that you are a colour cher.;ist and had been asked to
intensify the colour of a dye without chancing the type of compound,
and that the dye in question was a poIene. Would you choose to

.J.engthen or to shorten the chain? Would the modification to the length
shift' the apparent colour of the dye towards the red or the blue?
17.14 One measure of the intensity of a transition of frequency r'iS

the oscillator strength. f, which is defined as
- 8x2mevLsenI2

3he2
Consider an electron in an atom to be oscil lating harmonically in one
dimension (the thre-dimensional ve?sion of this model was used in
early attempts to describe atomic structure). The wavefunctions for
such an electron are those in Table 12.1. Show that the oscillator
strength for the transition of this electron from its ground state is
exactly
17.15 Estimate the oscillator strength (see Problem 17.4).of a
charge-transfer transition modelled as the migration of an electron
from a hydrogen is orbital on one atom to another hydrogen Is
orbital on an atom a di qtan.' R away. Approximate the transition
,uiaicnr bi -eRS where S is the overlap integral of the two orbitals

Sketch the oscillator strength as a function tf R using the curve for S
given in Fig. 14.31.. Why does the intensity fall to zero as R
approaches 0 and infinity?
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Addilioiwl problems supped by Carmen Giunta
and Charles Trapp

17.16 Refer to Fig. 17.75 and estimate the maximum lascr powcr
that can be delivered from a ruby crystal of length 53) cm and
diameter 0.50 cm, in a pulse of duration 100 Os. Pink ruby' consists
of about 0.050 per cent by mass Cr` and the mass density of AI.1 0 1 'a
3.97 gcni. Assume that the pumping radiation is of sufficient
intensity to pump all the chromium ions out of their ground state at a
rate faster than they decay back to the ground stale.

17.17 J.G. Dojahn, E.C.M. Chen, and W.L. Wentworth (i. Phys. Chem.
100, 9649 (1996)) characterized the potential energy curves of the
ground and electronic states of homonuclear diatomic halogen
anions. These anions have aground state and I] 2jj arid11
excited states. To which of the excited states are transitions by
absorption of photons allowed? Explain.

17.18 M. Schwell, H.-W. Jochims, B. Wassermann, U. Rockland,
R. Ilesch, and E. Rbhl Q. Phys. Chem. 100, 10070 (1996)) measured
the ionization energies of CIO 2 by photoelectron spectroscopy in
which the ionized fragments were detected using a mass spectro-
meter. From their data, we can infer that the ionization enthalpy of
C1 2 02 is 11.05 eV and the enthalpy of the dissociative ionization
O0 Cl + OCl0 + e is 10.95 cV. They used this information to
make some inferences about the structure of C1 1 02 . Computational
studies had suggested that the lowest energy isomer is CIOUCI, but
that CICIO2 (C2 ) and CIOCIO are not very much higher in energy. The
CIzOa in the photoionizition step is the lowest energy isomer,
whatever its Structure may be, and its enthalpy of formation had
previously been reported as -1133 kJ rnoI . The Cl202 in the
dissociative ionization step is unlikely to he CIOOCI, for the product
can be derived from it only with substantial rearrangement. Given
i 1 /I°0Cl0) = 4-1096 kJ mat -' and .5.,11 ' (, e I 0, determine
whether the C1 2 02 in the dissociative ionization is the same as that in
the phntoionizatian. If different, how much greater is its S , ,I e ? Are
these results consistent with or contradictory to the compeitatinr'aI
studies?

11.19 G.C.G. Wachewsky, R. Horansky, and V. Vamda (i. Phys. Chem.
100, 11559 11996)) examined the UV absorption spectrum of'CH 3 I, a
species of interest in connection with stratospheric ozone chemistry.
They found the integrated absorption coefficient to be dependent on
temperature and pressure to an extent inconsistent with internal
structural changes i n isolated CH 1 I molecules; they explained the
changes as due to dimerization of a substantial fraction of the CH 3 I. a
process which would naturally be pressure- and temperature-
dependent. (a) Compute the integrated absorption coefficient over
a triangular tineshape in the range 31 250 10 34483 cm	 and a
maximal molar absorption coefficient of 150 1. rnol - cot at
3 250 cm . (b) Suppose I per cent of the CH 3 I units in a sample
at 2.4 Torr and 373 K exists as dimers. Compute the absorbancc
expected at 31 250 cm - ' in a sample cell of length 120 cm. (c)
Suppose 18 per cent of the CHI units in a sample at 100 Tore and

373 N exists as dimcrs. Compute the absorbance expected at
31 251) clii in a sample cell of length 12.0 cm; compute the
molar absorption coefficient that would be inferred from this
absiirhancc it dirnerization were not considered.

17.20 The abundance of ozone is typically inferred from measure-
ments of UV absorption and is often expressed in terms of Dobson
units (DU): I DIJ is equivalent to a layer of pure ozone 10 cm thick
at I atni and ()C. Compute the absorbance of UV radiation at 300 rim
expected for an ozone abundance of 300 DU (a typical value) and
IOU DU (a value reached during seasonal Antarctic ozone depletions)
given a molar absorption coefficient of 476 Lrnol cm.

17.21 Ozone absorbs ultraviolet radiation in a part of the
electromagnetic spectrum that is energetic enough to disrupt DNA
iii biological organisms and that is absorbed by no other abundant
atmospheric constituent. This spectral range, denoted UV-8, spans the
wavelengths of about 290 urn to 320 urn. The molar extinction
coefficient of ozone over this range is given in the table below
W.B. DeMure, S.P. Sander. D.M. Golden, R.F. Hampson, M.J. Kurylo,

C.J. Howard, A.R. Ravishankara, C.E. Kolb, and MJ. Molina, Chemical
kinetics and photochemical data for use in stratospheric modeling:
Evaluation Number It, JPL Publication 94-26 (1994)).

292.0 296.3 300.8 305.4 310.1 315.0 320.0
r/(t.uiol 'ciii 1) 1512 865	 477	 257	 135.9 69.5 34,5

Compute the integrated absorption coefficient of ozone over the
wavelength range 290-320 rim. (Hint: (u)) can be fitted to an
exponential function quite well.)

17.22 Oneof the principal methods of obtaining the electronic
spectra of unstable radicals is to study the spectra of comets, which
consist almost entirely of radical spectra. Many radical spectra have
been found in comets including that due to CN. These radicals are
produced in comets by the absorption of far ultraviolet solar radiation
by their parent compounds. Subsequently, their fluorescence is
excited by sunlight of longer wavelength. The spectra of comet Hale-
Bopp (C/1995 01) have been the subject of many recent studies. One
such study is that of the fluorescence spectrum of CN in the coma of
Hale-Bopp at large heliocentric distances by R.M. Wagner and
D.G. Schleicher (Science 275, 1918 (1997)), in which the authors
determine the spatial distribution and rate of production of CN in the
coma. The (0-0) vibrational band is centred on 387.6 rim and the
weaker (l - I) band with relative intensity 0.1 is centred on 386.4 rim.
The band heads for (0-0) and (0-I) are known to be 388.3 and
421.6 nm, respectively. From these data, calculate the energy of the
excited S state relative to the ground S0 state, the vibrational
wavenumbers and the difference in the vibrational wavenumbers of
the two states, and the relative populations of the r = 0 and v = I
vibrational levels of the S, state. Also estimate the effective
temperature of the molecule in the excited S tate. Only
eight rotational levels of the 5', state are said to be populated. Is
that statement consistent with the effective temperature of the S
state?
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18.1 Nuclear magnetic moments

18.2 The energies of nuclei in
magnetic fields

18.3 The chemical shift

18.4 The fine structure

'uIse , tethniques in NMR

18.5 The magnetization vector

18.6 Linewidths and rate processes

18.7 The nuclear Overhauser
effect

18.8 Two-dimensional NMR

One of the most widely used Spectroscopic procedures in chemictry maki's use of tb'
classical concept of resonance. The chapter begins with an accoci,) I of ionvr'n tionol nuclear
magnetic resonance which shows how the resononci' frequency of o mu gnr'tic nucleus is
affected by its electronic environment and the presence ot magnetic nuclei in its vicinity.
Then we turn to the modern versions of PIMP, which are based on the use of pulses of
electromagnetic radiation and the processing of the recalling signal by Fourier fronsforin
techniques. The exper imental techniques for electron spin resonance resemble those used in
the early days of NM!?. The information obtained, however, is very useful for the
determination of the properties of radicals and d-mc(al complexes.

18.9 Solid-state NMR When two pendulums share a slightly flexible support and one is set in motion, the other is
forced into oscillation by the motion of the common axle. As a result, energy flows between
the two pendulums. The energy transfer occurs most efficiently when tht frequencies of the

Electron spin resonance	 two pendulums are identical. The condition of strong effective coupling when the
frequencies of two oscillators are identical is called resonance.

18.10 The g-value	 Resonance is the basis of a number of everyday phenomena, including the response of
18.11 Hyperfine structure 	 radios to the weak oscillations of the electromagnetic field generated by a distant

transmitter. In this chapter we explore some spectroscopic applications that, as originally
Checklist of key ideas	 developed (and in some cases still), depend on matching a set of energy levels to a source of

monochromatic radiation and observing the strong absorption that occurs at resonance.
Further reading

Exercises
	 Nuclear magnetic resonance

Problems The basic nuclear magnetic resonance (NMR) experiment is the resonant absorption of
radiofrequency radiation by nuclei exposed to a magnetic field. Although simple in concept,
NMR spectra can be highly complex; yet they have proved invaluable in chemistry, for they
reveal so much structural information. A magnetic nucleus is a very sensitive, noninvasive
probe of the surrounding electronic structure.
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18.1 Nuclear magnetic moments
Many nuclei possess spin angular momentum. A nucleus with spin quantum number I (which
is a fixed characteristic property of a nucleus and may be an integer or a half-Integer but is
never negative) has the following properties:

1. An angular momentum of magnitude {J(! +
2. A component of angular momentum m1!t on an arbitrary axis, where

m,=!,1- 1..,-!.
3. If 1>0, a magnetic moment with a constant magnitude and an orientation that is

determined by the value of m1.

To say that a nucleus has a magnetic moment means that to some extent, it behaves like a
small bar magnet.

According to the second property, the spin, and hence the magnetic moment, of the
nucleus may lie in 21 + 1 different orientations relative to an axis. A proton has! = I and its
spin may adopt either of two orientations; a 14 N nucleus has! = I and its spin may adopt
any of three orientations. For much of this chapter we shall consider spin-nucleI, which
are nuclei with 1= 1 7 but NMR is applicable to nuclei with any nonzero spin. As well as
protons, which are the most common nuclei studied by NMR, spin- 1 nuclei include ' IC. "F.
and 3 'P nuclei. The state with m1 = + 1 (1) is denoted a and the state with m1 = - (U is
denoted fi. It is worth bearing in mind that two very common nuclei, IC and 110, have zero
spin, and hence zero magnetic moment, and so are invisible in magnetic resonance.

18.2 The energies of nuclei in magnetic fields
The nuclear magnetic moment of a nucleus is denoted Ii. The component of the nuclear
magnetic moment on the z-axis, u,, is proportional to the component of spin angular
momentum on that axis, ,n,h, and we write

(1)

The coefficient of proportionality y is called the magnctogyric ratio of the nucleus, and is an
experimentally determined quantity (Table lal). The magnetic moment is sometimes
expressed in tens of the nuclear g-factor, gj, and the nuclear magneton, IAN , by using

iJN	 PN	 - = 5.051 x 10 -"IT'	 (2)

where m is the mass of the proton. Nuclear g-factors are numbers of the order of 1
(Table 18.1): positive values of g, and 7 denote a magnetic moment that is parallel to the
spin; negative values indicate that the magnetic moment and spin are antiparallel. The
nuclear magneton is about 2000 times smaller than the Bohr magneton, so nuclear magnetic
moments are about 2000 times weaker than the electron spin magnetic moment

Table 18.1 Nuclear spin properties

Natural
Nuclide	 abundance/'t,	 Spin!	 g-value, g,	 y/(10' T 1 s)

i n 	 1	 -3.826	 -18.32
'H	 99.98	 1 5.586	 26.75

•	 0.02	 1	 0.857	 4.10
laC 	 1.11	 1	 1.405	 6.73

	

99.64	 I	 0.404	 1.93

'More values art given in the Data section at the end of this volume. Note that y =
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(a) The basic resonance experiment

Each value of m, corresponds to a different orientation of the nuclear spin and therefore of
the nuclear magnetic moment too. In a magnetic field B in the z-direction, the 21 + I
orientations of the nucleus have different energies, which are given by

Em = —/dB = V1i
	 (3)

These energies are often expressed in terms of the Larmor frequency, r',:

Em,=—m,hZ/i
	 (4)

18.1 The nudes, son energy levels of a spin-i
nucleus (for exsmpk I N or C) in a magnetic field.
Resonance occurs when the energy separation or
the levels matches the energy of the photons in the
etromagnebc fie

10.2 The layout of a typical NMR spectrometer. The
link from the transmitter to the detector indicates
that the high frequency of the transmitter is
subtracted from the high-frequency rertived signal to
give a low-frequency signal for procelng.

The stronger the magnetic field, the higher the Larmor frequency. A field of 12 T
corresponds to a Larmor frequency of about 500 Mllz for protons.

The energy separation of the two states of spin-i nuclei is

AE = E - E = yhB - (—yFtB) = yFtB = FU..L
	

(5)

For most nuclei , is positive. In such cases, the fi state lies above the cc state, and there are
slightly more a spins than A spins. When the sample is exposed to radiation of frequency i',
the energy separations come into resonance with the radiation when the frequency satisfies
the resonance condition (Fig. 18.1):

hv=yhB=hzt	 (6)

That is, there is resonance when ii = s'.,. At resonance th.ie is strong coupling between the
nuclear spins and the radiation, and strong absorption occurs al the spins make the
transition a —* ft. At 12 T, protons come into resonance at about 500 MHz (the Larmor
frequency at that magnetic field).

(b) The technique

In its simplest form, nuclear magnetic resonance (NMR) is the study of the properties of
molecules containing magnetic nuclei by applying a magnetic field and observing the
frequency of the resonant electromagnetic field. Larmor frequencies of nuclei at the fields
no employed 4ypically lie in the radiofrequency region of the electromagnetic
spectrum, so NMR is a radiofrequency technique.

An NMR spectrometer consists of a magnet that can produce a uniform, intense field and
the appropriate sources of radiofrequency electromagnetic radiation. In simple instruments,
the magnetic field is provided by a permanent magnet. For serious work, a superconducting
magnet capable of producing fields of the order of 2 T and more is used (Fig. 18.2). The
sample is placed in the cylindrically wound magnet. In some cases the sample is rotated
rapidly to remove magnetic inhomogeneities. However, sample spinning is a source of noise,

Rad
mdi
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and is often avoided. Although a superconducting magnet operates at the temperature of
liquid helium (4 K), the sample itself is normally at room temperature.

The use of high magnetic fields has several advantages, the most important being that
they simplify the appearance of spectra and so allow them to be interpreted more readily. A
further advantage is that the rate of energy uptake by the sample is greater in a high field.
There are two contributions to this increase. One comes from the greater population
difference between the upper and lower spin states at high fields, for the population
difference is approximately proportional to 13. The second contribution stems from the
greater energy of each absorbed photon, which is also proportional to S. It follows that
overall the signal is proportional to

Justification 18.1

According to the Boltzmann distribution, the ratio of populations is

N	 kT

It follows that

N—Nfl ISE yM3

N±N 2kT2kT

and thepopulation difference is proportional to 13. The energy of the photon absorbed
when a nucleus makes a transition from its lower state to its higher state is hi'; at
resonance v is equal to 0L' and i.L isroportional to B. Hence, at resonance, each photon
has an energy that is proportional to B. The net rate of energy absorption is proportional to
the population difference multiplied by the energy of each absorption event (the photon
energy), so overall the net rate is proportional to B.

18.3 The chemical shift
Nuclear magnetic moments interact with the local magnetic field. The local field may differ
from the applied field because the latter induces electronic orbital angular momentum (that
is, the circulation of electronic currents) which gives rise to a small additional magnetic field
35 at the nuclei. This additional field is proportional to the applied field, and it is
conventional to write

ôB =	 (7)

where the dimensionless quantity a is called the shielding constant of the nucleus (a is
usually positive but may be negative). The ability of the applied field to induce an electronic
current in the molecule, and the strength of the resulting local magnetic field experienced
by the nucleus, depend on the details of the electronic structure near the magnetic nucleus
of interest, so nuclei in different chemical groups have different shielding constants. The
calculation of reliable values of the shielding constant is very difficult, but trends in it are
quite well understood, and we concentrate on them.

(a) The c5 scale of chemical shifts
Because the total local field is

Bi L3+513=(l —a)B
	

(8)
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the Larmor frequency i5

YBI^	 Y5—a)-
2n -	 2n

This frequency is different for nuclei in different environments. Hence, different nuclei, even
of the same element, come into resonance at different frequencies.

It is conventional to express the resonance frequencies in terms of an empirical quantity
called the chemical shift, which is related to the difference between the resonance
frequency, ri, of the nucleus in question and that of a reference standard, v:

(10]

The standard for protons is the proton resonance in tetra methylsilane (Si(CH 3 ) 4 , commonly
referred to as IMS), which bristles with protons and dissolves without reaction in many
liquids. Other references are used for other nuclei. For 13 C, the reference frequency is the 13C
resonance in TMS; for 31 P it is the °P resonance in 85 per cent H3 PO4 (aq). The advantage of
the 5-scale is that shifts reported on it are independent of the applied field (because both
numerator and denominator are proportional to the applied field).

Illustration
A nucleus with 6 = 1.00 (which is often, but unnecessarily, expressed as 1.00 ppm on
account of the 10 in the definition of 6) in a spectrometer operating at 500 MHz will have
a shift relative to the reference equal to

- = (500 MHz) x (1.00) x 10 = 500 Hz

In a spectrometer operating at 100 MHz, the shift relative to the reference would be only
100 lIz.

The relation between (5 and o r is obtained by substituting eqn 8 into eqn 10:

	

(I —a°	
x 106 =	 x 106

(I -47,)8	 1—a°	 (11)

(a°.- a) x 106

As the shielding, a, gets smaller, (5 increases. Therefore, we speak of nuclei with large
chemical shift as being strongly deshielded. Some typical chemical shifts are given in
Fig. 18.3. As can be seen from the illustration, the nuclei of different elements have very
different ranges of chemical shifts. The ranges exhibit the variety of electronic environments
of the nuclei in molecules.

By convention, NMR spectra are plotted with 5 increasing from right to left.
Consequently, in a given applied magnetic field the Larmor frequency also increases from
right to left. In a continuous wave (CW) spectrometer, in which the radiofrequency is held
constant and the magnetic field is varied (a field sweep experiment'), the spectrum is
displayed with the applied magnetic field increasing from left to right: a nucleus with a small
chemical shift experiences a relatively low local magnetic field, so it needs a higher applied
magnetic field to bring it into resonance with the radiofrcquency field. Consequently, the
right-hand end (low chemical shift) end of the spectrum is commonly referra to as the
'high field end' of the spectrum.

(b) Resonance of different groups of nuclei
The existence of a chemical shift explains the general features of the spectrum of ethanol
shown in Fig. 18.4. The CH, protons form one group of nuclei with (5 I. The two CH.

(9)
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(a) 1 H resonances	 RCH3

•:R-NH2
RCOCH3
ArOCH3 1

I-COOCH3
-C-CH-	 ROW

ArOH
-CHO	 Ar-H

-COOH

14	 12	 10	 8	 6	 4	 2	 0

(b) 'C resonances

IC-XinArX
______ _LI• n-c

	R-CHO	
R-COOH

R2CO:
IEtIL. R-C-R

RC

300	 200	 100	 0

18.3 The range of typical chemical shifts for (a) 'H resonances and (b) "C resonance.

18.4 The 'H-NMR spectrum of ethanol. The bold letters denote the protons giving rise to the ron$flCe
peak, and the step-like curve is the integrated signal.
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protons are in a different part of the molecule, experience a different local magnetic field,
and resonate at 3. Finally, the OH proton is in another environment, and has a chemical
shift of 5 4. The increasing value of S (that is. the increase in deshielding) consistent with
the electron-withdrawing power of the 0 atom: it reduas the electron density of the OH
proton most, and that proton is strongly deshielded. It reduces the electron density of the
distant methyl protons least, and those nuclei are least deshielded.

The relative intensities of the signal (the areas under the absorption lines) can be used to
help distinguish which group of lines corresponds to which chemical group. The
determination of the area under an absorption line is referred to as the integration of
the signal (just as any area under a curve may be determined by mathematical integration).
Spectrometers can integrate the absorption automatically (as indicated in Fig. 18.4). In
ethanol the group intensities are in the ratio 3 : 2 : I because there are three CH 3 protons,
two CH2 protons, and one OH proton in each molecule. Counting the number of magnetic
nuclei as well as noting their chemical shifts helps to identify a compound r.vresent in a
sample.

(c) The origin of shielding constants
The calculation of shielding constants is very difficult, even for small molecules, for it
requires detailed information about the distribution of electron density in the ground and
excited states and the excitation energies of the molecuL. Some success has been achieved
with the calculation for diatomic molecules and small polyatomic molecules su..h as H 2 0 and

C14 , but large molecules are much more difficult. Nevertheless, a considerable body of
useful empirical information about a variety of contributions to chemical shifts in large
molecules has been compiled, and has been used to understand and interpret observations
reasonably systematically.

The empirical approach supposes that the observed shielding constant is the sum of three
contributions:

a = a(local) + a(neighbour) + a(solvent) 	 (12)

The local contribution, a(local), is essentially the contribution of the electrons of the atom
that contains the nucleus in question. The neighbouring group contribution, a(neighbour),
is the contribution from the groups of atoms that form the rest of the molecule. The solvent
contribution, a(,olvent), is the contribution from the solvent molecules.

(d) The local contribution
It is convenient to regard the local contribution to the shielding constant as the sum of a
positive diamagnetic contribution, ad, and a negative paramagnetic contribution, a:

a(1ocal) = ad+a	 (13)

The total local contribution is positive if the diamagnetic contribution dominates, and is
negative if the paramagnetic contribution domin'tes.

The diamagnetic contribution arises from the ability of the applied field to generate a
circulatiop of charge in the ground-state electron distribution of the atom. The circulation
generates a magnetic field that opposes the applied field and hence shields the nucleus. The
magnitude of ad depends on the electron density close to the nucleus and can be calculated
from the Lamb formula:

12itm	 r
	 (14)

where i0 is the vacuum permeability (a fundamental constant, see inside the front cover)
and r is the electron-nucleus distance.
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Example 18.1 Uirtg the Lamb formula

C H3CH2X
	 Calculate the shielding constant for the proton in a free H atom

Method To use the Lamb formula, we need to calculate the expectation value of hr for a
hydrogen Is orbital. Wavefunctions are given in Table 13.1, and a useful integral is given in
Example 11.6.

Answer Because de = ,'2 dr sin (I dO d, we can write

1
( 1	 ^-V/ dT — 1

	dO

='r—' 	 L sin o do .L re-2/"-r	 17 a ^r) f	 of,r.c
a0

Therefore,

el 
Ito

Cit -=

With the values of tfle fundamental constants inside the front cover, this expression
evaluates to 1.78 x 10.

Comment The shielding constant is inversely proportional to the Bohr radius. This distance
dependence can be understood as arising from the classical result that the magnetic
moment of a current loop is proportional to its area (which for a hydrogen atom is of the
order of u) and the magnetic field that it generates at the nucleus is inversely proportional
to the cube of the latter's distance (cx). Hence, the local, field is proportional to
axl la" =

I
02
0

as
>

ix
a,

'C
xS

i0
0
Ea,
'C
04	

11 13^ ICI	 F
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Electronegativity of halogen

111.5 The variation of chemical shielding with
nlectronegativity. The shifts for the methylene
protons agree with the trend expected with
increasing electrorsegativily. However, to rmphasiie
that chemical shifts are subtlephenomena, notice
that the trend for the methyl protons is opposite to
that expected. For these protons another
contribution (the magnetic anisotropy of C-H and
C-X bonds) it dominant.

Self-test 111.1 Calculate 0d for a hydrogenic atom with atomic number Z.

[Cd = Zo(H)]

The diamagnetic contribution is the only contribution in closed-shell free atoms. It is also
the only contribution to the local shielding for distributions of charge that have spherical or
cylindrical symmetry. Thus, it i s the only contribution to the local shielding from inner cores
of atoms, for cores remain spherical even though the atom may be a component of a
molecule and its valence electron distribution highly distorted. The diamagnetic
contribution is broadly proportional to the electron density of the atom containing the
nucleus of interest. It follows that the shielding is decreased if the electron density on the
atom is reduced by the influence of an electronegative atom nearby. That reduction in
shielding translates into an increase in dcshiclding, and hence to an increase in the chemical
shift 5 as the eleclronegativity of a neighbouring atom increases (Fig. 18.5). That is, as the
clectronegativity increases, ô decreases.

The local paramagnetic contribution, ap , arises from the ability of the applied field to
force the electrons to circulate through the molecule by making use of orbitals that are
unoccupied in the ground state. It is zern in free atoms and around the axes of linear
molecules (such as ethyne, HCCl1) where the electrons can circulate freely and a field
applied along the internuclear axis is unable to force them into other orbitals.

The magnitude of the paramagnetic contribution depends on the ease with which the
applied field can promote electrons into unoccupied orbitals. Hence, it is inversely
proportional to theenergy separation of the highest filled (HOMO) and lowest unfilled
(LUMO) orbitals Of the molecule, A. The strength of the magnetic field generated by the
magnetic moment of the resulting circulation of charge is inversely proportional to the cube

0
	

[Co(CN)6]

300	 400	 500	 600
Wavelength, AInm

111.1, The correlation of chemical shifts relative to
Co(CN) 6]' and the ligand field parameter for

complexes of cobalt, the wavelcliglh is that of
the lowest energy transition land Is ac lJ.i.,
approximately). Data from R. Freeman, O.K. Murray,
and R.E. Richards, Proc. Roy. Soc. A242. 455 (195)).
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18.7 The variation of the function I 3 CO5 U with
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of the distance of the nucleus from the circulating current, so the field at the nucleus is
proportional to r ). Overall, therefore,

(15)

We can therefore expect large paramagnetic contributions from small atoms in molecules
with low-lying excited states. In fact, the paramagnetic contribution is the dominant local
contribution for atoms other than hydrogen. The shielding constants of the nuclei of d-
metal ions in complexes correlate quite well with spectroscopic data if \ is identified with
the ligand-field splitting parameter (Fig. 18.6).

(e) Neighbouring group contributions
The neighbouring group contribution arises from the currents induced in nearby groups of
atoms, The effect of either kind of current (diamagnetic or paramagnetic) is to shield ordeshield
the nucleus depending on the relative location of the nucleus to the neighbouring group.

[he applied field generates currents in the electron distribution of the neighbouring
group and gives rise to zk magnetic moment proportional to the applied field; the constant of
proportionality is the magnetic susceptibility, X, of the group.' This induced magnetic
moment gives rise to a magnetic field at the nucleus with a strength that is inversely
proportional to the cube of the distance of the nucleus from the group of atoms. The field
varies with the orientation of the molecule, but it does not average to zero because the
magnetic susceptibility also changes as the molecule'presents different orientations to the
applied field. The result is that the shielding constant dnpends on three quantities: the
difference in the magnetic susceptibilities parallel and perpendicular to the group (we are
assuming that the group has cylindrical symmetry), the angle 0 that the vector to the
magnetic nucleus makes to the axis of symmetry of the group, and the distance r of the
nucleus from the group (1):

r(neighbour) x (x -	
( 1 - 3cos2	

(16)

This expression shows that the neighbouring group contribution may be positive or negative
according to the relative magnitudes of the two magnetic susceptibilities and the relative
orientation of the iucleus. The latter effect is easy to anticipate: if 54.7° <0< 125.3°, then

- 3 cos 2 () is positive, but it is negative otherwise (Fig. 18.7).
A ---C-C--- group is linear, and an applied field cannot induce a paramagnetic current

when it is parallel to the group's axis. 2 The pattern f shielding and deshielding resulting
from the diamagnetic currelli is shown in Fig. 18.8. Piutons lying on the axis of the group (as

lit 8 The neighbouring group effect in NMR. (o) The

Li

protons in HM—CH are shielded by the currents
induced in the triple bond, but a proton perpendicular 	 .	 Cl	 ,lf
to the bond is deshidded. lbl The opposite is true for
protons near a C=C double bond because the applied
field cart induce a paramagnetic current parallel to 	 la)
the axis of a double bond.

'Ajr'cf'c CuCC' f-cftt ar d'.u',srd n Sec ct' 226

2 the rircIroc, or n url,CI that etc rrrrcltcerl,trrcC of the angular momentum operator, 1,. for circulation about the axis 01 the
rnniccolc. When thrr 'iO is appirmo aI,,ng that ann, 1 9mm CCC to a perlumbalmon pmopomtrorcal to B!,, which Cannot morn rucriemi
states 510 its Own e:CntunCIrO,rC
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Magnetic
field

18.9 The shielding and deshielding effects of the
ring current induced in the benzene ring by the
applied field. Protons attached to the ring are
deshlelded but a proton attached to a substituent
that projects above the ring is shielded.

18 SPECTROSCOPY 3

in ethyne itself) are shielded, but a proton that lies perpendicular to the bond (as part of a
larger molecule) is deshielded. The opposite is true for protons near a C=C double bond
because in this nonlinear group the applied field can induce a paramagnetic urrnt when it
lies parallel to the axis.

A special case of a neighbouring group effect is found in aromatic compounds. The strong
anisotropy of the magnetic susceptibility of the benzene ring is ascribed to the ability of the
field to induce a ring current, a circulation of electrons around the ring, when it is applied per-
pendicular to the molecular plane. Protons in the plane are deshielded (Fig. 18.9), but any that
happen to lie above or below the plane (as members of substituents of the ring) are shielded.

(f) The solvent contribution
A solvent can influence the local magnetic field experienced by a nucleus in a variety of
ways. Some of these effects arise from specific interactions between the solute and the
solvent (such as hydrogen-bond formation and other forms of Lewis acid—base complex
formation), The magnetic susceptibility of the solvent molecules, especially if they are
aromatic, can also be the source of a local magnetic field. Moreover, if there are steric
interactions that result in a loose but specific interaction between a solute molecule and a
solvent molecule, then protons in the solute molecule may experience shielding or deshielding
effects according to their location relative to the solvent molecule (Fig. 18.10). We shall see
that the NIVIR spectra of species that contain protons with widely different chemical shifts
are easier to interpret than those in which the shifts are similar, so the appropriate choice
of solvent may help to simplify the appearance and interpretation of a spectrum.

18.4 The fine structure
The splitting of resonances into individual lines in Fig. 18.4 is called the fine structure of the
spectrum. It arises because each magnetic nucleus may contribute to the local field
experienced by the other nuclei and so modify their resonance frequencies. The strength of
the interaction is expressed in terms of the scalar coupling constant, J, and reported in
hertz (Hz). 3 Spin coupling constants are independent of the strength of the applied field
because they do not depend on the latter's ability to generate local fields. If the resonance
line of a particular nucleus is split by a certain amount by a second nucleus, then the
resonance line of-the second rucleus is Split by the first to the same extent.

18.10 An aromatic solvent (benzene here) can give
rise to local currents that shield or desksield a
proton in a solvent molecule. In this relative
orientation of the solvent and solute, the -proton
on the solute molecule is shielded.
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18.11 The effect of spin-spin couplo on an AX
spectrum. Each resonance is split Into two lines
separated by J. The pairs of resonances are centred
on the chemical shifts of theprotons in the
absence of spin-spin coupling.

3 The teahe ceupting constant is so called becausc the intUxtion it describes is proportional to the ,cshr product of the two
interacting sVffn: I. The constant of prspoetion&tty in this expression is I. JMore prechcly, it Is W/8. brcw. each
angular momentum is peopoitiorol to j
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(a) Patt"rns of coupling
In NMR, letters far apart in the alphabet (typically A and X) are used to indicate nuclei with
very different chemical shifts; letters close together (such as A and B) are used for nuclei
with similar chemical shifts. We shall consider first an AX system, a molecule tat contains
two spin-1 nuclei A and X with very different chemical shifts in the sense that the difference
in chemical shifts is large compared with their spin-spin coupling.

Suppose the spiT .i x is a; then the spin of A will have a Larmor frequency as a result of
the combined effect of the external field, the shielding constant, and the spin-spin
interaction of A with X. The spin-spin coupling will result in one line in the spectrum of A
being shifted by -. from the frequency it would have in the absence of coupling. If the
spin of X is fi, the spin of A will have a Larmor frequency shifted by + 11. Therefore, instead
of a single line from A, we get a doublet of lines separated by  and centred on the chemical
shift characteristic of A (Fig. 18.11). The same splitting occurs in the X resonance: instead of
a single line, the resonance is  doublet with splitting J (the same value as for the splitting of
A) centred on the chemical shift characteristic of X.

A subtle point is that the X resonance in an AX species (such as an AX 2 or AX, species)
is also a doublet with splitting J. As we shall explain below, a group of equivalent nuclei
resonates like a single n'uclrus. The only difference for the X resonance of an AXa species is
that the intensity is n times as great as that of an AX species (Fig. 18.12). The A resonance in
an AX species, though, is quite different from the A resonance in an AX species. For
example, consider an AX 2 species with two equivalent X nuclei. The resonance of A is split
into a doublet of separation J by one X, and each line of that doublet is split again by the
same amount by the second X (Fig. 18.13). This splitting results in three lines in the intensity
ratio 1 : 2 : I (because the central frequency can be obtained in two ways). The A resonance

X resonance
in

.4—

18.12 The X resonance of an AX 2 species is also
a doublet; because the two equivalent X nuclei
behave like a single nucleus; however, the overall
absorption is twice as intense as that of an AX
species.

18.13 The origin of the 1 2 I triplet in the A
resonance of an AX 2 species. The resancr of A
is split into two by coupling with one X nucleus
(as shown in the inset), and thee each of those
two lines is spilt into two by coupling to the
second X nucleus. Because each X nucleus causes
the some splitting, the two central traniltloets are
coincident and givit rise to an absorption One of
double the intensity of the outer lines.
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1 .'	 of an AnX2 species would also be a I 2 	 triplet of splitting J. the only difference being
that the intensity of the A resonance would be a times as great as that of AX2.

2 •.	 .	 Three equivalent X nuclei (an AX, species) split the resonance of A into four lines of

4 •f•f• , 
intensity ratio I : 3 : 3 : I and separation J (Fig. 18.14). The X resonance, though, is still a

doublet of separation J In general n equivalent spin .4 nuclei split the resonance of a nearby
spin or group of equivalent spins into n + I lines with an intensity distribution given by
Pascal's triangle (2). The easiest way of constructing the pattern of fine structure is to draw a

2 diagram in which successive rows show the splitting of a subsequent proton. The procedure
is illustrated in Fig. 18.15 and was used in Figs. 18.13 and 18.14. It is easily extended to
molecules containing nuclei with 1> 1 (Fig. 18.16).

Example 1 11.2 Accounting for the- fine structure in a spectrum
Account for the fine structure in the NMR spectrum of the C-H protons of ethanol.

Mithitil Consider how each group of equivalent protons (for example, three methyl protons)
split the resonance of the other groups of protons. There is no splitting within groups of
equivalent protons. Each splitting pattern can be decided by referring to Pascal's triangle.

Answer The three protons of the CH 3 group split the resonance of the CH 7 protons into a

3 : 3 1 quartet with a splitting J. Likewise, the two protons of the CH 2 group split the

resonance of the Cl-I 3 protons into a I 2: 1 triplet with the same splitting J. All the lines

mentioned so far are split into doublets by the OH proton, but the splitting cannot be
detected because the OH protons migrate rapidly from molecule to molecule and their effect

averages to zero.

ill. ii The origin of the I 3 3 I quarter in the
A resonance of an AX species. the third X
nucleus splits each of the lines shown in Fig. 18.13
for an AX, species into a doubit, and the
intensity distribution reflects the number of
transitions that have the same energy.

The intensity distribution of the A
resonance of an AX resonance can be
constructed by considering the splitting caused by
I • 2.... n protons, as in Figs. 18.13 and 18,14. The
resulting intensity distribution has a binomial
distribution and is given by the integers in the
corresponding row of Pascal's triangle. Note that,
although thc lines have been drawn side-by-side
for clarity, the members of each group are
coincident. Four protons, in AX4 , split the A
resonance into a I 4 6 4: I quintet.

Ill If, The intensity distribution arising from spin-
spin interaction with nuclei with I = I can be
constructed similarly, but each successive nucleus
splits the lines into three equai rntcnsiw
components. Two equivalent spin-[ nuclei give rise
ton 12:3:2:1 quintet.
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Self-test 18.2 What line structure can be expected for the protons in 14 NH,' The spin
quantum number of nitrogen is I.

11:	 1 triplet from NI

(b) The energy levels of coupled systems
It will be useful for later discussions to consider an NMR spectrum in terms ofhe energy
levels of the nuclei and the transitions between them. The energy level diagram for a single
sptn- nucleus and its single transition were shown in Fig. 18.1, and nothing more needs to
be said. For a spin- !4 AX system there are four spin states:

O A aX	 OA/IX	 flAaX	 #A #X

The energy depends on the orientation of the spins in the external magnetic field, and, if
spin-spin coupling is neglected,

E = —yh(l - cr\)BmA -- 1h(1 - ax)l3mx = —hvA 'nA - hiixrnx (17)
where VA and ti< are the Larmor frequencies of A and X and m rs, and mx are their quantum
numbers. This cxpressiqp gives the four lines on the left of Fig. 18.17. The spin-spin coupling
depends on the relative orientation of the two nuclear spins, so it is proportional to the
product ?n A mX; the constant of proportionality is hi. Therefore, the energy including spin-
spin coupling is

E —hr.'AmA - hv ,n - iiJmArnX (18)

1ff> 0, a lower energy is obtained when nt m <0, which is the case if one spin is a and the
other is fl. A higher energy is obtained if both spins are a or both pins are fl. The opposite is
true if i<O. The resulting energy level diagram (for J>0) is shown on the right of
Fig. 18.17. We see that the aa and fifi states are both raised byhJ and that the a/3 and fla
states are both lowered by I W.

When a transition of nucleus A occurs, nucleus X remains unchanged. Therefore, the A
resonance is a transition for which AMA = + I and LSmx = 0. There are two such transitions,
one in which /3A —aA occurs when the X nucleus is ax, and the other in which 

1A -aA
occurs when the X nucleus is /3. They are shown in Fig. 18.17 and in a slightly different

Energy	 No spin-spin	 With spin-spin
coupling	 coupling

/4/?J

	

+

PAN
/2L(A) + /2 h\' L (X)	 ,.	 .

I/tv (A)

+ I2hVLIX) °A(3X 
1/4 hJ	 ><	 <

os. co.
IT

- 1/2hvL(X) 
UAaX /4hJ

18.11 The energy levels of an AX system. The tour levels on the left arc those of the two spins in the
absence of spin-spin coupling. The four levels on the right show how a positive spin-spin coupling
constant affects the energies. The transitions Shown are for #—a of A or X, the other nucleus IX or A.
respectivelyl remaining unchanged.

36—A



111.18 An altennativt depiction of the energy levels
and transitions shown in Fig. 18.17.

XH
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form in Fig. 18.18. The energies of the transitions are

AE = ht,, ±1'
	

(19)

Therefore, the A resonance consists of a doublet of separation / centred on the chemical

shift of A (as in Fig. 18.11).
Similar remarks apply to the X resonance, which consists of two transitions according to

whether the A nucleus is a or fi (Fig. 18.18). The transition energies are

AE = hi.' ± IN (20)

It follows that the X resonance also consists of two lines of separation I, but they are

centred on the chemical shift of X (as shown in Fig. 18.11).

(c) The magnitudes of coupling constants
The scalar coupling constant of two nuclei separated by N bonds is denoted NJ, with

subscripts for the types of nuclei involved. Thus, I JcH is the coupling constant for a proton

joined directly to a C atom, and 2J is the coupNng constant when the same two nuclei

are separated by two bonds (as in 13C---C—H). A typical value of I JCH is in the range 120 to

250 Hz; 2CH is between 0 and 10 Hz. Both 3j and 4J give detectable effects in a spectrum,

but couplings over larger numbers of bonds can generally be ignored. One of the longest

couplings that has been detected is 9JHH = 0.4 Hz for CH 3 and CH 2 protons in

CH3CCCCCCCH2OH.
The sign otJy indicates whether the energy of two spins is lower when they are parallel

(J <0) or when they are antiparallel (J>0). It is found that l JcIj is often positive. 2HH is

often negative. 3HH is often positive, and so onAn additional point is thati varies with the

angle between the bonds (Fig. 18.19). Thu5, a 5HH coupling constant is often found to

depend on the angle ji (3) according to the Karplus equation:

J=A+B cos cl+Cc0s24	 (21)

with A, B, and C empirical constants with values close to +7 Hz, -1 Hz, and -i-S Hz,

respectively. It follows that the measurement of 3JHH in a series of related compounds can be

used to determine their conformations. The coupling constant .'JcH also depends on the

hybridization of the C atom, as the following values indicate:
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(ci) The origin of spin-spin coupling
Spin-spin coupling is a very subtle phenomenon, and it is better to treat J as an empirical

parameter than to use calculated values. However, we can get some insight into its origins, if
not its precise magnitude-or always reliably its sign-by considering the magnetic

interactions within molecules.
A nucleus with spin projection en, gives rise to a magnetic field with z component B.. at

a distance R, where

= ----(l - 3cos2 
0) "If	 (22)

The angle U is definejl in (4). The magnitude of this field is about 0.1 MT when R = 0.3 nm,

corresponding to a splitting of resonance signal of about 10 4 Hz, and is of the order of

magnitude of the splitting observed in solid samples (see Section 18.9a).
In a Iiqui..the angle U sweeps over all values as the molecule tumbles, and I - 3 cos 2 U

0 

X
4

3(3—B
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18.21 The origin of the Fermi contact Interaction.
From far away, the magnetic field pattern arising

from a ring of current (representing the rotating

charge of the nucleus. the pale grey Sphere) is that
of a point dipole. However, if an electron can

sample the field close to the region indicated by the

sphere, the field distribution differs significantly

from that of a point dipole. For example if the

electron can penetrate the sphere, then the

Spherical average of the field it experiences is not
zero.
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Fermi Pauli Fermi
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X;

18.15 The variation of the spin-spin coupling

constant with angle predicted by the Karplus
equation.

18.20 The polarization mechanism for spin-spin
coupling	 The two arrangements have

slightly different energies. In this case, I is

positive, corresponding to a lower energy when the
nuclear spins are antiparailel.

averages to zero .4 
Hence the direct dipolar interaction between spins cannot account for the

fine structure of the spectra of rapidly tumbling molecules. The direct interaction does make
an important contribution to the spectra of solid samples and to the spectra of molecules
that tumble only slowly in solution, such as biological and synthetic macromolecules.

Spin-spin coupling in molecules in solution can be explained in terms of the polarization
mechanism, in which the interaction is transmitted through the bonds. The simplest case to
consider is that of lixy where X and Y are spin-1 nuclei joined by an electron-pair bond
(Fig. 18.20). The coupling mechanism depends on the fact that in some atoms it is favourable
for the nucleus and a nearby electron spin to be parallel (both e or both 11), but in others it is
favourable for thm to be antiparallel (one a and the other fl). The electron-nucleus
coupling is magnetic in origin, and may be either a dipolar interaction between the magnetic
moments of the electron and nuclear spins or a Fermi contact interaction. As shown in the
Justification below, the latter depends on the very close approach of an electron to the
nucleus and hence can occur only if the electron occupies an s orbital. We shall suppose that
it is energetically favourable for an electri.,n spin and a nuclear spin to be antipirallel (as is
the case for a proton and an electron in a hydrogen atom).

Justification 18.2

A pictorial description of the Fermi contact interaction is as follows. First, we regard the
magnetic moment of the nucleus as arising from the circulation of a current in a tiny loop
with a radius similar to that of the nucleus (Fig. 18.20. Far from the nucleus the field
generated by this loop is indistinguishable from the field generated by a poinrnsagnetic
dipole. Close to the loop, however, the field differs from that of a point dipole. The

4

	

	 The volume CIorai fl Polar Oo,thriatrs is proportunaIto sin (1d8, and 0 ranges from O Is is. Therefore the average value of fl.
for a Tumbling moierulr is proportional to

1(1 — 3 cos' O) sin OdO=o
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magnetic interaction between this non-dipolar field and the electrons magnetic mon)ent
is the contact interaction. The lines of force depicted in Fig. 16.21 correspond to tl?ose for
a proton with a spin. The lower energy state of an electron spin in such a flèld ithe state.

If the X nucleus is a, a fi electron of the bonding pair will tend to be found nearby (since
that is energetically favourable for it). The second electron in the bond, which must have a
spin if the other is /1, will be found mainly at the far end of the bond (because electrons tend
to stay apart to reduce their mutual repulsion). Because it is energetically favourable for the
spin of Y to be antiparallel to an electron spin, a Y nucleus with fi spin has a lower energy,
and hence a lower Larmor frequency, than a Y nucleus with a spin. The opposite is true when
X is (i', for now the a spin of Y has the lower energy. In other words, the antiparallel
arrangement of nuclear spins lies lower in energy than the parallel arrangement as a result
of their magnetic coupling with the bond electrons. That is. 'JHH is positive.

To account for the value of 2J<Y, as in Fl-C-H, we need a mechanism that can transmit

the spin alignments through the central C atom (which may be ' 2 C, with no nuclear spin of

its own). In this case [Fig. 18.22), an X nucleus with a spin polarizes the electrons in its bond,
and the a electron is Likely to be found closer to the C nucleus. The more favourable
arrangement of two electrons on the same atom is with their spins parallel (Kunds rule,
Section 13.4d), so the more favourable arrangement is for the a electron of the

neighbouring bond to be close to the C nucleus. Consequently, the P electron of that

bond is more likely to be found close to the  nucleus and therefore that nucleus will have a
lower energy if it iso. Hence, according to this mechanism, the lower Larmor frequency of Y

will be obtained if its spin is parallel to that of X. That i, 2JHH 5 negative.

The coupling of nuclear spin to electron spin by the Fermi contact interaction is most
important for proton spins, but it is not necessarily the most important mechanism for other
nuclei. These nuclei may also interact by a dipolar mechanism with the ne
moments and with their orbital motion, and there is no simple way of sped

will be positive or negative.

(c) Equivalent nuclei
A group of nuclei are chemically equivalent if they are related by a symmetry operation of
the molecule and have the same chemical shifts. Chemically equivalent nuclei are nuclei that
would be regarded as equivalent' according to ordinary chemical criteria. Nuclei are
magnetically equivalent if, as well as being chemically equivalent, they also have identical

spin-spin interactions with any other magnetic nuclei in the molecule.
ihe difference between chemical and magnetic equivalence is illustrated by CH 2 F 2 and

in both of which the protons are chemically equivalent: they are related by
symmetry and undergo the same chemical reactions. However, although the protons in CH 2 F2

are magnetically equivalent, those in CH 2 =CF2 are not. One proton in the latter has spin-

coupling interactions with a cis F nucleus which might be a whereas the other proton has a

trans interaction with it. In CH 2 F 2 both protons are equally distant from the two F nuclei, so

there is no distinction between them. Strictly speaking, the CH, protons in ethanol (and other
compounds) are magnetically inequivalent on account of their different interactions with

the Cl-i 2 protons in the next group. However, they are in practice made magnetically

equisalent by the rapid rotation of the CH 3 group, which averages out any differences.

Magnetically inequivalent species can give very complicated spectra (for instance, the

spectrum of H 2 C=CF 2 consists of ten lines), and we shall not consider them further.
An important feature of chemically equivalent magnetic nuclei is that, although they do

couple together, the coupling has no effect on the appearance of the spectrum. The reason

for the invisibility of the coupling is set out in the Justification below, but qualitatively it is
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18.22 The polarization mechanism for 2HH spin —
spin coupling. The spin information is transmitted
from one bond to the next by a version of the
mechanism that accounts for the lower energy of
electrons with parallel spins in different atomic
orbitals (Hunds rule of maximum multiplicity). In
this case. J is negative, corrcponding to a lower
energy when the nuclear spins are parallel.
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(a)

	 Ii
ls.i i (a) A group of two equivalent nuclei realigns as a group, without change of angle between the
spins, when a resonant absorption occurs. Hence it behaves like a single nucleus and the spin-spin
coupling between the individual spins of the group is undetectable. (0) Three equivalent nuclei also
realign as a group without change of their relative orientations.

that all allowed nuclear spin transitions are collective reorientations of groups of equivalent
nuclear spins that do not change the relative orientations of the spins within the group
(Fig. 18.23). Then, because the relative orientations of nuclear spins are not changed in any
transition, the magnitude of the coupling between them is undetectable. Hence, an isolated
CH 3 group gives a single, unsplit line because all the allowed transitions of the group of
three protons occur without change of their relative orientations.

Justification ri.:i

ixa

Consider an A 2 system of two chemically equivalent spin4 nuclei. First, consider the

1	
energy levels in the absence of spin-spin coupling. There are four spin states which (just as

= -í	 for two electrons) carl be classified according to their total spin I (the analogue of S for
two electrons) and their total projection M1 on the z.ads. The states are analogous to those

+	
•..	 we developed for two electrons in singlet and triplet states:t

111.24 The energy levels of an A 2 system in the
absence of spin-spin coupling are shown an the
left When spin-spin coupling is taken into account,
the energy levels on the right are obtained. Note
that the three states with total nuclear spin I =
correspond to parallel spins and give rise to the
same increase in energy (I is positive); the one state
with I = 0 (antiparallel nuclear spins) has a lower
energy in the presence of spin-spin coupling. The
only allowed transitions are those that preserve the
angle between the spins, and so take place between
the three' states with! = I. They occur at the same
resonance frequency as they would have in the
absence of spin-spin coupling.

Spins parallel, / = I:	 M, = +1	 as

M, =0	 (1/2h/2){sfl+I3s}

M,=-1 fl/I

Spins paired, I = 0:	 M, = 0	 (1/2h/2){fl

The effect of a magnetic field on these four states is shown on the left in Fig. 18.24: the
energies of the two states with M1 = 0 are unchanged by the field because they are
composed of equal proportions of a and $ spins.

S An in Section 13.7, the states we have selected are those with a definite resultant, and hence a well defined value of I. The + sign

in nfl + to signifies an n . phase alignment of spins and! = I the - sign in nfl - fin signifies an alignment Our of phase by n,
and irenee I = 0. See fig. 13.211
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The spin-spin coupling energy is proportional to the scalar product of the vectors
representing the spins, and we write E = (hJ/fl2 )1 1 12. The scalar product can be
expressed in terms of the total nuclear spin by noting that

and replacing the magiitudes by their quantum mechanical values:

'I 1 2 = {1(I + 1) —I(/ + 1)— 2(12 + 1)}h2	(23)

Then, because 1, = 12. - , it follows that

E=hJ{I(I+ l) —}	 (24)

For parallel spins, F = I and E = +hJ; for antiparallel spins! = 0 and E = - hJ, as in
the Illustration. We see that three of the states move in energy in one direction and the
fourth (the one with antiparahlel spins) moves three times as much in the opposite
direction. The resulting energy levels are shown in Fig. 18.24.

The NMR spectrum of the A2 species arises from transitions between the levels.
However, the radiofrequency field affects the two equivalent protons equally, so it cannot
change the orient5tiQn of one proton relative to the other; therefore, the transitions take
place within the set of states that correspond to parallel spin (those labelled! = 1), and no
spin-parallel state can change to a spin-antiparallel state (the state with I = 0). Put
another way, the allowed transitions are subject to the selection rule Al = 0. This selection
rule is in addition to the rule AM, = ± I that arises from the conservation of angular
momentum and the unit spin of the photon. The allowed transitions are shown in
Fig. 18.24; we see that there are only two transitions, and that they occur at the same
resonance frequency that the nuclei would have in the absetce of spin-spin coupling.
Hence, the spin-spin coupling interaction does not affect the appearance of the
spectrum.

V°ö ' 5J

- J

111.25 The NMFI spectrum of an Aa system [top)
and an AX system (bottom) are simple, and give
rise to first-order spectra'. At intermediate relative
values of the chemical shift difference and the
spin-spin coupling, complex strongly coupled'
spectra are obtained. Note ho yri the inner two lines
of the bottom spectrum move tether, grow in
intensity, and form the single central line of the top
spectrum. The two outer tines diminish in inteUsity
and are absent in the top spectrum.

(f) Strongly coupled nuclei
NMR spectra are usually much more complex than the foregoing simple analysis suggests.
We have described the extreme case in which the differences in chemical shifts are much
greater than the spin-spin coupling constants. In such cases it is simple to identify groups of
magnetically equivalent nuclei and to think of the groups of nuclear spins as reorientating
relative to each other. The spectra that result are called first-order spectra.

Transitions cannot be allocated to definite groups when the differences in their chemical
shifts arc comparable to their spin-spin coupling interactions. The complicated spectra that
are then obtained are called strongly coupled (or second-order spectra') and are much more
difficult to analyse (Fig. 18.25). Because the difference in resonance frequencies increases
with field, but spin-spin coupling constants are independent of it, a second-order spectrum
may become simpler (and first-order) at high fields because individual groups of nuclei
become identifiable again.

A clue to the type of analysis that is appropriate is given by the notation for the types of
spins involved. Thus, an AX spin system (which consists of two nuclei with a Iare chemical
shift difference) has a first-order spectrum. An A13 system, on the other hand (with two
nuclei of similar chemical shifts), gives a spectrum typical of a strongly coupled system. An
AX system may have widely different chemical shifts because A and X are nuclei of
different elements (such as 13 C and H), in which case they form a heteronuclear spin
system. AX may also denote a homonuclear spin system in which the nuclei are of the
same element but in markedly different environments,



1 8 . 5 THE MAGNETIZATION VECTOR
	 545

(g) Dilute and abundant spins: spin decoupling
Carbon-13 is a dilute-spin species in the sense that it is unlikely that more than one
nucleus will be found in any given small molecule (provided the samplchas not been
enriched with that itope: the natural abundance of ' 3 C is only LI per cent), Even in large

molecules, although more than one 13 C nucleus may be present, it is unlikely that they will
be close enough to give an observable splitting. Hence, it is not normally necessary to take

into account 13 C- 13 C spin-spin coupling within a molicule.
Protons are abundant-spin species in the sense that a molecule is likely to contain many

of them. If we were observing a 13 C-NMR spectrum, we would obtain a very complex

spectrum on account of the coupling of the one 13 C nucleus with all the protons that are

present. To avoid this difficulty, 13 C-NMR spectra are normally observed using the technique

of proton decoupling. Thus, if the CH 3 protons of ethanol are irradiated with a second,

strong, resonant radiofrequency source, they undergo rapid spin reorientations and the 13C

nucleus senses an average orientation. As a result, its resonance is a single line and not a
3 3 1 quartet. Proton decoupling has the additional advantage of enhancing

sensitivity, because the intensity is concentrated into a single transition frequency instead
of being spread over several transition frequencies. If care is taken to ensure that the other
parameters on which the 'strength of the signal depends are kept constant, the intensities of
proton -decoupled spectra are proportional to the number of 'C nuclei present. The
technique is widely used to characterize synthetic polymers.

Pulse techniques in NMR
Modern methods of detecting the energy separation between nuclear spin states are more
sophisticated than simply looking for the frequency at which resonance occurs. One of the
best analogies that has been suggested to illustrate the difference between the old and new
ways of observing an NMR spectrum is that of detecting the spectrum of vibrations of a bell.
We could stimulate the bell with a gentle vibration at a gradually increasing frequency, and
note the frequencies at which it resonated with the stimulation. A lot of time would be spent
getting zero response when the stimulating frequency was between the bell's vibrational
modes. However, if we were simply to hit the bell with a hammer, we would immediately
obtain a clang composed of all the frequencies that the bell can produce. The equivalent in
NMR is to monitor the radiation nuclear spins emit as they return to equilibrium after the
appropriate stimulation. The resulting Fourier-transform NMR gives greatly increased
sensitivity, so opening up the entire periodic table to the technique. Moreover, multiple-
pulse FT-NMR gives chemists unparalleled control over the information content and display
of spectra. We need to understand how the equivalent of the hammer blow is delivered and
how the signal is monitored and interpreted. These features are generally expressed in terms
of the vector model of angular momentum introduced in Section 12.7d.

18.5 The magnetization vector
Consider a samp'e composed of many identical spin-! nuclei. As we saw in Section 12,7d, an

angular momentum can be represented by a vector of length {!(I + 1)} 112 nits with a

component of length m 1 units along the z-axis. As the uncertainty principle does not allow

us to specify the x- and y-components of the angular momentum, all we know is that the

vector lies somewhere on a cone around the z-axis. For! 	 . the length of the vector is i

and it makes an angle of 550 to the z-axis (Fig. 18.26).
In the absence of a magnetic field, the sample consists of equal numbers of a and

nuclear spins with their vectors lying at random angles on the cones. These angles are

+1121

18.26 The veetor model of angular momentum for
a single spin- nucleus. The angle around the z-axis
is indeterminate.
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18.2/ The magnetization of a sample of spin-i
nuclei is the resultant of all their magnetic
moments, (a) In the absence of an externally
applied field, there are equal numbers of a and /3
spins at random angles around the z-axis (the field
direction) and the magnetization is zero. (b) In the
presence of a field, the spins precess around their
cones (that is, there is an energy difference
between the a and /3 states) and there are slightly
more a spins than 0 spins. As a result, there is a
net magnetization along the z-axis.

tR 28 (a) In a resonance experiment, a circularly
polarized radiofrequcrsr:-y magnetic field 5 1 is
applied in the rn-plane (the magnetization vector
lies along the :-axis). (h) If we step into a frame
rotating at the Larmor frequency, the
radiofrequrnL-y field appears to be stationary if its
frequency is the same as the larnsor frequency.
When the two frequencies coincide, the
magnetization vector of the sample begins to
rotate around the direction of the 0, field,

unpredictable, and at this stage we picture the spin vectors as Stationary. The
magnetization, M. of the sample its net nuclear magnetic moment, is zero (Fig. 18.27a).

(a) The effect of the static field
Two changes occur in the magnetization when a magnetic field is present. First, the energies
of the two orientations change, the a spins moving to low energy and the P spins to high
energy (provided y>O). At 10 T, the Larmor frequency for protons is 427 MHz, and in the
vector model the individual vectors are pictured as precessing, or sweeping round their
cones, at this rate. This motion is a pictorial representation of the change in energy of the
spin states (it is not an actual representation of reality). As the field is increased, the Larmor
frequency increases and the precession becomes faster. Secondly, the populations.f the two
spin states (the numbers of a and /3 spins) change, and there will be more a spins than /3
spins. Because Ite'1 /kT7 x 10 - 1 for protons at 300 K and 10 T, there is only a tiny
imbalance of populations, and it is even smaller for other nuclei with their smaller
magnetogyric ratios. However, despite its smallness, the imbalance.means that there is a net
magnetization that we can represent by a vector M pointing in the z-direction and with a
length proportional to the population difference (Fig.18.27b).
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(b) The effect of the radio frequency field
We now Consider the effect old circularly polarized radiofrequency field in the xv-plane. We
have considered the electric Component of this field in the other forms of spectroscopy that
we have treated. However, in this chapter we consider only the magnetic component for it is
this component that interacts with the nuclear magnetic moment. The strength of the

oscillating magnetic field is B1.
Suppose we choose the frequency of the oscillating field to be equal to the Larmor

frequency of the spins. This choice is equivalent to selecting the resonance condition in the
conventional experiment. The nuclei now experience a steady 5 field because the rotating

magnetic field is in step with the precessing spins (Fig. 18.28). Under the influence of this
effectively steady field, the magnetization vector begins to precess around the direction of

B 1 at a rate that is proportional to B I . If we apply the 5 1 field in a pulse of a certain

duration, the magnetization precesses into the xy-plane, and we say that we have applied a
90 pulse (or 2'7t/2 pulse'). The duration of the pulse depends on the strength of the B 1 field,

but is typically of the order of microseconds. To a stationary external observer (a
radiofrequency coil, Fig. 18.29), the magnetization vector is now rotating in the xy-plane at
the Larmor frequency (at about 430 MHz). The rotating magnetization induces a 430 MHz
signal in the coil, which can be amplified and processed. In practice, the processing takes
place after subtraction of a constant high-frequency component, so that all the signal
manipulation takes place at frequencies of a few kilohertz.

As time passes, the individual spins move out of step (partly because they are precessing
at slightly different rates, as we shall explain later), so the magnetization vector shrinks
exponentially with a time constant '2 and induces an ever weaker signal in the detector
coil. The form of the signal that we can expect is therefore the oscillating-decaying free-
induction decay (FID) shown in Fig. 18.30, and the y-component of the magnetization

M
90' pulse

I,

(a)

Detecting
coil

18.28 (a) If the radiolr,cqurncy field is applied for
a certain time, the magnetization vector is rotated
into the .n y -p l ane. Ihi To an external stationary
observer (the coil), the magnetization vector Is

rotating at the Larmor frequency, and can induce a
signal in the coil.

18.30 A simple free induction decay of a sample
of spins with a single resonance frequency.
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18.31 (a) A free induction decay signal of a sample
of AX species and (b) its analysis into its frequency
components
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varies as

	

M,(t) = Al0 cos(2irv1 i)e 
-/T
	

(25)

We have considered the effect of a pulse applied at exactly the Larmor frequency. However,
virtually the same effect is obtained off resonance, provided that the pulse is applied close to
v. If the difference in frequency is small compared to the inverse of the duration of the 90°
pulse, the magnetization will end up in the xy-plane. Note that we do not need to know the
Larmor frequency beforehand: the short pulse is the analogue of the hammer blow on the
bell, exciting a range of frequencies. The detected signal shows that a particular resonant
frequency is present.

(c) Time- and frequency-domain spectra
We can think of the magnetization vector of a homonuclear AX spin system with J = 0 as
consisting of two parts, one formed by the A spins and the other by the X spins. When the
90° pulse is applied, both magnetization vectors are rotated into the xy-plane. However,
because the A and X nuclei precess at different frequencies, they induce two signals in the
detector coils, and the overall FID curve may resemble that in Fig. 18.31a. The composite FID
curve is the analogue of the struck bell emitting a rich tone composed of all the frequencies
at which it can vibrate.

The problem we must address is how to recover the resonance frequencies present in a
free-induction decay. We encountered a similar problem when discussing Fourier-transform
infrared spectra in Section 16.1c, where all the vibrational frequencies were detected at
once. the same technique is used here. We know that the FID curve is a sum of oscillating
functions, so the problem is to analyse it into its harmonic components.

The analysis of the FID curve is achieved by the standard mathematical technique of
Fourier transformation. We start by noting that the signal S(t) in the time domain, the total
AD curve, is the sum (more precisely, the integral) over all the contributing frequencies6

S(i) = I I(v)e 2 °' dv (26)

We need 1(v), the spectrum in the frequency domain; it is obtained by evaluating the
integral

	

1(v) = Me f, S(t)e2'5 dr	 (27)

where Re means take the real part of the following expression. This integral is very much like
an overlap integral: it gives a nonzero value if S(:) contains a component that matches the
oscillating function e 2 ". The integration is carried Out at a series of frequencies ii on a
computer that is built into the spectrometer. When the signal in Fig. 18-31a is transformed
in this way, we get the frequency-domain spectrum shown in Fig. 18.31b. One line
represents the Larmor frequency of the A nuclei and the other that of the X nuclei.

The FID curve in Fig. 18.32 is obtained from a sample of ethanol. The frequency-domain
spectrum obtained from it by Fourier transformation is the one that we hTve already
discussed (Fig. 18.4). We can now see why the FID curve in Fig. 18.32 is so complex: it arises
from the precessioi of a magnetization vector that is composed of eight components, each
with a characteristic frequency.

6 Bceavie e2''° = cns(20i4} + I sin(290). lbs enixrssion S a 1510 0010 bamioiocaiiy oscillating iunciàont, with each one
weighted by the nir,sjFy T(n)
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18.32 A free induction decay signal of a sample of ethanol. Its Fourier transform is the frequency-
domain spectrum shown in Fig. 18.4.

18.6 Lincwidths and rate processes

The linewidths of NMR spectra, in common with other spectroscopic techniques, provide
information about the rates of processes relating to the molecules in the sample. We have
seen that the FlO signal decreases with time, which implies that the component of the

magnetization vector in the xy-plane must be shrinking. In this section we see some of the

processes involved.

(a) Spin relaxation
There are two reasons why the component of the magnetization vector in the xy-plane
shrinks. Both reflect the fact that the nuclear spins are not in thermal equilibrium with their

surroundings (for then M lies parallel to z). The return to equilibrium is the process called

spin relaxation.
At thermal equilibrium the spins have a Boltzmann distribution, with more a spins than $

spins; however, a magnetization vector in the Ay-plane immediately after a 90 0 pulse has

equal numbers of a and /1 spins. The populations revert to their thermal equilibrium values
exponentially. As they do so, the :-component of magnetization reverts to its equilibrium

value M0 with a time constant called the longitudinal relaxation time, T 1 (Fig. 18.33):

-	 cc e l /T I 	 (28)

Because this relaxation process involves giving up energy to the surroundings (the lattice')

as j3 spins revert to a spins, the time constant T 1 is also called the spin-lattice relaxation

time. Spin-lattice relaxation is caused by fluctuating local magnetic fields arising from the
motion of the molecules. These fluctuations can stimulate the spins to change from fi to a,

and vice versa, and hence to relax towards the thermal equilibrium population.
A second aspect of spin relaxation is the fanning-out of the spins in the .xy-plane if they

precess at different rates (Fig. 18.34). The magnetization vector is large when all the spins
are bunched together immediately after a 90° pulse. However, this orderly bunching of spins
is not at equilibrium and, even if there were no spin-lattice relaxation, we would expect the
individual spins to spread out until they were uniformly distributed with all possible angles
around the z-axis. At that stage, the component of magnetization vector in the plane would
be zero. The randomization of the spin directions occurs exponentially with a time constant

called the transverse relaxation time, T2:

M(:) 0C e r/T2	 (29)
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18.35 A Lorentzian absorption line. The width at
half-height is inversely proportional to the
parameter T2 (so is.s,112T2 is a csnstant) and, the
longer the transverse relaxation time, the narrower
the tine.
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15.3:1 In longitudinal relaxation the spins relax 	 11111 The transverse relaxation time, T2 , is the
back towards their thermal equilibrium 	 time it takes for the phases of the spins to become
populations. On the left we see the precessional 	 randomized (another condition for equilibrium) and
cones representio. spin-1 angular momenta, and	 to change from the orderly arrangement shown on
they do not have their thermal equilibrium 	 the left to the disorderly arrangement on the right
populations (there are more fl-spins than u-spins). 	 Note that the populations of the stales remain the
On the right, which represents the sample after a 	 same; Only the relative phase of the spins relaxes.
time T, the populations are those characteristic of
a Boltzmann distribution.

Because the relaxation involves the relative orientation of the spins, T2 is also known as the
spin-spin relaxation time.

If the y-component of magnetization decays with a time constant T2 , the spectral line is
broadened (Fig. 18.35), and its width at half-height becomes

Typical values of T2 in proton NMR are of the order of seconds, so linewidths of around
0.1 Hz can be anticipated, in broad agreement with observation. In mobile liquids, T2 =—T1.

So far, we have assumed that the equipment, and in particular the magnet, are perfect
and that the differences in Larmor frequencies arise solely from interactions within the
sample. In practice, the magnet is not perfect, and the field is different at different locations
in the sample. The inhomogeneity broadens the resonance, and in most cases this
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inhomogeneous broadening dominates the broadening we have discussed so far. It is
common to express the extent of inhomogeneous broadening in terms of an effective

transverse relaxation time. T', by using a relation like eqn 30, but writing

(31)
71AV I /2

where LVi12 is the observed width at half-height.7

Illustration
If a line in a spectrum has a width of 10 Hz, the effective transverse relaxation time is

=32ms2	 2tx(IOs')

(b) Gon forma tiohal conversion and exchange processes
The appearance of an NMR spectrum is changed if magnetic nuclei can jump rapidly
between different environments- Consider a fluxional molecule, such as N, N-dimethylform-

amide, that can jump between conformations; in its case, the methyl shifts depend on

whether they are cis or trans to the carbonyl group.(Fig. 18.36). When the jumping rate is
low, the spectrum shows two sets of lines, one each from from molecules in each
conformation. When the inversion is fast, the spectrum shows a single line at the mean of
the two chemical shifts. At intermediate inversion rates, the line is very broad. This maximum

broadening occurs when the lifetime, T, of a conformation gives rise to a linewidth that is

comparable to the difference of resonance frequencies. (511, and both broadened lines blend

together into a very broad line. Coalescence of the two lines occurs when

(32)

For example, if th'chemical shifts differ by 100 Hz, the spectrum collapses into a single line
when the conformation lifetime is less than about 5 ins.

1836 When a molecule changes from one conformation to another, the positions of its protons are

interchanged and jump between magnetically distinct environments.

7	 This formula auswncs that the l,rtnshapc IS LOrCnt2.5fl, that it, of the form y 	11( 1 +
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Example 18.3 Interpreting firic broadening

The NO group in N,N-dimethylnitrosamine, (CH 3 ) 2 N—NO, rotates and, as a result, the
magnetic environments of the two CH groups are interchanged. In a600 MHz
spectrometer the two CH 3 resonances are separated by 390 Hz. At what rate of
interconversion will the resonance collapse to a single line?

Method Use eqn 32 for the average lifetimes of the conformations. The rate of
interconversion is the inverse of their lifetime.

Aiiwer With 'j,	 390 lix,

r
7rx(390s) =

----1.2 nu

It follows that the signal will collapse to a single line when the interconversion rate exceeds
about 830

Ccimiiicnt The dependence of the rate of collapse on the temperature is used to determine
the energy barrier to intrconversion.

Self-test 18.3 What would you deduce from the observation of a single line from the
same molecule in a 300 MHz spectrometer?

[Conformation lifetime less than 2.3 ms]

A similar explanation accounts for the loss of structure in solvents able to exchange
protons with the sample. For example, hydroxyl protons are able to exchange with
water protons. When this chemical exchange occurs, a molecule ROH with an z-spin
proton (we write this R0HJ rapidly converts to ROH and then perhaps to ROH 2 again
because the protons provided by the solvent molecules in successive exchanges have
random spin orientations. Therefore, instead of seeing a spectrum composed of
contributions from both R0H and HOH fl molecules (that is, a spectrum showing a
doublet structure due to the OH proton), we see a single, unsplit line at the mean
position (as in Fig.. 18.4). The effect is observed when the lifetime of a molecule due to
this chemical exchange is so short that the lifetime broadening is greater than the
doublet splitting. Because this splitting is often very small (about 1 Hz), a proton must
remain attached to the same molecule for longer than about 0.1 s for the splittin., to
be observable. In water, the exchange rate is much faster than that, so alcohols 2 ow
no splitting from the OH protons. In dry dimethylsulfoxide (DM50), the exchange rate
may be slow enough for the splitting to be detected.

(c) The measurement of T1

The longitudinal relaxation time can be measured by the inversion recovery technique.
The first step is to apply a 180° pulse to the sample. A 180° pulse is achieved by
applying the i3 field for twice as long as for a 90° pulse, so the magnetization vector
precesses through 180° and points in the .-z direction (Fig. 18.37). No signaJ can be
seen at this stage because there is no component of magnetization in the xy-plane
(where the detection coils are sensitive). The /1 spins begin to relax back into a spins,
and the magnetization vector shrinks exponentially back towards its thermal equilibrium
value, M.. After an interval t, a 90° pulse is applied that rotates the magnetization into
the Ay-plane, where it starts to generate an FlU signal. The frequency-domain spectrum
is then obtained by Fourier transformation.
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111.37 The result of applying a I80 pulse to the magnetization in the rotating frame and the effect of a
subsequent 90' pulse. The amplitude of the frequency-domain spectrum varies with the interval between
the two pulses because spin-lattice relaxation has time to occur.

The intensity of the spectrum obtained in this way depçnds on the length of the
magnetization vector that is rotated into the .zy-plane. The length of that vector
returns exponentially to its thermal equilibrium value as the interval between the two
pulses is increased, so the intensity of the spectrum also returns exponentially to its
equilibrium intensity with increasing t. We can therefore measure T1 by fitting an
exponential curve to the series of spectra obtained after different values of t

(d) Spin echoes
The measurement of '12 (as distinct from T) depends on being able to eliminate the effects
of inhomogeneous broadening. The cunning required is at the root of some of the most
important advances that have been made in NMR since its introduction.

A spin echo is the magnetic analogue of an audible echo: transverse magnetization is
created by a radiofrequency pulse, decays away, is ':ted l'y a second pulse, and grows
back to form an echo. The sequence of events is illustrated in Fig. 18.38. We can consider the
overall magnetilation as being made up of a number of different magnetizations, each of
which arises from a spin packet of nuclei with very similar precession frequencies. The
spread in these frequencies arises because the applied field Bo is inhomogeneous, so
different parts of the sample experience different fields. The precession frequencies also
differ if there is more than one chemical shift present. As will be seen, the importance of a
spin echo is that it can suppress the effects of both field inhomogeneities and chemical
shifts.

First, a 90 pulse is applied to the sample. The frame of reference is rotatin-ot the same
rate as the radiofrequency magnetic field of the pulse, with 8 1 applied along the x-axis, so
the magnetization is rotated down into the xy-plane..The spin packets now begin to fan out
because they have different Larmor frequencies, with some above the radiofrequency and
some below. The detected signal depends on the resultant of the spin-packet magnetization
vectors, and decays with a time constant T because of the combined effects of field
inhomogerseity and spin-spin relaxation.

Fast
5spins

spins

(

Refocused
magnetization

18.38 The sequence of pulses leading to the
observation of a spin echo (see text).
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18.39 The exponential decay of the spin echoes can
be used to determine the transverse relaxation time.
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After an interval r, a 180° pulse is applied to the sample; this time, about they-axis of the
rotating frame. 8 The pulse rotates the magnetization vectors of the faster spin packets into
the positions previously occupied by the slower spin packets, and vice versa. Thus, as the
vectors continue to precess. the fast vectors are now behind the slow; the fan begins to close
up again, and the resultant signal begins to grow back into an echo. At time 2t, all the
vectors will once more be aligned along the y-axis, and the fanning out caused by the field
inhornogeneity is said to have been refocu5ed; the spin echo has reached its maximum.
Because the effects of field inhomogerteities have been suppressed by the refocusing, the
echo signal will have been attenuated by the factor e_2n/T2 caused by spin-spin relaxation
alone. After the time 2r, the magnetization will continue to precess, fanning out once again,
giving a resultant that decays with time constant T.

The important feature of the technique is that the size of the echo is independent of any
local fields that remain constant during the two t intervals. If a spin packet is fast' because it
happens to be composed of spins in a region of the sample that experiences higher than
average fields, then it remains fast throughout both intervals, and what it gains on the first
interval it makes up on the second interval. Hence, the size of the echo is independent of
inhomogeneitics in the magnetic field, for these remain constant. The true transverse
relaxation arises front fields that fluctuate on a molecular timescale, and there is no
guarantee that an individual 'fast' spin will remain 'fast' in the refocusing phase: the spins
within the packets therefore spread with a time constant T2. Hence, the effects of the true
relaxation are not refocused, and the size of the echo decays with the time constant T2
(Fig. 18.39).

18.7 The nuclear Overhauser effect
Spin relaxation can be used constructively to enhance the intensities of resonance lines. The
enhancement is brought about by the nuclear Overhauser effect (NOE) which we shall
explain by considering a simple AX system in which A is a 3 C nucleus and X is a proton.

We have seen already that one advantage of protons in NMR is their high magnetogyric
ratio, which results in relatively large Boltzmann population differences and hence
appreciable resonance intensities. In the nuclear Overhauser effect, relaxation processes
involving internuclear dipole-dipole interactions are used to transfer this population
advantage to anQthcr nucleus (to i3C in the case we are considering), so that the latter's
resonances are enhanced. A detailed calculation (which we do not reproduce here) shows
that, if the relaxation of a nucleus A is dominated by its dipolar interaction with a nucleus X,
and X is saturated by strong irradiation at its resonance frequency, then the sir al
enhancement is

'A	 YX
(33)1^	 27A

where .T is the signal intensity of nucleus]. For 13 C coupled to a saturated proton, the ratio
evaluates to 2.99, which shows that an enhancement of about a factor of 3 can be achieved.

The NOE is also used to determine interproton distances. The Overhauser enhancement of
a proton A generated by saturating a spin X depends on the fraction of A's spin-lattice
relaxation that is caused by its dipolar interaction with X. Because the dipolar field is
proportional to r 3 , where r is the internuclear distance, and the relaxatiei effect is
proportional to the square of the field, and therefore to r 6 , the NOE may be used to
determine the geometries of molecules in solution. The determination of the structure of a
small protein in solution involves the use of several hundred NOE measurements, effectively
casting a net over the protons present.

The axis 	 the pulse is changed from, o y bys 90 Phase th of the ,adicirequerrcy radiation
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18.40 A typical two-dimensional °C-NMR
spectrum obtained by correlation spectroscopy. The
sample is 1-nitropropane. Diagonal peaks show the
normal one-dimensional spectrum, and cross-peaks
at 15A' ox) appear where A and X are coupled.
(Spectrum provided by Dr 0. Morrit)

18.8 Two-dimensional NMR
An NMH spectrum contains a great deal of information and, if many protons are present, is
very complex. Even a first-order spectrum is complex, for the fine structuw of different
groups of lines can overlap. The complexity would be reduced if we could use two axes to
display the data, with resonances belonging to different groups lying at different
locations on the second axis. This separation is essentially what is achieved in two-
dimensional NMR.

We have seen that a spin-echo experiment refocuses spins that are in a constant
environment. Hence, if two spins are in environments with different chemical shifts, they
will be refocused and a single line will be obtained. That is, we can eliminate chemical shifts
from a spectrum. Since we saw earlier that we can also remove the effects of spin-spin
coupling by decou p ling techniques, we can separate the two contributions to the spectrum.
In practice, a clever choice of pulses and Fourier transformation techniques makes it possible
to display spin coupling in one dimension and the chemical shifts in another, and so greatly
simplify the appearance of a spectrum.

Much modern NMR work makes use of correlation spectroscopy (COSY) in which the
basic pulse sequence is 90 —I 1 --90—acquire (:). A series of acquisitions is taken with a
variable delay :, much as in a spin-echo experiment. The double Fourier transform is then
performed on the real time-domain variable 12 and then on the interferograms arising from
the time delay t. A typical outcome for an AX system is shown in Fig. 18A0: the diagram
shows contours of equal signal intensity.

The detailed analysis of the appearance of the contour plot is quite difficult, and a simple
vector diagram of the processes involved cannot be given. However, the general rules of
interpretation are quite straightforward (in simple cases, at least). The peaks across the
diagonal constitute the normal four peaks of a one-dimensional NMR spectrum of an AX
system, so they add nothing new. The interesting information is in the off-diagonal peaks,
for they indicate that the protons to which they correlate by vertical and horizontal lines are
spin-spin coupled. Although this information is trivial in this AX system, it can be of
enormous help in the interpretation of more complex spectra. A complex spectrum that
would be impossible so interpret in one-dimensional NMR can be interpreted reasonably
rapidly by two-dimensional NMR. The techniques themselves are described in the books
listed in Further reading at the end of the chapter.

18.9 Solid-state NMR

37—A

The principal difficulty with the application of NMR to solids is the low resolution that is
characteristic of solid samples. Nevertheless, there are good reasons for seeking to overcome
these difficulties. They include the possibility that a compound of interest is unstable in
solution or that it is insoluble, so conventional solution NMR cannot be employed. Moreover,
many species are intrinsically interesting as solids, and it is important to determine their
structures and dynamics. Synthetic polymers are particularly interesting in this regard, and
information can be obtained about the arrangement of molecules, their conformations, and
the motion of different parts of the chain. This kind of information is crucial to an
interpretation of the bulk properties of the polymer in terms of its molecular characteristics.
Similarly, inorganic substances, such as the zeolits that are used as molecular sieves and
shape-selective catalysts, can be studied using solid-state NMR, and structural problems can
be resolved that cannot be tackled by X-ray diffraction,

Problems of resolution and linewidth are not the only features that plague NMR studies
of solids. Because molecular rotation has almost ceased (except in special cases, including
'plastic crystals' in which the molecules continue to tumble), spin-lattice relaxation times
are very long but spin-Spin relaxation times are very short, Hence, in a pulse experiment,
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there need to be lengthy delays—of several seconds—between successive pulses so that the
spin system has time to revet to equilibrium. Even gathering the murky information may
therefore be a lengthy process. Moreover, because lines are so broad, very high powers of
radiofrequency radiation may be required to achieve saturation. Whereas solution pulse
NMR uses transmitters of a few tens of watts, solid-state NMR may require transmitters
rated at several hundreds of watts.

(a) The origins of linewidths in solids
There are two principal contributions to the Iinewidths of solids. One is the direct magnetic
dipolar interaction between nuclear spins. As we saw in the discussion of spin-spin coupling.
a nuclear magnetic moment will give rise to a local magnetic field

=	 h/Loml(( - 3cos2 6)	 (34)
4itR3

Unlike in solution, this field is not motionally averaged to zero. Many nuclei may contribute
to the total local field experienced by a nucleus of interest, and different nuclei in a sample
may experience a wide range of fields. Typical dipole-dipole fields are of the order of 10 - T.
which corresponds to splittings and linewidths of the order of 10 0 liz.

A second source of linwidth is the anisotropy of the chemical shift. We have seen that
chemical shifts arise from the ability of the applied!ield to generate electron currents in
molecules. In general, this ability depends on the orientation of the molecule relative to the
applied field. In solution, when the molecule is tumbling rapidly, only the average value of
the chemical shift is relevant. However, the anisotropy is not averaged to zero for stationary
molecules in a solid, and molecules in different orientations have resonances at different
frequencies. The chemical shift anisoropy also varies with the angle between the applied
field and the principal axis of the molecule as I - 3 cos 2 0.

(b) The reduction of Iinewidths
Fortunately, therere techniques available for reducing the linewidths of solid samples. One
technique, magic-angle spinning (MAS), takes note of the I - 3 cos 2 0 dependence of both
the dipole-dipole interaction and the chemical shift anisotropy. The 'magic angle' is the
angle at which I - 3 cos' 0 = 0, and corresponds to 54.74°. In the technique, the sample is
spun at high speed at the magic angle to the applied field (Fig. 18.41). All the dipolar
interactions and the anisotropies average to the value they would have at the magic angle,
but at that angle they are zero. The difficulty with MAS is that the spinning frequency must
not be less than the width of the spectrum, which is of the order of kilohertz. However, gas-
driven sample spinners that can be rotated at up to 25 kHz are now routinely available, and
a considerable body of work has been done.

The saturation and pulse techniques that we have described earlier in this section may
also be used to reduce linewidths. The dipolar field of protons, for instance, may be reduced
by a decoupling procedure. However, because the range of coupling strengths is so large,
radiofrequeney power of the order of I kW is required. Elaborate pulse sequence'?rave also
been devised that reduce linewidths by averaging procedures that make use of twisting the
magnetization vector through an elaborate series of angles.

37—B
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18.43 The layout of an ESR spectrometer. A typical
magnetic field is 0.3 T, which requires 9 0Hz
(3 cm) microwaves for resonance.

Electron spin resonance
The energy levels of an electron spin in a magnetic field B (Fig. 18.42) are

Em = 908 8m3 m =
	

(35)

where p9 is the Bohr magneton and g = 2.0023 (Section 13.10a). This equation shows that
the energy of an a electron (m = + ly increases and the energy of a fi electron (m, = - 1)
decreases as thS field is increased, and that the separatior of the levels is

AE = E8 Ea	 (36)

When the sample is exposed to electromagnetic radiation of frequency e ', resonant
absorption occurs when the resonance condition

he' = gp8 l3	 (37)

is fulfilled. Electron spin resonance (ESR), or electron paramagnetic resonance ([PR), is the
study of molecules and ions containing unpaired electrons by observing the magnetic fields
at which they come into resonance with monochromatic radiation. Magnetic fields of about
0.3 1 (the value used in most commercial [SR spectrometers) correspond to resonance with
an electromagnetic field of frequency 10 0Hz (1010 Hz) and wavelength 3 cm. Because
3 cm radiation falls in the X-band of the microwave region of the electromagnetic
spectrum, [SR is a microwave technique.

The layout of an [SR spectrometer is shown in Fig. 18.43. It consists ora microwave
source (a klystron), a cavity in which the sample is inserted in a glass or quartz container, a
microwave detector, and an electromagnet with a field that can be varied in the region of
0.3 T. The [SR spectrum is obtained by monitoring the microwave absorption as the field is
changed, and a typical spectrum (of the benzene radical anion. C 5 F-l) is shown in Fig. 18.44.
The peculiar appearance of the spcttrum, which is in fact the first derivative of the
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absorption, arises from the detection technique, which is sensitive to the slope of the

absorption curve (Fig. 18.45).
The sample must possess unpaired electron spins, so [SR is less'widely applicable than

NMR. It is used to study radicals formed during chemical reactions or by radiation, many d-
metal complexes, and molecules in triplet states (such as those involved in phosphorescence.
Section 17.3b). It is insensitive to normal, spin-paired molecules. The sample may be a gas, a
liquid, or a solid, but the free rotation of molecules in the gas phase gives rise to

complications.

18.10 The g—value
As in NMR, the spin magnetic moment interacts with the local magnetic field, and the
resonance condition is normally written

hi' = g/2l3	 (38)

where g is the g-value of the radical or complex.

Illustration
The centre of the ESR spectrum of the methyl radical occurred at 329.40 ml in a
spectrometer operating at 9.2330 GHz.. Its g-value is therefore

hi'	 (6.62608x 10	 Is) x(9.2330x iO s)
== 2.0027

	

(9.2740 x 10	 JT') x (0.32940 T) 

Comment Many organic radicals have g-values close to 2.0027; inorganic radicals have g-
values typically in the range 1.9 to 2.1 cl-metal complexes have g-values in a wider range

(for example. 0 to 4).

Self-test 18.4 At what magnetic field would the methyl radical come into resonance in a

spectrometer operating at 9.468 GHz
[337.8 m'r)

The deviation of g from g = 2.0023 depends on the ability of the applied field to induce
local electron currents in the radical, and therefore its value gives some information about
electronic structure. However, because g-values differ very little from g in many radicals

(for example, 2.003 for H, 1.999 for NO 2 , 2.01 for d0 2 ), its main use in chemical applications

is to aid the identification of the species present in a sample.

18,11 Hyperfine structure
The most important feature of [SR spectra is their hyperfine structure, the splitting 'of
individual resonance lines into components. In general in spectroscopy, the term 'hyperfine
structure' means the structure of a spectrum that can be traced to interactions of the
electrons with nuclei other than as a result of the latter's point electric charge. The,ource of
the hyperfine structure in [SR is the magnetic interaction between the electron spin and the
magnetic dipole moments of the nuclei present in the radical.

(a) The effects of nuclear spin
Consider the effect on the [SR spectrum of a single H nucleus' located somewhere in a
radical. The proton spin is a source of magnetic field and, depending on the orientation of
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18.45 When phase-sensitive detection is used, the
signal is the first derivative of the absorption
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18.46 The hyperfine interaction between an
electron and a spin .4 nucleus results in four energy
levels in place of the original two. As a result, the
spectrum consists of two lines (of equal intensity)
Instead of one. The Intensity distribution can be
summarized by a simple stick diagram. The
diagonal lines show the energies of the states as
the applied field is increased, and resonance occurs
when the separation of states matches the fixed
energy of the microwave photon.

the nuclear spin, the field it generates adds to or subtracts from the applied field. The total
local field is therefore

5k,c = B+am,	 m1 = ±	 (39)

where a is the hyperfine coupling constant. Half the radicals in a sample have m1 + so
half resonate when the applied field satisfies the condition

hV
gya 	 or8=---ja	 (40a)

The other half (which have m1 = - ) resonate when

hi'=gj 5 (8—a),	 orB= 
hi.'
—+a	 (40b)
g8

Therefore, instead of a single line, the spectrum shows two tines of half the original intensity
separated by a and centred on'the field determined by g (Fig. 18.46).
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If the radical contains an 14 N atom (I = 1), its ESR spectrum consists of three lines of
equal intensity, because the ' 4 N nucleus has three possible spin orientations, and each spin
orientation is possessed by one-third of all the radicals in the sample. In genal, a spin-1
nucleus splits the spectrum into 21 - I hyperfine lines of equal intensity.

When there are several magnetic nuclei present in the radical, each one contributes to the
hyperfine structure. In the case of equivalent protons (for example, the two CH 2 protons in the
radical CH 3 CI-l 2 ) some of the hyperfine lines are coincident It is not hard to show that, if the
radical contains N equivalent protons, then there are N + 1 hyperfine lines with a binomial
intensity distribution (that is. the intensity distribution given by Pascal'5 triangle). The
spectrum of the benzene radical anion in fig. 18.44, which has seven lines with intensity ratio

6 15 : 20 : 15 : 6 : 1, is consistent with a radical containing six equivalent protons.

Example 18.4 Predicting the hyperfine structure of an ESR spectrum

A radical contains one 4 N nucleus (I = 11 with hyperfine constant 1.61 ml and two
equivalent protons (I = ) with hyperfine constant 0.35 ml. Predict the form of the ESR
spectrum.

Method We should consider the hyperfine structure that arises from each type of nucleus
or group of equivalent nuclei in succession. So, split a line with one nucleus; then each of
those lines is split by a second nucleus (or group of nuclei), and so on. It is best to start with
the nucleus with the largest hyperfine splitting; however, any choice could be made, and the
order in which nuclei are considered does not affectNhe conclusion.

Answer The 14 N nucleus gives three hyperfine lines of equal intensity separated by
1.61 mT. Each line is split into doublets of spacing 0.35 ml by the first proton, and each
line of these doublets is split into doublets with the same 0.35 ml Splitting (Fig. 18.47). The
central lines of each split doublet coincide, so the proton splitting gives 1: 2 : 1 triplets of
internal splitting 0.35 mT. Therefore, the spectrum consists of three equivalent I : 2 : I
triplets.

Comment Often it is quicker to realize that a group of equivalent protons gives a
characteristic hyperfine pattern (two giving a I : 2 ; 1 triplet, in this case), and to
superimpose the patterns directly.

Self-test 18.5 Predict the form of the ESR spectrum of a radical containing three
equivalent ' 4 N nuclei.

[Fig. 18481

The hyperfine structure of an ESR spectrum is a kind of fingerprint that helps to identify
the radicals present in a sample. Moreover, because the magnitude of the splitting depends
on the distribution of the unpaired electron near the magnetic nuclei present, the spectrum
can be used to map the molecular orbital occupied by the unpaired electron. For example,
because the hyperfine splitting in C6 H is 0.375 mT, and one proton is close to a C atom
with one-sixth the unpaired electron spin density (because the electron is spread uniformly
around the ring), the hyperfine splitting caused by a proton in the electron spin entirely
confined to a single adjacent C atom should be 6 x 0.375 ml = 2.25 ml. If in another
aromatic radical we find a hyperfine splitting constant a, then the spin density, p, the
probability that an unpaired electron is on the atom, can be calculated from the McConnell
equation:

18.48 The analysis of the hyperfine structure of

radicals containing three equivalent 14 N nuclei. a=Qp	 (41)
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with Q = 2.25 mT In this equation, p is the spin density on a C atom and a is the hyperfine
splitting observed for the H atom to which it is attached.

Illustration
The hyperfine structure of the ESR spectrum of the radical anion (naphthalene) can be
interpreted as arising from two groups of four equivalent protons. Those at the 1, 4, 5, and
8 positions in the ring have a = 0.490 mT and those in the 2, 3, 6. and 7 positions have

a = 0.183 mT. The densities obtained by using the McConnell equation are 0.22 and 0.08,
respectively (5).

Self-test 18.6 The spin density in (anthracene) is shown in (6). Predict the form of its
ESR spectrum.

[A 1: 2 : I triplet of splitting 0.43 mT split into a 1: 4 : 6 : 4: 1 quintet of
splitting 0.22 mT, split into a 1: 4 : 6 : 4: 1 quintet of

splitting 0.11 roT. 3 x 5 x 5 = 75 lines in all]

	

0.22	 0.22

0.08 0.08

0.08w 0.08

	

0.22	 0.22

5

0.193	 0.097
= 0.048

(b) The origin of the hyperfine interaction
The hyperfine interaction is an interaction between the magnetic moments of the unpaired
electron and the nuclei. There are two contributions to the interaction.

An electron in a p orbital does not approach thenueleus very closely, so it experiences a
field that appears to arise from a point magnetic dipole. The resulting interaction is called
the dipole-dipole interaction. The contribution of a magnetic, nucleus to the local field
experienced by the unpaired electron is given by an expression like that in cqn 34. A
characteristic of this type of interaction is that it is anisotropic: that is, its magnitude (and
sign) depends on the orientation of the radical with respect to the applied field.
Furthermore, just as in the case of NMR, the dipole-dipole interaction averages to zero
when the radical is free to tumble. Therefore, hyper fine structure due to the dipole-dipole
interaction is observed only for radicals trapped in solids.

An s electron is spherically distributed around a nucleus and so has zero average dipole-
dipole interaction with the nucleus even in a solid sample. However, because an s electron
has a nonzero probability of being at the nucleus, it is incorrect to treat the interaction as
one between two point dipoles. An s electron has a Fermi contact interaction with the
nucleus, which as we saw in Section 18.4d is a magnetic interaction that occurs when the
point dipole approximation fails. The contact interaction is isotropic (that is, independent of

the radical's orientation), and consequently is shown even by rapidly tumbling molecules in
fluids (provided the spin density has some s-character).

The dipole-dipole interactions of p electrons and the Fermi contact interaction of s

electrons can be quite large. For example, a 2p electron in a nitrogen atom experiences an
average field of about 3.4 mT from the 14 N nucleus. A is electron in a hydrogen atom
experiences a field of about 50 ml' as a result of its Fermi contact interaction with the
central proton. More values are listed in Table 18.2. The magnitudes of the contact
interactions in radicals can be interpreted in terms of the s orbital character of the molecular
orbital occupied by the unpaired electron, and the dipole-dipole intcractn can be
interpreted in terms of the p character. The analysis of hyperfine structure therefore gives
information about the composition of the orbital and especially the hybridization of the
atomic orbitals (see Problem 18.6).

We still have the source of the hyperfine structure of the C6H anion and other aromatic
radical anions to explain. The sample is fluid, and as the radicals are tumbling the hyperfine
structure cannot be due to the dipole-dipole interaction. Moreover, the protons lie in the

Table 102* Hyperfine coupling constants for
atoms. a/mT

Nuclide	 Isotropic	 Anisotroplc

	

coupling	 coupling

'H	 50.8(ls)
7.8(h)

55.2(2s)

	

1720(2s)	 I08.4(2p)

More values are given In the Data sectoit
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1849 The polarization mechanism for the hyperfine
Interaction in n-electron radicals. The arranaement in
(a) is lower in energy than that in (b), so there is an
effective coupling between the unpaired electron and
the proton.
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(a) Low energy

nodal plane of the a orbital occupied by the unpaired electron, so the structure cannot be
due to a Fermi contact interaction. The explanation lies in a polarization mechanism similar
to the one responsible for spin-spin coupling in NMR. There is a magnetic interaction
between a proton and the a electrons which results in one of the electrons tending to be
found with a grear probability nearby (Fig. 18.49). The electron with opposite spin is
therefore more likely to be close to the C atom at the other end of the bond. The unpaired
electron on the C atom has a lower energy if it is parallel to that electron (Hunds rule
favours parallel electrons on atoms), so the unpaired electron can detect the spin of the
proton indirectly. Calculation using this model leads to a hyperfine interaction in agreement
with the observed value of 2.25 mT.
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Exercises
18.1 (a) What is the resonance frequency of a proton in a magnetic
field of 14.1 T?
18.1 (b) What is the resonance frequency of a laf nucleus in a
magnetic field of 16.2 T?

18.2 (a) 32 S has a nuclear spin of 1 and a nuclear g factor of 0.4289.
Calculate the energies of the nuclear spin states in a magnetic field of
7.500 T.

18.2 (b) ' 4 N has a nuclear spin of I and a nuclear g factr of 0.404.
Calculate the energies of the nuclear spin states in a magnetic field of
11.50 T.

18.3 (a) Calculate the frequency separation of the nuclear spin levels
of a ' 3 C nucleus in a magnetic field of 14.4 T given that the
magnetogyric ratio is 6.73 x IO T_i s1.

18.3 (b) Calculate the frequency separation of the nuclear spin levels
of a "N nucleus in a magnetic field of 15.4 T given that the
magnetogyric ratio is 1.93 x iO T s1.

18.4 (a) In which of the following systems is the energy level
separation the largest: (a) a proton in a 600 MHz NMR spectrometer,
(b) a deuteron in the same spectrometer?

18.4 (b) In which of the following systems is the energy level
separation the largest: (a) a "N nucleus in a 600 MHz NMR
spectrometer, (b) an electron in a radical in a field of 0.300 T?

18.5 (a) Calculate the energy difference between the lowest and
highest nuclear spin states of a 14 N nucleus in a 15.00 T magnetic field.

18.5 (b) Calculate the magnetic field needed to satisfy the resonance
condition for unshielded protons in a 150.0 MHz radiofrequency field.

18.6 (a) Use Table 18.1 to predict the magnetic fields at which (a)
'H, (b) 2 11 , (c) i3C come into resonance at (i) 250 MHz, (ii) 500 MHz.

18.6 (b) Use Table 18.1 to predict the magnetic fields at which (4
"N. (b) 19F, and (c) 31 P come into resonance at (i) 300 MHz, (ii)
750 MHz.

18.7 (a) Calculate the relative population differences (oN/N) for
protons in fields of (a) 0.30 T, (b) 1.5 T, and (c) 10 Tat 25°C.

18.7 (b) Calculate the relative population differences (ON/N) for 13C

nuclei in fields of (a) 0.50 T, (b) 2.5 T. and (c) 15.5 T at 25°C.

18.8 (a) The first generally available NMR spectrometers operated at
a frequency of 60 MHz; today it is not uncommon to use a
spectrometer that operates at 600 MHz. What are the relative
population differences of ' 3 C spin states in these two spectrometers
at 25°C?

18.8 (b) What are the relative values of the chemical shifts observed
for nuclei in the spectrometers mentioned in Exercise 18.8a in terms
of (a) Ovalues, (b) frequencies?

18.9 (a) The chemical shift of the CH 3 protons in acetaldehyde
(ethanal) is 6 = 2.20 and tha ' of the CHO proton is 9.80. What is the
difference in local magnetic field between the two regions of the
molecule when the applied field is (a) 1.5 T, (b) 15 T?

18.9 (b) The chemical shift of the CH 3 protons in diethyl ether is
6 = 1.16 and that of the CH 2 protons is 6 = 3.36. 'What is the
difference in local magnetic field between the two regions of the
molecule when the applied field is (a) 1.9 T, (b) 16.51?

18.10 (a) Sketch the appearance of the 'H-NMR spectrum of
acetaldehyde (ethanal) using J = 2.90 and the data in
Exercise 18.9a in a spectrometer operating at (a) 250 MHz, (b)
500 MHz.

18.10 (b) Sketch the appearance of the 'H-NMR spectrum of diethyl
ether using J = 6.97 Hz and the data in Exercise 18.9b in a
spectrometer operating at (a) 350 MHz. (b) 650 MHz,

18.11 (a) Two groups of protons are made equivalent by the
isomerization of a fluxional molecule. At low temperatures, where
the interconversion is slow, one group has (5 = 4.0 and the other has
6 = 5.2. At what rate of interconversion will the two signals merge in
tspectrometer operating at 250 MHz?

18.11(b) Two groups of protons are made equivalent by the
isomerization of a fluxional molecule. At low temperatures, where
the interconversion is slow, one group has 6 = 5.5 and the other has
6 = 6.8. At what rate of interconversion will the two signals merge in
a spectrometer operating at 350 MHz?

18.12 (a) Sketch the form of the 19 F-.NMR spectra of a natural
sample of tetrafluoroborate ions, BF, allowing for the relative
abundances of `BF and "BF.

18.12 (b) From the data in Table 18.1. predict the frequency needed
for 31 P.. NMR in an NMR spectrometer designed to observe proton
resonance at 500 MHz. Sketch the proton and 31 P resonances in the
NMR spectrum of PH.

18.13 (a) Sketch the form of an A3 M2X4 spectrum, where A. M. and
X are protons with distinctly different chemical shifts and
JAM >J J( >J54(.

18.13 (b) Sketch the form of an A 2M2X5 spectrum, where A. M.
and X are protons with distinctly different chemical shifts and

AM >JAX >4oc,

18.14 (a) Which of the following molecules have sets of nuclei that
are chemically but not magnetically equivalent: (a) CH 3CH3, (b)
CH2=CH2?

18,14 (b) Which of the following molecules have sets of nuclei that
are chemically but not magnetically equivalent: (a) (b)
cis- and trans-[Mo(C0)4(PH3)2]?

18.15 (a) The duration of a 90° or 180" pulse depends on the
strength of the E3 field. If a 90° pulse requires 10 As, wbat is the
strength of the 8 1 field? How long would the corresponding 180"
pulse require?

18.15 (b) The duration of a 90° or 180° pulse depends on the
strength of the 81 field. a 180° pulse requires 12.5 pa. what is the
strength of the B field? How long would the corresponding 90° pulse
require?
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18.16 (a) What magnetic field would be required in order to use an
[SR X-band spectrometer (9 0Hz) to observe 1 H-NMR and a
300 MHz spectrometer to observe ESR?
18.16 (b) Some commercial ESR spectrometers use  mm microwave
radiation (the Q band). What magnetic field is needed to satisfy the
resonance condition?
18.17 (a) The centre of the [SR spectrum of atomic hydrogen lies at
329.12 mT in a spectrometer operating at 9.2231 0Hz. What is the
g-value of the atom?
18.17 (b) The centre of the [SR spectrum of atomic deuterium lies at
330.02 mT in a spectrometer operating at 9.2482 0Hz. What is the
g-value of the atom?
18.18 (a) A radical containing two equivalent protons shows a
three-line spectrum with an intensity distribution 1: 2 : I. The lines
occur at 330.2 ml', 332.5 mT, and 334.8 mT. What is the hyperfine
coupling constant for each proton? What is the g-value of the radical
given that the spectrometer is operating at 9.319 GI-lz?
18.18 (b) A radical containing three equivalent protons shows a four-
line spectrum with an intensity distribution 1: 3 :3 1.Thelinesoccur
at 331,4 mT 333.6 mT, 335.8 mT, and 338.0 mT. What is the
hyperfine coupling constant for each proton? What is the g-value of
the radical given that the spectrometer is operatinq at 9.332 0Hz?
18.19 (a) A radical containing two inequivalent protons with
hyperfine constants 2.0 mT and 2.6 mT gives a spectrum centred
on 332.5 mT. At what fields do the hyperfine lines occur and what are
their relative intensities?
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18.19 (b) A radical containing three inequivalent protons with
hyperfine constants 2.11 mr. 2.87 mT, and 2.89 niT gives a
spectrum centred on 332.8 mT. At what fields do the hyperfine
lines occur and what are their relative intensities

18.20 (a) Predict theintensity distribution in the hyperfine lines of
the [SR spectra of (a) CH 31 (b) CD.
18.20 (b) Predict the intensity distribution in the hyperfine lines of
the [SR spectra of (a) CH 2CH 3 , (b) •CD2CD3.

18.21 (a) The benzene radical anion has g 2.0025. At what field
should you search for resonance in a spectrometer operating at (a)
9.302 0Hz, (b) 33.67 0Hz?

18.21 (b) The naphthalene radical anion has g = 2.0024. At what
field should you search for resonance in a spectrometer operating at
(a) 9.312 0Hz, (b) 33.88 G}lz?

18.22 (a) The [SR spectrum of a radical with a single magnetic
nucleus is split into four lines of equal intensity. What is the nuclear
spin of the nucleus?
18.22 (b) The [SR spectrum of a radical with two equivalent nuclei
of a particular kind is split into five lines of intensity ratio

2 : 3 : 2 : 1. What is the spin of the nuclei?

18.23 (a) Sketch the form of the hyperfine structures of radicals XH2
and X0 2 , where the nucleus'X has! =

18.23 (b) Sketch the form of the hyperfine structures of radicals XH3
and XD3 , where the nucleus X has I =

Problems

Numerical problems

18.1 A scientist investigates the possibility of neutron Vin
resonance, and has available a commercil NMR spectrometer
operating at 300 MHz. What field is required for resonance? What
is the relative population difference at room temperature? Which is
the lower energy spin state of the neutron?
182 Two groups of protons have ô = 4.0 and 45 = 5.2 and are
interconverted by a conformational change of a fluxional molecule. In
a 60 MHz spectrometer the spectrum collapsed into a single line at
280 K but at 300 MHz the collapse did not occur until the
temperature had been raised to 300 K. What is the activation
energy of the. interconversion?
18.3 The angular NO 2 molecule has a single unpaired electron and
can be trapped in a solid matrix or prepared inside a nitrite crystal by
radiation damage of NO2. ions. When the applied field is parallel to
the 00 direction the centre of the spectrum lies at 333.64 mT in a
spectrometer operating at 9.302 GHz, When the field the
bisector of the ONO angle, the resonance lies at 331.94 ml. What are
the g-values in the two orientations?
18.4 The hyperfine coupling constant in •CH 3 is 2.3 mT. Use the
information in Table 18.1 to predict the splitting between the

hyperfine lines of the spectrum of CD 3 . What are the overall widths
of the 'hyperfine spectra in each case?

18.5 The p-dinitrobenzene radical anion can be prepared by
reduction of p-dinitrobenzene. The radical anion has two equivalent
N nuclei (I = 1) and four equivalent protons. Predict the form of the
[SR spectrum using a(N) = 0.148 mT and a(H) = 0.112 ml.

18.6 The hyperfine coupling constants observed in the radical anions
(7), (8), and (9) are shown (in mT). Use the value for the benzene
radical anion to map the probability of finding the unpaired electron
in the Ti orbital on each C atom.

NO2	

&0-

	 NO2

I	
NO2 O.45O272	 0.11290.1120.01

0 .1 72
1 
L.?J 0.01 ,	 0.108 	 0.112	 0.112

0.172	 0.450 NO2 NO2

7	 8	 9



566	 18 SPECTROSCOPY 3

Theoretical problems
18.7 The 2-component of the magnetic field at a distance R from a
magnetic moment parallel to the z-axis is given by eqn 22. In a
solid, a proton at a distance R from another can experience such a
field and the measurement of the splitting it causes in the
spectrum can be used to calculate R. In gypsum, for instance, the
splitting in the H 2 0 resonance can be interpreted in terms of a
magnetic field of 0.715 mT generated by one proton and
experienced by the other. What is the separation of the protons
in the H2 O molecule?

18.8 In a liquid crystal, a molecule might not rotate freely in all
directions and the dipolar interaction might not average to zero.
Suppose a molecule is trapped so that, although the vector separating
two protons may rotate freely around the z-axis, the colatitude may
vary only between 0 and 0'. Average the dipolar field over this
restricted range of orientations and confirm that the average vanishes
when 0' = it (corresponding to rotation over an entire sphere). What
is the average value of the local dipolar field for the H 2 0 molecule in
Problem 18.7 if its dissolved in a liquid crystal that enables it to
rotate up to 0' = 301?

18.9 The shape of a spectral line, 1(w), is related to the free
induction decay signal G(t) by

1(w) = aRe f G(e m dt

where a is a constant and 'Re' means take the real part of what
follows. Calculate the lineshape corresponding to an oscillating,
decaying function G(t) = cosw0te".

18.10 In the language of Problem 18.9, show that, if
G(z) (a COS (9 1 t ± b Cos w2t)e", then the spectrum consists of
two lines with intensities proportional to a and b and located at

= ca 1 and w2 , respectively.

Additional problems supplied by Carmen Giunt
and Charles Trapp.
18.11 Suppose that the FID in Fig. 18.30 was recorded in a 300 MHz
spectrometer, and that the interval between maxima in the
oscillations in the AD is 0.10 s. What is the Larmor frequency of
the nuclei and the spin-spin relaxation time?

18.12 In a classical study of the application of NMR to the
measurement of rotational barriers in molecules, P.M. Nair and J.D.
Roberts (3. Am, Chem. Soc, 79, 4565 (1957)) obtained the
40 MHz 19 F-NMR spectrum of F2 BrCCBrCl2 . their spectra are
reproduced in Fig. 18.50. At 193 K. the spectrum shows five
resonance peaks. Peaks I and Ill are separated by 160 Hz, as are IV
and V. The ratio of the integrated intensities of peak 11 to peaks I, Ill, IV.

OIC-it-
-30°C

1-8011C	
III IV	 V

Increasing magnetic field —p

Fig. 18.50

and V is approximately 10 to 1. At 273 K, the five peaks have
collapsed into one. Explain the spectrum and its change with
temperature. At what rate of interconversion will the spectrum
collapse to a single line? Calculate the rotational energy barrier
between the rotational isomers on the assumption that it is related to
the rate of interconversion between the isomers.

18.13 Various versions of the Karplus equation (eqn 21) have been
used to correlate data on vicinal proton coipling constants in systems
of the type R 1 RCHCHR3 R 4 . The original version, (M. Karplus, J. Am,
Chem. Soc. 85, 2870 (1963)), is 'JH14 = A coa2 014H + B. When

= R4 = I-i, 3JHH = 7.3 Hz; when R 3 = CH3 and R4 = H.
= 8.0 Hz; when B3 = B4 = CH3, 3HH = 11.2 Hz. Assume that

only staggered conformations are important and determine which
version of the Karplus equation fits the data better.

18.14 It might be unexpected that the Karplus equation, which was
first derived for 3J1iH coupling constants, should also apply to vicinal
coupling between the nuclei of metals such as tin. T.N. Mitchell and
B. Kowall (Mogn. Resori. Chem. 33, 325 (1995)) have studied the
relation between 3JHH and in compounds of the type
Me3 SnCH 2CHRSnMe3 and find that IJS s, = 78.86 3j + 27.84Hz.
(a) Does this result support a Karplus type equation for tin? Explain
your reasoning. (b) Obtain the Karplus equation for and plot it
as a function of the dihedral angle. (c) Draw the preferred
conforroation.

18.15 The relative sensitivity of NMR lines for equal numbers of
different nuclei at constant temperature for a given frequency is
R x (1+ l)pa whereas for a given field it is RB CC {(I + 1)112}i3.
(a) From the data in Table 18.1, calculate these sensitivities for the
deuteron, 13 C, 14 N. ' 9 F, and t l P relative to the proton. (b) Derive the
equation for Ra from the equation for R.
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Statistical
thermodynamics:
the concepts

Statistical thermodynamics provides the link bctweeii the ii?u'rciinfi/r;iroJicrlies at mutter
and its bulk properties. Two key ideas are introduced in this chajiter the first is the
Boltzmonn distribution. This errnrmouclyimportont rrull was Icsirlieu in the Introduction,
where we saw that it can be used to predict the populations of states. In this chapter we see
its derivation in lerms of the distribution of particles over ovailoble states. The derivation
leads naturally to the introduction of the partition function, which is the central rriothc-
rnaticol concept of these two chup)er.s. We see how lo inlrrprrt the part iliwi function and
how to calculate itin a number of simple eases. The next port of the chapter shows how to
extract thermodynamic information from the partition function.

-In the final part of the chapter, we generalize the discussion to include systems that ore
composed of assemblies of interacting particles. Vry similar equations ore developed to
those in the first port of the chapter, but they are much more widely applicable.

The preceding chapters of this part of the text h —se shown how the energy levels of
molecules can be calculated, determined spectroscopically, and related to their structures.
The next major step is to see how a knowledge of these energy levels can be used to account
for the properties of matter in bulk. To do so, we now introduce the concepts of statistical
thermodynamics, the link between molecular properties and bulk thermodynamic
properties.

The crucial step in going from the quantum mechanics of individual molecules to the
thermodynamics of bulk samples is to recognize that the latter deals with the average
behaviour of large numbers of molecules. For example, the pressure of a gas depends on the
average force exerted by its molecules, and there is no need to specify which molecules
happen to be striking the wall at any instant. Nor is it necessary to consider the fluctuations
in the pressure as different numbers of molecules collide with the wall at different moments.
The fluctuations in pressure are very Small compared with the steady pressure: it is
highly improbable that there will be a sudden lull in the number of collisions, or a sudden
surge.

The distribution of molecular
states

19.1 Configurations and weights

19.2 The molecular partition
function

.The internal energy , and the

19.3 The internal energy

19.4 The statistical entropy

The canonical partition function

19.5 The canonical ensemble

19.6 The thermodynamic
information in the partition
function

19.7 Independent molecules

Checklist of key ideas

Further reading

Exercises
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This chapter introduces statistical thermodynamics in two stagesJhe first, the derivation
of the Boltzmann distribution for individual particles, is of restricted appIicbility, but it has
the advantage of taking us directly to a result of central importance in a straightforward and
elementary way. We can use statistical thermodynamics once we have deduced the
Boltzmann distribution. Then (in Section 19.5) we extend the arguments to systems
composed of interacting particles.

The distribution of molecular states
We consider a closed system composed of N molecules. Although the total energy is
constant at E, it is not possible to be definite about how that energy is shared between the
molecules. Collisions result in the ceaseless redistribution of energy, not only between the
molecules but also among their different modes. The closest we can come to a description
of the distribution of energy is to report the population of a state, the average number of
molecules that occupy it, and to say that on average there are nj molecules in a state of
energy e,. The populations of the states remain almost constant, but the precise identities
of the molecules in each state may change at every collision.

The problem we add r'ess in this section is the calculation of the populations of states for
any type of molecule in any mode of motion at any temperature. The only restriction is that
the molecules should be independent, in the sense that the total energy of the system is a
sum of their individual energies. We are discounting (at this stage) the possibility that in a
real system a contribution to the total energy may arise from interactions between
molecules. We also adopt the principle of equal a priori probabilities,' the assumption that
all possibilities for the distribution of energy are equally probable. That is we assume that
vibrational states of a certain energy, for instance, are as likely to be populated as rotational
states of the same energy.

19.1 Configurations and weights
Any individual molecule may exist in states with energies &0 , e,,. . .. We  shall always take e.,,
the lowest state, as the zero of energy (s = 0), and measure all other energies relative to
that state. To obtain the actual internal energy, U, we may have to add a constant to the
calculated energy, of the system. For example, if we are considering the vibrational
contribution to the internal energy, we must add the total zero-point energy of any
oscillators in the sample.

(a) Instantaneous configurations
At any instant there will be % molecules in the state with energy &,, n 1 with &, an SO Ofl.

The specification of the set of populations no, n 1 .... in the form { no, n l .... } is a statement
of the instantaneous configuration of the system. The instantaneous configuration
fluctuates with time because the populations change. We can picture a large number of
different instantaneous configurations. One, for example, might be {N,0,0,. . .},
corresponding to every molecule being in its ground state. Another might be
IN - 2,2,0.0,.. .}, in which two molecules are in the first excited state. The latter
configuration is intrinsically more likely to be found than the former because it can be

I A prion means m t.s conteot bisety	 fti as one booms'. We hose no reason to pehaune otherwIse than that at States are
equally likely to be occupcd whatever their nature.
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JL 1J
AL TL

achieved in more ways: {N.0,0_.   can be achieved in only one way, but IN - 2,2,0,...)
can be achieved in !N(N - 1) different ways (Fig. 191) .2 	-

Justification 191

JL

II
LL

L11

One candidate for promotion to an upper state can be selected in N ways. There are  - 1

candidates for the second choice, so the total number of choices is N(N - 1). However, we
should not distinguish the choice (Jack. Jill) from the choice (Jill, Jack) because they lead to
the same configurations. Therefore, only half the choices lead to distinguishable
configurations, and the total number of distinguishable choices is N(N - 1).

II, as a result of collisions, the system were to fluctuate between the configurations

Ij	
-(N, 0,0,...) and IN — 2,2,0_.), it would almost always be found in the second, more
likely state (especially if N were large). In other words, a system free to switch between the
two configurations would show properties charac'eristic almost exclusively of the second
configuration.

A general configuration {n0 n . ..} can be achieved in W different ways, where W is

called the weight of the configuration. The weight of the configuration Ino, n 1 ,..) is given

by the expression

AL
H-

N!	
(1)

n0!n1!n2!

-"-
ui-

I
ffl

where x!, x factorial, denotes x(x — 1) (x - 2) ... 1, and by definition 01 = 1. This expression
is a generalization of the formula W = I N (N — 1), and reduces to it for the configuration
{N-2,2,0,...}.

Justification 19.2

Consider the number of ways of distributing N balls into bins. The first ball can be selected
19.1 Whereas a configuration f5,0.0,---j can be 	 in N different ways, the next ball in N — 1 different ways for the balls remaining, and so
achieved in only one way, a configuration	 on. Therefore, there are N(N - 1) .. ' 1 = N! ways of selecting the balls for distribution
(3,2,0,.. -) can be achieved in the ten different
ways shown here, where the tinted blocks represent 	 over the bins. 14owever, if there are no balls in the bin labelled e, there would be n0l

different njco g. different ways in which the same balls could have been chosen (Fig. 191). Similarly; there
are n 1 ! ways in which the n 1 balls in the bin labelled e l can be chosen, and so on. Therefore,'
the total number of distinguishable ways of distribu°'tg the balls so that there are no In bin

s0, n 1 in bin c, etc. regardless of the order in which the balls were chosen is N!/n0 !n1 ! ''',
which is the content of eqn 1.

19.2 The 18 molecules shown here can be distributed
into four receptacles (distinguished by the three
vertical lines) in 181 different ways. However, 31 of
the selections that put three molecules in the first
receptacle are equivalent. 6! that put six molecules
into the second receptacle are equivalent, and so on.
Hence the number of distinguishable arrangements is
181/3161514!.

N= 18

4	 II

316!	 5!	 4!

2 At this stage in the argunrent. we are ignoring the requirement that the total energy of the System should be constant (the second
configuration has a higher er-enqy thou the trst) The cco,stra,nt of total energy Is imposed later in this section
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Illustration
To calculate the number of ways of distributing 20 identical objects with the arrangement
10,3,5, 10, it we note that the configuration is 1I,0,3,5, ID, 11 with N = 2 therefore
the weight is

= 1!0!3!5!10!l! = 9.31 x

SrlI-test 19.1 Calculate the weight of the configuration in which 20 objects are
distributed in the arrangement 0, 1,5,0,8,0,3,2,0, I.

[4.19x 10101

It will turn out to be more convenient to deal with the natural logarithm of the weight,
In W, rather than with the weight itself. We shall therefore need the expression

IflW=InGO!,til!n2!) =
InN!—ln(n0!n1!n2!..

= InN!	 (Inn0 !	 Inn 1 ! + Inn2 ! +...)

= In N! —	 1n n,!

where in the first line we have used In(x/y.= mx - my and in the second
ln.ry. = mx + In y. One reason for introducing In W is that it is easier to make
approximations. In particular, we can simplify the factorials by using Stirling's
approximation in the form3

mx! xlnx — x	 (2)

Then the approximate expression for the weight is

In = (N In  - N) -	 (n 1 Inn — n.)

= Nn N —	 ni in n	
(3)

The second line is derived by noting that the sum of n is equal It, , so the second and
fourth terms on the right in the first line of eqn 3 cancel.

(b) The dominating configuration
We have seen that the configuration IN — 2,2,0,.. .} dominates {N,0, 0,.. .}, and it
should be easy to believe that there may be other configurations that greatly dominate both.
We shall see, in fact, that there is a configuration with so great a weight that it overwhelms
all the rest in importance to such an extent that the system will almost always be found in it
The properties of the system will therefore be characteristic of that particular dominating
configuration. This dominating configuration can be found by looking for the values of n
that lead to a maximum value of W. Because W is a function of all the n, we c6p do this
search by varying the it and looking for the values that correspond to dW = 0 (just as in the

3	 The pre& Ia,,,, of SI,rI,nqs appnamaton 0

a! an

and it o reliable when a 6 geater than about 10. We deal with fat Ianqn oolues of a. and.the simplified version in rqn 24s
adequate.
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search for the maximum of any function), or equivalently a maximum value of In W.
However, there are two difficulties with this procedure. 	 -

The first difficulty is that the only permitted configurations are those corresponding to
the specified, constant, total energy of the system. This requirement rules out many
configurations; {N. 0,0,... } and IN - 2,2,0 .... }, for instance, have different energies, so
both cannot occur in the same isolated system. It follows that, in looking for the
configuration with the greatest weight, we must ensure that the configuration also satisfies
the condition

Constant total energy: . n,; = £	 (4)

where E is the total energy of the system.

The second constraint is that, because the total number of molecules present is also fixed
(at_N), we cannot arbitrarily vary all the populations simultaneously. Thus, increasing the
population of one state by I demands that the population of another state must be reduced
by 1. Therefore, the search for the maximum value of W is also subject to the condition

Constant total number of molecules: 	 n = N	 (5)

(c) The Boltzmann distribution
We are looking for the set of numbers n0, n 1 ,... for which W has its maximum value. We
show in the following Justification that the populations in the configuration of greatest
weight depend on the energy of the state according to the Boltzmann distribution:

ii,e-ftI
P=;	 (6)

where T is the thermodynamic temperature and k is the Boltzmann constant

Justification 19.3

We have already remarked that it turns out to be simpler to find the condition for mW.
being a maximum rather than dealing directly with W Because In W depends on all the n1,
when a configuration changes and the n i change to n 1 + d,i 1 , the function In W chanaes to
In W + ci in W, where

fhiW\
dInW =

At a maximum, d 111W = 0. However, when the n change, they do so subject to the two
constraints

r1 dn = 0	 dni = 0	 (7)

The first constraint recognizes that the total energy must not change, and the second
recognizes that the total number of molecules must not change. These tMconstraints
prevent us from solving din W = 0 simply by setting all ( 1nW/n1 ) = 0 because the dn
are not all independent.

The way to take constraints into account was devised by the French mathematician
Lagrange, and is called the method of undetermined multipliers. The technique is
described in Further information 3. All we need here is-tq rule that a constraint should
be multiplied by a constant and then added to the main Zktion equation. The variables
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are then treated as though they were all independent, and the constants are evaluated at

the end of the calculation.
We employ the technique as follows. The two constraints are'mult i plied by the

constants —fl and oc, respectively (the minus sign in —fl has been included for future
convenience), and then added to the expression for d in W:

din W =	 d, + o > do 1 - /3	 c1dn1
anj

I(0lnW\	 1= II	 fljdn

All the dn i are now treated as independent. Hence the only way of satisfying din W = 0 is

to require that, for each i,

(atnW\ (8)

when the n, have their most probable values.
The expression for In W is given in eqn 3. Differentiation of it with respect to n gives

(alnw\ -	 InN) -	 a(n1 In n1)

a, ) -	 an 1	 1n1

The derivative of the first term is obtained as follows:

8(NInN) (aN\	 ow
= I - I inN + - = inN + 1

On	 \On1j	 On,

because N n 1 + a2 + ... and its derivative with respect to any of the ns is 1. The

derivative of the second term 4

O(n,Inn) - { (°') 
In  + °C 100 ) }

Lnj
=	 ((inni + 1) = in n1 + 1

an)

and therefore

0mW	 (fl

= —(inn + 1) + (InN + 1) = - in)
ni

It follows from eqn 8 that

(a'_iu) + a - fle = 0

and therefore that

1 = eC

4 Wcos

On - it,

Thai, ifI 7^J. nj is in6ependent of ii, so	 0 Howenrr. ifl J.

ami	 an,

38—b
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At this stage we note that

N = > n,. =Nce
I	 I

(We are free to label the states with) instead of i.) Because the N cancels on each side of
this equality, it follows that

e =	
(9)

and the Boltzmann distribution in eqn 6 follows immediately We justify the relation
9 = I /kT shortly (Section 19.3b).

19.2 The rnokciilar partition function
From now on we write the Boltzmann distribution as

e
Pi (10)

where pi is the fraction of molecules in the state i, pi	 n1/N, and q is the molecular
partition function:

fiR1	

Elli

The sum in q is sometimes expressed slightly differently. It marhappen that several states
have the same energy, and so give the same contribution to the sum. If, for example, gj
states have the same energy e (so the level Is gd-fold degenerate), we could write

q=

	

	
(12)Ievcij

where the sum is now over energy levels (sets of states with the same energy), not individual
states.

Example 19.1 Writ pns a partit ion function

Write an expression for the partition function of a linear molecule (such as HCI) treated as a
rigid rotor.

Mcthod To use eqn 12 we need to know (a) the energies of the levels, (b) the degeneracies,
the number of states that belong to each level. Whenever calculating a partition function,
the energies of the levels are expressed relative to 0 for the state of lowest energy. The
energy levels of a rigid linear rotor were derived in Section 16.5c.

Answer From eqn 16.37, the energy levels of a linear rotor are hcB.J(J + I), withJ = 0, 1,2.....The state of lowest energy has zero energy, so no adjustment need be made
to the energies given by this expression. Each level consists of 2./ + I degenerate states.
Therefore,

q =(21 + 1)eh(1)
J -0

Cuinnit'nt The sum can be evaluated numerically by supplying the value of B (from
spectroscopy or calculation) and the temperature. For reasons explained in Section 20.2b,
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this expression applies only to unsymmetrical linear rotors (for example, HCI, not CO 2 ; in

general, to C., and not Dh species)-

SuIt-test 19.2 Write the partition function for a two-level system, the lower state (at
energy 0) being non-degenerate, and the upper state (at an energy e) doubly degenerate.

= I + 2e]

(a) An interpretation of the partition function
Some insight into the significance of a partition function can be obtained by considering

how q depends on the temperature. When T is close to zero, the parameter fi = IJkT is close

to infinity. Then every term except one in the sum defining q is zero because each one has

the form e_X with x —. cc. The exception is the term with c0 w0 (or the g0 terms at zero

energy if the ground state is g0 -fold degenerate), because then r/kTwO whatever the

temperature, including zero. As there is only one surviving term when T = 0, and its value is

go , it follows that

iimq=g0	
(13)

That is, at T = 0, the partition function is equal to the degeneracy of the ground state.

Now consider the case when T is so high that for each term in the sum e/kT=0. Because

e- = 1 when x = 0, each term in the sum now cohtributes 1. It follows that the sum is
equal to the number of molecular states, which in general is infinite:

limq — cc	
(14)

In some idealized cases, the molecule may have only a finite number of states; then the

.upper limit of q is equal to the number of states. For example, if we were considering only
the spin energy levels of a radical in a magnetic field, then there would be only two states

(m, = ± ). The partition function for such a system can therefore be expected to rise

towards 2 as T is increased towards infinity.

We see that the molecular partition function gives or? indication of the average number

of states that arethermally accessible to a molecule at the temperature of the system. At

T = 0, only the ground level is accessible and q = 8o At very high temperatures, virtually all

states are accessible, and q is correspondingly large.

_

Example 191 Evakiating The partition function bra uniform (adder of

energy levels
IS Evaluate the partition function for a molecule with an infinite number of equally spaced

non-degenerate, energy levels (Fig. 193). These levels can be thought of as the vibrational
energy levels of a diatomic molecule in the harmonic approximation.

2r _____________________________ 	
MIhnd We expect the partition function to increase from I at T = 0 and approach

infinity as T —. cc. To evaluate eqn 11 explicitly, note that5

F

1—x

19.3 The equally spaced infinite arney of energy	
5 The sum of the infinite series .5 I + x + 22 + -. is obtainedobned by mulirtying boll sides try x. which gym

levels used in the calculation of the partition 	
x -4- 1 + x +	 S - I This fcII,Ofl mmganZm into

function. A harmonic oscillator has the same
spectrum of levels I —x
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2.0

q

1.5
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19.4 The partition function for the system shown 	 19.5 The partition function foc a two-level system as a function of temperature. The two graphs differ in
in Fig. 19.3 la harmonic oscillator) as a function of 	 the scale of the temperature axis to show the approach to 1 as T -. 0 and the slow approach to 2 as
temperature. 	 T -. co.

Answer If the separation of neighbouring levels is e, the partition function is

q=I+e_+e_2Pn+...=1+e_fi+(e)2+...

I—e
Low	 High	 This expression is plotted in Fig. 19.4: notice that it rises from I to infinity as thetemperature	 temperature

temperature is raised, as anticipated.

Self-test 19.3 Find and plot an expression for the partition function of a system with one
state at zero energy and another state at the energy e.

Eq = 1 + e', Fig. 19.51

It follows from eqn 10 and the expression for q derived in Example 19.2 for a uniform
ladder of states of spacing c,

q 
=	

1	
.	 (15)

that the fraction of molecules in the state with energy e j is

Pi = (1 - ee	 (16)

The variation of pi with temperature is illustrated in Fig. 19.6. We see that at very low
temperatures, where q is close to 1, only the lowest state is significantly populated. As the
temperature is raised, the population breaks out of the lowest state, and the upper states
become progressively more highly populated. At the same time the partition function rises
from 1, and its value gives an indication of the range of states populated. TO name
partition function reflects the sense in which q measures how the total number of
molecules is distributed—partitioned—over the available states.

The corresponding expressions for a two-level system derived in Self-test 19.3 are

e
Po	 +ePm	 Pi = +es	

(17)

I — — -

—____ ___
e: 3.0	 1.0	 0.7	 0.3

q 1,05	 1.58	 1.99	 3.86

19.6 The populations of the energylevels of the
system shown in Fig. 19.3 at different-temperatures
and the corresponding values of the partition
function calculated in Self-test 193. Note that

= I /kT.
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39.1 The fraction of populations of the two states
of a two-level system as a function of temperature
)eqn 17). Note that, as the temperature approaches
infinity, the populations of the two states become
equal (and the fractions both approach 05).
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These functions are plotted in Fig. 19.7. Notice how the populations tend towards equality

(PU = 0.5, p 0.5) as T — . A common error is to suppose that all the molecules in the
system will be found in the upper energy state when T = x; however, we see from eqn 17

that, as T —. tx,, the populations of states become equal. The same conclusion is true of

multi-level systems too: as T -. x, all states become equally populated.

Example- 19.3 Using the artiiort function to calculate a population

Calculate the proportion of 12 molecules in their ground, first excited, and second excited
vibrational states at 25'C. The vibrational wavenumber is 214.6 cm.

MelIiuil Vibrational energy levels have a constant separation (in the harmonic
approximation. Section 16.9), so the partition function is given by eqn 15 and the
populations by eqn 16. To use the latter equation, we identify the index i with the quantum

number v, and calculate p, for v = 0, I, and 2. At 298.15 K. kT/hc = 207.226 cm.

Answvr First, we ririte that

	

flc =	 = 214.6 cm' = 1.036
IT 207.226 cm

Then it follows from eqn 16 that the populations are

= 0 - e r)e t = 0.645e_36"

	

Therefore, Po	 0645, Pi = 0.229, P2 0.081.

Comment The I-I bond is not stiff and the atoms are heavy: as a result, the vibrational
energy separations are small and at room temperature several vibrational levels are
significantly populated. The value of the partition function, q = 1.55, reflects this small but
significant spread of populations.

Sell-lest 19.4 At what temperature would the v= I level of 12 have (a) half the

population of the ground state, (b) the same population as the ground state?
[(a) 445 K, (b) infinite)

(b) Approximations and factorizations
In general, exact analytical expressions for partition functions cannot be obtained. However,
closed approximate expressions can often be found and prove to be very important in a
number of chemical applications. For instance, the expression for the partition function for a
particle of mass ni free to move in a one-dimensional container of length X can be evaluated
by making use of the fact that the separation of energy levels is very smalknd that large
numbers of states are accessible at normal temperatures. As shown in the Justification
below, in this ease

G2 -1 fl

grn\
K (18)
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Justifecaion 194

The energy levels of a molecule of mass m in a container of length X are given by eqn 12.7
with L'=X:

n2 h2

The lowest level (n = I) has energy h2 18niX2. so the energies relative to that level are

c_— (n2 — l)t

The sum to evaluate is therefore

=

The translational energy levels are very close together in a container the size of a typical
laboratory vessel; therefore, the sum can be approximated by an integral:

qx = feUfledn

The extension of the tower limit ton = 0 and the replacement of nT - 1 by a2 introduces
negligible error but turns the integral into standard form. We make the substitution

= nIk implying dn = dx/(Jk), and therefore that

	

ç	 1/2 	 (TrI ' 1/2 (l/2\	 (2rm\ 1,'2
q 

= i) J 

e_.,
 

&=	 =	
x

Another useful feature of partition functions is used to derive expressions when the
energy of a molecule arises from several different, independent sources: if the energy is a
sum of independent contributions, the partition function is  product of partition functions
for each mode of motion. For instance, suppose the molecule we are considering is free to
move in three dimensions. We take the length of the container in the y-direction to be Y and
that in the z-direction to be Z. The total energy of a molecule e is the sum of its translational
energies in all three directions:

(19)

where n 1 , n 2 , and a3 are the quantum numbers for motion in the x-, y-, and z-directions,
respectively. Therefore, because eaehe, the partition function factorizes as
follows:

q =	 c	 ,ji =

	

all n	 all
(20)

= (e') (e_) (e_im) = qqyq

It is generally true that, if the energy of a molecule con be written as the sum of
independent terms, the partition function i5 the corresponding product of individual
contributions.

Equation 18 gives the partition function for translational motion in the x-direction. The
only change for the other two directions is to replace the length X by the lengths Y or Z.
Hence the partition function for motion in three dimensions is

(27im) 312
q=	 XYZ	 (21)
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The product of lengths XYZ is the volume, V. of the container, so we can write

V	 ) 1/2
A h('	

h
q=	 - =
	 (2irjnkT)	

(22)

The quantity A has the dimensions of length and is called the thermal wavelength of the
molecule.

Illustration
To calculate the translational partition function of an H 2 molecule confined to a 100 cm 
vessel at 25°C we use m = 2.016 U; then

4=	
6.626x104J

x (2.016 x 1.6605 x 1027 kg) x (1.38 x 10	 JK) x (298 K)}

= 7.12 x 10	 m

Therefore.

q - 
1.00 X, iO m = 

2.77 x 1026
(7.12 x 10- 11 rn)3

About 1026 quantum states are thermally accessible, even at room temperature and for this
light molecule. Many states are occupied if the thermal wavelength (which in this case is
71.2 pm) is small compared with the linear dime'hsions of the container.

Self-test 19.5 Calculate the translational partition function for a 0 2 molecule under the
same conditions.

[q = 7.8 x 1026 , 23/2 times larger]

The internal energy and the entropy
The importance of the molecular partition function is that it contains all the information
needed to calculate the thermodynamic properties of a system of independent particles. In
this respect, q plays a role in statistical thermodynamics very similar to that played by the
wavefunction in quantum mechanics: q is a kind of thermal wavefunction.

19.3 The internal energy
We shall begin to unfold the importance of q by showing how to derive an expression for the
internal energy of the system.

(a) The relation between U and q
The total energy of the system is

E=
	 (23)

Because the most probable configuration is so strongly dominating, we can use the
Boltzmann distribution for the populations and write

D

E =	 e4e	 (24)
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To manipulate this expression into a form involving only q we note that

d Car, =	 -

It follows that

E= — 	 e =	 = -

Illustration
From the two-level partition function q = 1 + e&, we can deduce that the total energy of

N two-level systems is
/ N \ d Nee

E = -	
(1 + 0_fia) =

Ne
=

This function is plotted in Fig. 19.8. Notice how the energy is zero at T = 0, when only the
lower state (at the zero of energy) is occupied, and rises to Nc as T - Co when the two

levels become equally populated.

There are several points in relation to eqn 25 that need to be made. Because e 0 = 0.

(remember that we measure all energies from the lowest available level), E should be

interpreted as the value of the internal energy relative to its value at T = 0, U(0). Therefore,

to obtain the conventional internal energy U, we must add the internal energy at T 0:

U=U(0)+E	
(26)

Secondly, because the partition function may depend on variables other than the
temperature (for example, the volume), the derivative with respect to P in eqn 25 is

actually a partial derivative with these other variables held constant. The complete
expression relating the molecular partition function to the thermodynamic internal energy
of a system of inependent molecules is therefore

U = U(0) - N (q)
.

	 (27a)

An equivalent form is obtained by noting that dx/x = dlnx:

U = U(0) - N ( 
ap )v
	 (27b)

These two equations confirm that we need know only the partition function (as a function of
temperature) to calculate the internal energy relative to its value at T = 0.

(b) The value of /1
We now confirm that the parameter , which we have anticipated is equal to 1/kT. does

indeed have that value. To do so, we shall compare the equipartition expression for the
internal energy of a monatomic perfect gas, which from 

Molecular interpretation 2.2 we

know to be
(28a)

0.2 LZ
0	 0.5	 kl7e

0I
19.8 The total energy of a two-level system
(expressed as a multiple of Na) as a function of
temperature. on two temperature scales. The graph
at the top shows the slow nat away from zero
energy at kw temperature the slope of the graph
at T = 0 is  (that is. the heat capacity is zero at

T 0). The graph below shows the slow rise to 0.5
as T -. on as both states become equally populated
(tee Fig. 19.7).

519

(25)

U = U(0)+nRT
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with the value calculated from the translational partition function (see the followingJustification), which is

	

U=L/(0) 
2fl
	

(28h)

It follows by comparing these two expressions that

N	 ?INA	 I
(29)

as was to be proved. (We have used N = nNA . where a is the amount of gas molecules, NA isthe Avogadro constant and R = NAk.)

iUflhl'jeatjon 19.s
----To use eqn 27, we introduce the translational partition function from eqn 22:

(8q'1	 (^@ V'1 vd I	 3VdA

	

d/1fl,4 3 )	 43	 A4 dfl
Then we note fro,t the formula for A in eqn 22 that

	

dii - d f hfl"2	 - I	 h	 A
dfl Plm)2f2fl2/2

and so obtain

(aq'1	 3V
\,fl)	 2$4

Then, by eqn 27a,

(	 "U=u(o)_N()(,,_... 3V.._) =U(0)+

19.4 The 4tatistical entropy

If it is true that the partition function contains all thermodynamic information, then it mustbe possible to use it to calculate the entropy as well as the internal energy. Because we know
(from Section 4.2) that entropy is related to the dispersal of energy and that the partition
function is a measure of the number of States that are thermally accessible, we can be
confident that the two are indeed related

We shall develop the relation between the entropy and the partition function in two
stages. In the first stage, we justify one of the most celebrated equations in statistical
thermodynamics, the Boltzmann formula for the entropy:.

S = kIn W

In this expression w 
is the weight of the most probable Configuration of the system. In the

second stage, we express W in terms of the partition function.

Justification 19.G

-	 A change in the internal energy

U = U(0) +

R
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may arise from either a modification of the energy levels of a system (when ; changes to

c + dc) or from a modification of the populations (when n i changes to n 4 + dn). The most

general change is therefore

dtl = dU(0) +	 n 1 dc1 +	 (32)

Because the energy levels do not change when a system is heated at constant volume

(Fig. 19.9), in the absence of all changes other than heating

dU =	 cdn4

We know from thermodynamics (and specifically from eqn 5.2) that under the same

conditions

dU	 = TdS

Therefore

dS==kfl>T1eidfl,	 (33)

We also know that for changes in the most probable configuration (the only one we need

consider)

(elnW")
+a— Pei = O

ni

(this is eqn B). After rearranging this expression tO

(lnW\)
1h4 

=	 +

we find that

cIS =kEIdflj+ki

But the sum over the dn, is zero because the number of molecules is constant Hence

dS=k(!)dflik(d1nW)	 (34)

This relation strongly suggests the definition S = kin W, as in eqn 30.

The statistical entropy behaves in exactly the same way as the thermodynamic entropy.

Thus, as the temperature is lowered, the value of W. and hence of S. decreases because fewer

configurations are compatible with the total energy. In the limit T -. 0. W = 1, so

In W = 0, because only one configuration (every molecule in the lowest level) is compatible

with E = 0. It follows that S -. 0 as T -# 0, which is compatible with the Third Law of

thermodynamics, that the entropies of all perfect crystals approach the same value as T -. 0

(Section 4.4a).
Now we relate the Boltzmann formula for the entropy to the partition functlbn. To do so,

we substitute the expression for In W given in eqn 3 into eqn 30 and, as shown in the

Justification below, obtain

	

u—U(0)	 (35)
s= —---+Nklnq

x

(a)

-1

0
3:

•::

IM
(b)

19.9 (a) When a system is heated, the energy levels
are unchanged but their populations are changed. IbI
When work is done on a system, the energy levels
themselves are changed. The levels in this case are
the one-dimensiona l particle-in-a-box energy levels
of Chapter 12: they depend or1the size of the
container and move apart as its !e9tl1 is decreased.
For simplicity in making the essential point, we have
shown the energy levels as equally spaced; in fact,
their separation increases with energy.
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19.11 The temperature variation of the entropy of
a two-level system (expressed as a multiple of Nk).
As T .-. . the two states become equally
Populated and S approaches Nk In 2.

582	
19 STATISTICAL THERMODYNAMICS . THE CONCEPTS

kT/e	 10

1 910 The temperature variation of the entropy of
the system shown in Fig. 19.3 (expressed here as a
multiple of Nk). The entropy approaches zero as
T -.. 0, and increases without limit as T -.

Justification 19.7

The first stage is to write

S = k (n In N - n in n) = —k En, in () = —Nk >p' hip,	 (36)

where p, = n1/N, the fraction of molecules in state i. It follows from eqn 10 that
lnp1=—flz1—lnq

and therefore that

S _Nk (_>Pi - >Pi 1n) = kfl{U - U(0)} +Nklnq

We have used the fact that the sum over the p i is equal to I and the sum over'Np,; is equalto U— U(0) (See eqn 31). We have already established that fl = I/kT, so eqn 35
immediately follows.

Example 19.4 Calculating the entropy of a collection of oscillators

Calculate the entropy of a collection of N independent harmonic oscillators, and evaluate it
using vibrational data for 12 at 25°C (Example 19.3).

Method To use eqn 31, we use the partition function for a molecule with evenly spaced
vibrational energy levels eqn 15. With the partition function available, the internal energy
can be found by differentiation (as in eqn 27o), and the two ecpressions then combined to
gives.

Answer The molecular partition function as given in eqn 15 is

q 
= ____

The internal energy is obtained by using eqn 27o:

U	 0) - 
N (aq)	 Nec_fir - Ne

	

- q 'li,I	 l—efi° efie_.1

The entropy is therefore

S = Nk{_sJ__ - ln(l - e_fi)}

This function is plotted in Fig. 	 19.10. For 12 at 25°C, 1k	 1.036 (Example 19.3). so
S. = 8.38 5K- 1 mol'.

Self-test 19.6 Evaluate the molar entropy of N two-level systems and plot the resulting
expression. What is the entropy when the two states are equally thermally accessible?

[SINk = 1k/( 1 + c'') + In(1 +e); see Fig, 19.11; S = Ark In2J

The canonical partition function
In this section we see how to generalize our conclusions to include Systems composed of

interacting molecules, We shall also see how to obtain the molecular partition function from
the more general form of the partition function developed here.
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19.5 The canonical ensemble
The crucial new concept we need when treating systems of interacting particles is the
ensemble. Like so many scientific terms, the term has basically its nbrml meaning of
collection, but it has been sharpened and refined into a precise significance.

(a) The concept of ensemble
To set up an ensemble, we take a closed system of specified volume, composition and

temperature, and think of it as replicated N times (Fig. 19.12). All the identical closed

systems are regarded as being in thermal contact with one another, so they can exchange

energy. The total energy of all the systems is E and, because they are in thermal equilibrium

with one another, they all have the same temperature, T. This imaginary collection of

replications of the actual system with a common temperature is called the canonical

ensemble.6
The important point about an ensemble is that it is a collection of imaginary replications

of the system, so we are free to let the number of members be as large as we like; when

appropriate, we can let t become infinite. 7 The number of members of the ensemble in a

state with energy Ei is denotedi,, and we can speak of the configuration of the ensemble
(by analogy with the configuration of the system used in Section 19.1) and its weight, W.

(b) Dominating configurations
Just as in Section 19.1, some of the configurations of the ensemble will be very much more

probable than others. For instance, it i5 very unlikey that the whole of the total energy, E,

will accumulate in one system. By analogy with the earlier discuss' in, we can anticipate that
there will be a dominating configuration, and that we can evaluate the thermodynamic
properties by taking the average over the ensemble using that single, most probable,
configuration. In the thermodynamic limit of 9 —s to, this dominating configuration is
overwhelmingly the most probable, and it dominates the properties of the system virtually

completely.
The quantitative discussion follows the argument in Section 19.1 with the modification

that N and ni are replaced by N and n. The weight of a configuration 00, n1......

N!	 (37)
noinh!

The configuration of greatest weight, subject to the constraints that the total energy of the
ensemble is constant at  and that the total number of members is fixed at N, is given by the

canonical distribution:

hi =	 Q =	 e"	 (38)

The quantity Q, which is a function of the temperature, is called the canonical partition

function.

6 The word canc,rr means 'according to a rule' The re are two other important entcenbte5. in the nnc,ocoimrnieet ensemble the
condition of constant temperature is replaced by the requirement that all the systems Should base exactly the same energy: nach
system is iodr,ndualty isolated. In the grand cnnon,cst/ ensemble the nulame and temperature of each system ar'ltsc wore. but
they are open, which means that matter can be imagined as able to pass between the systems; the cnanposltioin of each one may
fluctuate, but now the chemical potential is the same In each system:

l,lexocunonicai ensemtde N, y E common
Canonical ensemble: N, V. T common
Grand canonical ensemble: ,. V, T common

7 Note that I is unrelated to N. the number of motecutes in the actual system. N is the number of imaginary replications of that
system

1	 2	 3

N,	 N,	 N,	 N,
V,	 v,	 ,v	 v
T	 T	 T	 T

.-- .sa..	 S ......

'N,
n,v,,,.

I

[JtI1 ;i
1912 A representation of the canonical ensemble.
In this case for N = 20. The individual replications
or the actual system all have the same composition
and volume. They are all In mutual thermal contact,
and so all have the same temperature. Energy may
be transferred between them as heat. and so they
do not all have the same energy. The total energy
(E) of all 20 replications is a constant because the
ensemble is isolated overall.
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1913 The energy density of stales is the number of
State, in an energy range divided by the width of
the range.

Probability
of energy

NumberProbability
of states V of state

Energy

19 .14 To construct the form of the distribution of
members or the canonical ensemble in terms of
their energies, we multiply the Probability that any
one is in a state or given energy, eqn 38. by the
number of states corresponding to that energy (a
steeply rising function). The produ,çt is a sharply
peaked function at the mean energy. which shows
that almost all the mesyibm of the ensemble have
that energy.
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(c) Fluctuations from the most probable distribution
The shape of the canonical distribution in eqri 38 is only apparently an exponentially
decreasing function of the energy of the system. We must appreciate that eqn 38 gives the
probability of occurrence of members in a single state I of the entire system if energy E..
There may in fact be numerous states with almost identical energies. For example in a gas
the identities of the molecules moving slowly or quickly can change without necessarily
affecting the total energy. The density of states, the number of states in an energy range
divided by the width of the range (Fig. 19.13), is a very sharply increasing function of energy.
It follows that the probability of a member of an ensemble having a specified energy (as
distinct from being in a specified state) is given by eqn 38, a sharply decreasing function,
multiplied by a sharply increasing function (Fig: 19.14). Therefore, the overall distribution is
a sharply peaked function. We conclude that most members of the ensemble have an energy
very close to the mean value.

19.6 The thermodynamic information in the partition function
Like the molecular partition function, the canonical partition function carries all the
thermodynamic information about a system. However, Q is more general than q because it
does not assume that the molecules are independent. We can therefore use Q to discuss the
properties of condensed phases and real gases where molecular interactions are important.

(a) The internal energy
If the total energy of the ensemble is E, and there are N members, the average energy of a
member is E = E/N. We use this quantity to calculate the internal energy of the system in
the limit of N (and E) approaching infinity:

U=(J(0) -E=1J(0)+	 ast —'cc	 (39)

The fraction, i of members of the ensemble in a state i with energy Eis given by the
analogue of eqn 10 as

-
p, =

It follows that the internal energy is given by

LI = U(0) +	 fijEj = U(0) +

By the same argument that led to eqn 27,

U = urn) - - (
3Q) 

= 11(0) -
Q nfl)	 '	 \ fl iv

(b) The entropy
The total weight, W, of a configuration of the ensemble is the product of the average weight
W of each member of the ensemble; W = Wi'. Hence, we can calculate S front

S=klnW=kln/,,,In	 (43)N

It follows, by the same argument used in Section 19,4, that

(44)

(40)

(41)

(42)



9 I INDEPENDENT MOLECULES	 585

19.7 Independent moIecuIe
We shall now see how to recover the molecular partition function from the more general
canonical partition function when the molecules are independent. When the molecules are
independent and distinguishable (in the sense to be described), the relation between Q and q is

=	 (45)

Justifition 19.8
The total energy of a collection of N independent molecules is the sum of the energies of
the molecules. Therefore, we can write the total energy of a state i of the system as

E = e1 (1) + (2) +	 + c(N)

In this expression, t(l) is the energy of molecule I when the system is in the state I, (2)
the energy of molecule 2 when the system is in the same state i, and so on. The canonical
partition function is then

Q =

The sum over the sthtesof the system can be reproduced by letting each molecule enter all
its own individual states (although we meet an important proviso shortly). Therefore
instead of summing over the states I of the system, we can sum over all the individual
states I of molecule I all the states i of molecule 2, and so on. This rewriting of the original
expression leads to

Q = (c) (e_) .. (e_) = qN

(a) Distinguishable and indistinguishable molecules
If all the molecules are identical and free to move through space, we cannot distinguish
them and the relation Q = q'1 is not valid. Suppose that molecule I is in some state a,
molecule 2 is in I.,, and molecule 3 is in c, then one member of the ensemble has an energy
£ = i + c i ,c. This member, however, is indistinguishable from one formed by putting
molecule I in state h, molecule 2 in state c, and molecule 3 in state a, or some other
permutation. There are six such permutations in all, and N! in general. In the ease of
indistinguishable molecules, it follows that we have counted too many states in going from
the sum over system states to the sum over molecular states, so writing Q =

overtimates the value of Q. The detailed argument is quite involved, but at all except
very low temperatures it turns out that the correction factor is I/N!. Therefore:

:' (a) For distinguishable independent molecules: Q 
=

(b) For indistinguishable independent molecules: Q = 
qN	 (46)

For molecules to be indistinguishable, they must be of the same kind: an Ar atom is never
indistinguishable from a Ne atom. Their identity, however, is not the only criterion. Each
identical molecule in a crystal lattice, for instance, can be 'named' with a set of coQdinates.
Identical molecules in a lattice are therefore distinguishable because their sites are
distinguishable, and we use eqn 46o for any of their modes that may be considered
independent of their neighbours. Equation 46u is also applicable to a collection of N
molecules, each one of which is in its own box. On the other hand, identical molecules in a
gas are free to move to different locations, and there is no way of keeping track of the
identity of a given molecule: we therefore use eqn 46b.
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(b) The entropy of a monatomic ga
An important application of the previous material is the derivation (as shown in-the
Justification below) of the Sackur—Tetrode equation for the entropy of a monatomic gas:

f e512 V\ 	 h

(S.flNAA)	 = (2imkT)2	
(47a)

Because the gas is perfect, we can use the relation V = nRT/p to express the entropy in

terms of the pressure as

e512kT
(4Th)

' 

pA3)

Justification 19.9

For a gas of independent molecules, Q may be replaced by qN/N!, with the result that

eqn 44 becomes

U_U(0)+N1nq_k1nN!

Because the number of molecules (N = nNA) in a typical sample is large, we can use
Stirling's approximation (eqn 2) to write

- s=U_O)+Nkthq_k(NinN_N)

The only mode of motion for a gas of atoms is translation, and te partition function is

q = VIA' (eqn 22), where A is the thermal wavelength. The internal energy is given by

eqn 28, so the entropy is

• S=flR+flR(1fl;_lflflNA+ )

= n!? (in e3/2 +1n — lnnNA +lne)

which rearranges into eqn 47.

Example 19.5 Using the Sckur-ktro4c cqutio

Calculate the standard molar entropy of gaseous argon at 25°C.

Method To calculate the molar entropy, Sm, from eqn 47b, divide both sides by s To

calculate the standard molar entropy, S, set I, =e in the expression for S

e512kT
= R In

(^^A )

Answer The mass of an Ar atom is m = 39.95 u. At 25°C, its thermal wavelength k..16.0 pm
(by the same kind of calculation as in the Illustration following eqn 22). Therefore.

•	 2)x(1.60xI0	 m)3}S:=Rln{ 
(1O Nm

e512 (4.12x1O 2 J)

= 18,6!? = 155 1K' mol
rd
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19.15 As the width of a container is increased
(going from (a) to (b)) the energy levels become
closer together (as I/0), and as a result more are
thermally accessible at a given temperature.
Cnnsmiwnth,, the entropy of the system rises as the
.onsuiner	 .	 ;. ;..
schematic: the separation of levels increases with
energy.

39-A

Comment We can anticipate, on the basis of the number of accessible states for a lighter
molecule that the standard molar entropy of Ne is likely to be smaller than for Ar its actual
value is 17.60R at 298 K.

Self-test 19.1 Calculate the translational contribution to the standard molar entropy of
H 2 at 25°C.

[14.2Rj

The Sackur-Tetrode equation implies that, when a monatomic perfect gas expands
isothermally from Vi to V1, its entropy changes by

AS = nRln(aV) - nRln(a) = ,zR In( YL)	 (48)
Vi

where aV is the collection of quantities inside the logarithm of eqn 470. This is exactly the
expression we obtained by using classical thermodynamics (Example 4.1). Now, though, we
see that that classical expression is in fact a consequence of the increase in the number of
accessible translational states when the volume of the container is increased (Fig. 19.15).

Table 191 Key equations, with fi = 11kr

Definition of molecular partition function:
q=e'°	 q—

I
Definition ofcanonical partition function:

- 'ç-' -PE - f q distinguishable independent particles-	 e	
- 1 q)V/N! indistinguishable independent particles

Two-level system, energies Os:
q = I +

Evenly spaced, infinite level system energies 0,,2c, 	 :
g=(l.-e	 )

Translational motion of particle of mass m in volume V:
hq	 A 

=	 ( 2remkT)12
Boltzmann distribution:

e1
PI=----:1--

Boltzmann formula:
S=klnW

Internal energy (independent particles):

U = U(0) - () = U(0) - N (_g)

Internal energy (general):
In QU = U(0) - ()= U(0) -

Entropy (independent particles):
U — U(0)

S -i--- + lvklnq

Entropy (general):
U - U(0)S = —i---- + kin Q

1
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Checklist of key ideas
Li statistical thermodynamics	 19.2 The molecular partition

function
The distribution of molecular 	 molecular partition function
states	 (11, 12)

EEl
thermal wavelength

population
fl principle of equal a priori

The internal energy and the
probabilities

entropy

19.1 Configurations and
weights

LI configuration
Li weight (1)
[1 Stirling's approximation (2)
Li Boltzmann distribution (6)
EEl method of undetermined

multipliers

Further reading

Articles of general interest

C.W. David. On the Legendre transformation and the Sackur-

Tetrode equation. J. Chem. Ethic. 65, 876 (1988).

P.G. Nelson, Statistical mechanical interpretation of entropy.

J. Chem. Educ. 71, 103 (1994).

Texts and sources of data and information

P.W. Atkins, The second low. Scientific American Books, New
York (1984, revised 1994).

19.6 The thermodynamic
information in"the
partition function

Li U in terms of 0(41)
H Sin terms of Q(44)

19.7 Independent molecules

19.5 The canonical ensemble	 LI distinguishable and

ensemble	 indistinguishable molecules

canonical ensemble 	 (46)
thermodynamic limit	 [.1 Sackur-Tetrode equation

canonical distribution (38) 	 (47)

canonical partition function
density of states

R.P.H. Gasser and W.G. Riahards, Introduction to statistical

thermodynamics. World Scientific, Singapore (1995).

T.L. Hill, An introduction to statistical mechanics. Dover, New

York (1986).

D. Chandler, Introduction to statistical mechanics. Oxford

University Press (1987).

C.E. Hecht, Statistical mechanics and kinetic theory.
W.H. Freeman Ft Co, New York (1990).

q for uniform array (15)
q for translation (18, 22)

19.3 The internal energy
U in terms of q (27)

19.4 The statistical entropy
Boltzmann formula (30)
S in terms of q (35)

The canonical partition
function

Exercises
19.1 (a) What are the relative populations of the states of a two-
level system when the temperature is infinite?

19.1 (b) What is the temperature of a two-level system of energy
separation equivalent to 300 cm' when the population of the upper
state is one-half that of the lower state?

19.2 (a) Calculate the translational partition function at (a) 300 K
and (b) 600 K of a molecule of molar mass 120 gmol_ i in a container
of volume 2.00 cm3.

19.2 (b) Calculate (a) the thermal wavelength, (b) the translational
partition function of an Ar atom in a cubic box of side 1.00 cm at (i)
300 K and (ii) 3000 K.

19.3 (a) Calculate the ratio of the translational partition functions
of 32 and H 2 at the same temperature and volume.

19.3 (b) Calculate the ratio of the translational partition functions
of xenon and helium at the same temperature and volume.

19.4 (a) A certain atom has a threefold degenerate ground level, a
non-degenerate electronically excited level at 3500 cm, and a
threefold degenerate level at 4700cm_ 1 . Calculate the partition
tunction of these electronic states at 1900 K.

19.4 (b) A certain atom has a doubly degenerate ground level, a
triply degenerate electronically excited level at 1250 cm 1 , and a
doubly degenerate level at 1300 cm'. Calculate the partition
function of these electronic states at 2000 K.

19.5 (a) Calculate the electronic contribution to the motr internal
energy at 19(X) K for a sample composed of the atoms specified in
Exercise 19.4a.

19.5 (b) Calculate the electronic contribution to the molar internal
energy at 2000 K for a sample composed of the atoms specified in
Exercise 19.4b.

39—B

51
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19.6 (a) A certain molecule has  non-degenerate excited state lying
at 540 cm above the non-degenerate ground state. At what
temperature will 10 per cent of the molecules be in the upper state?

589

the molecular partition function at 25.0 K. (C) the molar energy at
25.0 K, (d) the molar heat capacity at 25.0 K. (c) the molar entropy at
25.0 K.

19.6 (b) A certain molecule has a doubly degenerate excited state 	 19.9 (a) At what temperature would the population of the first
lying at 360 cm above the non-degenerate ground state. At what	 excited vibrational state of HCI be 1/c times its population of the
temperature will 15 per cent of the molecules be in the upper state? 	 ground state?
19.7 (a) An electron spin can adopt either of two orientations in a
magnetic field, and its energies are ±P L3. where p. the Bohr
magneton. Deduce an expression for the partition function and mean
energy of the electron and sketch the variation of the functions with
S. Calculate the relative populations of the spin states at (a) 4.0 K, (b)
298 K when B = 1.0 T.

19.7 (b) The spin of a nitrogen nucleus can adopt any of three
orientations in a magnetic field, and its energies are 0, ±YNMI, where
YN is the magnetogyric ratio of the nucleus. Deduce an expression for
the partition function and mean energy of the nucleus and sketch the
variation of the functions with B. Calculate the relative populations
of the spin states at (a) 1.0 K, (b) 298 K when B = 20.0 T.

19.8 (a) Consider a system of distinguishable particles having only
two non-degenerate energy levels separated by an energy which is
equal to the value of FcT at 10 K. Calculate (a) the ratio of populations
in the two states at (1) 1.0 K. (2) 10 K. and (3) 100 K, (b) the
molecular partition function at 10 K, (c) the molar energy at 10 K, (d)
the molar heat capacity at 10 K. (c) the molar entropy at JO K.

19.8 (b) Consider a system of distinguishable particles having only
three non-degenerate energy levels separated by an energy which is
equal to the value of kT at 25.0 K. Calculate (a) the ratio of
populations in the states at (1) 1.00 K. (2) 25.0 K. and (3) 100 K, (b)

19.9 (b) At what temperature would the population of the first
rotational level of HCI be l/e times the population of the ground
state?

19.10 (a) Calculate the standard molar entropy of neon gas at (a)
2(X) K, (b) 298.15 K.

19.10 (b) Calculate the standard molar entropy of xenon gas at (a)
100 K,.(b) 298.15 K.	 .

19.11 (a) ,Calculate the vibrational contribution to the entropy of
02 at 500 K giveii that the wa'ienumber of the vibration is
560 cm-

19.11 (b) Calculate the vibrational contribution to the entropy of
Bit2 at 600 K given that the wavenumber of the vibration is
321 cm.

19.12 (a) Identify the systems for which It is essential to include a
factor of 1/N! on going from Q to q: (a) a sample of helium gas, (b) a
sample of carbon .monoxide (c) a- solid sample of carbon
monoxide, (d) water vapour.

19.12 (b) Identify the systems for which i; is essential to include a
factor of I/N! on going from Q to q: (a) a sample of carbon
dioxide gas, (b) a sample of graphite, (c) a sample of diamond.
(d) ice.

Problems

Numerical problems

19.1 A certain atom has a doubly degenerate ground level pair and
an upper level of four degenerate states at 450 cm' above the
ground level. In an atomic beam study of the atoms it was observed
that 30 per cent of the atoms were in the upper level, and the
translational temperature of the beam was 300 K. Are the electronic
states of the atoms in thermal equilibrium with the translational
states?

19.2 Explore the conditions under which the 'integral' approximation
for the translational partition function is not valid by considering the
translational partition function of an Ar atom in a cubic box of side
1.00 cm. Estimate the temperature at which, according to the
integral approximation, q = 10 and evaluate the exact partition
function at that temperature.

19.3 (a) Calculate the electrnic partition function of a tellurium
atom at (i) 298 K. (ii) 5000 K by direct summation using the
following data:

Term	 Degeneracy	 Wavenumber/em
Ground	 5	 0

1	 4707
3	 4751
5	 10559

(b) What proportion of the Ic atoms are in the ground term and in the
term labelled 2 at the two temperatures? (c) Calculate the electronic
contribution to the standard molar entropy of gaseous Te atoms.
19.4 The four lowest electronic levels of a Ti atom are: 3F. 3 F3 , 3F4,

and 5 F 1 , at 0, 170, 387, and 6557 cm, respectively. There are many
other electronic states at higher energies. The boiling point of
titanium is 3287°C. What are the relative populations of these levels
at the boiling point? (Flint: The degeneracies of the levels are 21 + 1.)
19.5 The NO molecule has a doubly degenerate excited level
121.I cm above the doubly degenerate ground term. Calculate
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and plot the electronic partition function of NO from T = 0 to
1000 K. Evaluate (a) the term populations and (b) the electronic
contribution to the molar internal energy at 300 K. Calculate the
electronic contribution to the molar entropy of the NO molecule at
300 K and 500 K.

19.6 Calculate, by explicit summation, the vibrational partition
function and the vibrational contribution to the molar internal
energy of 12 molecules at (a) 100 K, (b) 298 K given that its
vibrational energy levels lie at the following wavenumbers above
the zero-point energy level: 0. 213.30. 425.39, 636.27.
845.93 cm. What proportion of 12 molecules are in the ground
and first two excited levels at the two temperatures? Calculate the
vibrational contribution to the molar entropy of IT at the two
temperatures.

Theoretical problems

19.7 A sample consisting of five molecules has a total energy Sc. Each
molecule is able to occupy states of energyje, withj = 0, 1,2.....(a)
Calculate the weight of the configuration in which the molecules are
distributed evenly over the available states. (b) Draw up a table with
columns headed by the energy of the states and write beneath them
all configurations that are consistent with the total energy. Calculate
the weiglts of each configuration and identify the most probable
configurations.

19.8 A sample of nine molecules is numerically tractable but on the
verge pf being thermodynamically significant. Draw up a table of
configurations for = 9 total energy 9e in a system with energy
Ievelsjs (a in Problem 19.7). Before evaluating the weights of the
configurations, guess (by looking for the most 'exponential'
distribution of po'pulations) which of the configurations will turn
Out to be tbe most probable. Go on to calculate the weights and
identify the most probable configuration.

19.9 The most probable configuration is characterized by a
parameter we know as the temperature'. The temperatures of 0e
system specified in Problems 19.7 and 19.8 must be such as to give a
mean value of c for the energy of each molecule and a total energy Ni:
for the system. (a) Show that the temperature can be obtained by
plotting p1 against j, where p, is the (most probable) fraction of
molecules in the state with energy je. Apply the procedure to the
system in Problem 19.8. What is the temperature of the system when
c corresponds to 50 cm? (b) Choose configurations other than the
most probable, and show that the same procedure gives a worse
straight line, indiating that a temperature is not well-defined for
them.

19.10 A certain molecule can exist in either a non-degenerate singlet
state or a triplet state (with degeneracy 3). The energy of the triplet
exceeds that of the singlet by E. Assuming that the molecules are
distinguishable (localized) and independent, (a) obtain the expression
for the molecular partition function, (b) find expressions in terms of
for the molar energy, mokr heat capacity, and molar entropy of such
molecules and calculate their values at T = elk.

19.11 Consider a system with energy levels t, = ft and N molecules.
(a) Show that, if the mean energy per molecule is as, then the

temperature is given by

J1fl (1 +I)

Evaluate the temperature for a system in which the mean energy is s,
taking i: equivalent to 50 cm'. (b) Calculate the molecular partition
function q for the system when its mean energy is as. (c) Show that
the entropy of the system is

S/k = (1 +a)ln(l . a) -ama

and evaluate this expression for a mean energy E.

19.12 Suppose that by some means we contrive to invert the
population of a two-level system, in the sense that the upper and
lower levels have the populations of the lower and upper levels,
respectively, in the system in thermal equilibrium at a temperature T.
Show that the relative populations are still given by a Boltzmann-like
expression but with a temperature -T. Under what circumstances is it
possible to speak of negative temperatures of an evenly spaced three-
level system?

19.13 Consider Stirling's approximation for In N! in the derivation of
the Boltzmann distribution. What difference would it make if (a) a
cruder approximation, N! = N", (b) the better approximation in
footnote 3 of Section 19.1a were used instead?

Additional problems supplied by Carmen Giunta
and Charles Trapp

19.14 Consider a system A consisting of subsystems A, and A 2, for
which W 1 1 x 1020 and W2 = 2 x 1020. What is the number of
configurations available to the combined system? Also, compute the
entropies 5, 5 1 , and S2 . What is the significance of this result?

19.15 Consider 1.00 x 1022 "He atoms in a box of dimensions
1.0 cm  1.0cm x 1.0 cm. Calculate the occupancy of the first
excited level at 1.0 mK, 2.0 K, and 4.0 K. Do the same for 'He. What
conclusions might you draw from the results of your calculations?

19.16 Given that for gases the canonical partition function, Q, is
related to the molecular partition function q by Q = q"/N!, prove,
using the expression for q and general thermodynamic relations, the
perfect gas law pV = ,iRT.

19.17 By what factor does the number of available configurations
increase when 100 J of energy is added to a system containing
1.00 inol of particles at constant volume at 298 K?

19.18 By what factor does the number of available configurations
increase when 20 ni 3 of air at 1.00 aIm and 300 K is allowed to
expand by 0.0010 per cent at constant temperature?

19.19 (a) The standard molar entropy of graphite at 298, 410, and
498 K is 5.69, 9.03, and 11.63 JK - ' mol', respectively. If
1.00 mo) C(graphite) at 298 K is surrounded by thermal insulation
and placed next to 1.00 molC(graphite) at 498 K, also insulated,
how many configurations are there altogether for the combined but
independent systems? (b) If the same two samples are now placed in
thermal contact and brought to thermal equilibrium, the final
temperature will be 410 K. (Why might the final temperature not be
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the average? It isn't.) How many configurations are there now in the
combined system? Neglect any volume changes. (c) Demonstrate that
this process is spontaneous.

19.20 Obtain the barometric formula (Problem 1.35) from the
Boltzmann distribution. Recall that the potential energy of a
particle at height h above the surface of the Earth is mgh. Convert
the barometric formula from pressure to number density, N.

Compare the relative number densities, J'f(h)/Jf(0), for 02 and

11 20 at h = 8.0 km, a typical cruising altitude for commercial

aircraft.

19.21 Over time planets lose their atmospheres unless they are
replenished. A complete analysis of the overall process is very
complicated and depends upon the radius of the planet, temperature,
atmospheric composition, and other factors. Prove that the atmo-
sphere of planets cannot be in an equilibrium state by demonstrating
that the Boltzmann distribution leads to a uniform finite number
density as r -. co. Hint. Recall that in a gravitational field the

potential energy is V(r) = —GMm/r, where G is the gravitational

constant, M is the planet's mass, and ni the mass of the particle.
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19.22 Consider the distribution of particles in a fluid (liquid) as a
function of height in the fluid. Assume the particles have a slightly
greater density than the fluid. (a) Show that the potential energy of
such a particle is given by V(h) = v(p - p0)gh, where 9 is the mass

density of the particle, and Pa is the mass density of the fluid. (b)
Derive a formula for the number density of particles, N, in the fluid as
a function of height. (c) Perrin (1905) found for gamboge gum grains
in water with density 1.21 x 10.1 kg M-3 and volume 1.03 x 10-19 m3

at 4°C that the number density decreased to half its value at
h = 1.23 x 10 m. From this result determine the Boltzmann
constant and the Avogadro constant.

19.23 J. Sugar and A. Musgrove (J. Phys. Chem. W.  Data 22, 1213
(1993)) have published tables of energy levels for germanium atoms
and cations from Ge to Ge 31 . The lowest-lying energy levels in
neutral Ge are as follows.

3 P0 	 3 P 1	 3P2	 1D2	 'S0

E/cin	 0.0	 557.1	 1410.0 7125.3	 16367.3

Calculate the electronic partition function at 298 K and 1000 K by
direct summation. Hint. The degeneracy of a level is 2J + I.



Statistical
thermodynamics:
the machinery

In this chapter we apply the emim'pts of slot o ticot llicrnuidynorniis to the cr,Jrukd ion of
chemically significant quantifies. First, we cstutdich the relations between therniodynainic
functions and partition functions. Next, we show that the molecular partition function can
be factorized into contributions from each mode of motion, an(/ establish the formulas for
the partition functions for translational, rotational, vibriitionul, and electronic modes of
motion. These contributions con be calculated (ruin 5pcclro5eupic data. / molly, we turn to
specific calculations. These o;iplicntions include flu' n,ei,n energies of modes of motion, the
heat capacities of substances, and rsidoo1 entropies. In the final section, we see how to
calculate the equilibrium constant of a reaction and through that calculation understand
some of the molecular features that determine the magnitudes of equilibrium constants and

(heir temperature dependence.

Fundamental relations

20.1 The thermodynamic functions
20.2 The molecular partition

function

Usina statist;...-
thermodynamics

20.3 Mean energies
20.4 Heat capacities
20.5 Equations of state
20.6 Residual entropies
20.7 Equilibrium constants

Checklist of key ideas	 A partition function is the bridge between thermodynamics, spectroscopy, and quantum
mechanics. Once it is known it can be used to calculate thermodynamic functions, heat

Further reading	 capacities, entropies and equilibrium constants. It also sheds light on the significance of
these properties.

Exercises
Fundamental relations

Problems In this section we see how all the thermodynamic functions can be obtained once we know
the partition function. Then we see how to calculate the molecular partition function, and
through that the thermodynamic functions, from spectroscopic data.

19.1 The thermodynamic functions
We have already derived (in Chapter 19) the two expressions for calculating the internal
energy and the entropy of a system from its canonical partition function, Q:

U_U(0)=_()	 s=U?)+klnQ	 (1)
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where fi = I/kr. If the molecules are independent, we can go onto make the substitutions
Q = q' (if the molecules are also distinguishable, as in a solid) or Q = q"/N! (if they are
indistinguishable as in a gas). All the thermodynamic functions introduced in Part 1 are
related to U and S, so we have a route to their calculation from Q. For later convenience, the
expressions we derive here are collected in Table 20.1,

(a) The Helmholtz energy
The Helmholtz energy, A. is defined as A = U - TS. This relation implies that A(0) =
so substitution for U and S by using cqn 1 leads to the very simple expression

A –A(0) –kTlnQ	 (2)

(b) The pressure
It follows from classical thermodynamies, using an argument like that leading to eqn 5.10,1
that the pressure, p, and the Helmholtz energy are related by

/?IA '
P	 TV

Therefore,

	
(3)

P=kT(7)
	

(4)

This relation is entirely general, and may be used for any type of substance, including perfect
gases, real gases, and liquids.

Example 20.1 Deriving an equation of state

Derive an expression for the pressure of a gas of independent particles.

Method We can suspect that the pressure is that given by the perfect gas law. To proceed
systematically, substitute the explicit formula for Q for a gas of independent,
indistinguishale molecules (see Table 19.1) into eqn 4.

Answer For a gas of independent molecules, Q = q'/N! with q = V/A3:

(a]nQ'\ kT(oQ) NkT(3q)

NkTA 3 I NkT nRT--- =
V x
	 - -
ill V	 V

To derive this relation, we have used

- (a(VIA'))
v)	 ev	 T

and NkT = nNA kT = ,sRT.

Comment The calculation shows that the equation of state of a gas of independcnt
particles is indeed the perfect gas law. This calculation can be regarded as yet another way of
deducing that fi = i/kr.

Spedtcaily, from 4 = U	 2 Ioikws that d4 —pdv—sdrw(/ay) =_p

Table 20.1 Statistical thermodynamic rela-
tions

In terms of the canonical partition function Q

U – U(0) kin 
Q

A –A(0) –kTlnQ

/ In Q
P =

J1–H(0) 
=- ap

G - G(0) –kl'JnQ 
+

For indistinguishable independent particles
Q =

U - U(0) = _N(.!L)

S =0)+ nR(lnq - In)V + I)

G– G(0) = _nRTln(i)

where q is the molar partition function. For
distinguishable independent particles Q =

In
U - U(0) = –N

U -U(0)S=—	 +nRlnq

C - G(0) = –nRTInq
In general, for indistinguishable independent
particles.

N
()(,qcxtm.nLem.J)

N!
-	 N

The thermodynamic functions are then the
sums of internal and external (translational)
contributions.
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Self-test 20.1 Derive the equation of state of a sample for which Q = q'f/N!, with

q = VIA', where f depends on the volume.
Ip = nRT/V +kT(a1flf/ev)1

(c) The enthalpy
At this stage we can use the expressions for U and p in the definition H = U + PV to obtain

an expression for the enthalpy, H, of any substance:

 ((Laln ^
H — H(0) =	 (5)

We have already seen that U - U(0) = nRT for a gas of independent particles

(cqn 928o), and have just shown that pV = nRT. Therefore, for such a gas,2

H— H(0) = nRT
	 (6)°

(d) The Gibbs energy	 -
One of thi most imprtant thermodynamic functions for chemistry is the Gibbs energy,

G = H - TS = A + pV. We can now express this function in terms of the partition function

by combining the expressions for A and p:

G_G(0)=_kTlnQ+kTV(—)	 (7)

This expression takes a simple form for a gas of independent molecules because pV in the

expression G = A + pV can be replaced by nRT:

G—G(0)=—kTlnQ+nRT	 (8)°

Furthermore, because Q = qN /N! , and therefore In  = Nlnq - InN!, it follows that by

using Stirling's approximation (1nN!N inN - N) we can write

G - G(0) = —NkTInq+kTlnN! + nRT
= —nRTinq + L'T(N InN - N) + nRT	 (9)n

= _nRT1n()

with N = nNA. Now we see another interpretation of the Gibbs energy: it is proportional to
the logarithm of the average number of thermally accessible states per molecule.

It will turn out to be convenient to define the molar partition function, q = q/n (with

units moI), for then

G - G(0) = —nRTln-
\..NA)

20.2 The molecular partition function
The energy of a molecule is the sum of contributions from its different modes of motion:

(11)

where T denotes translation, R rotation. V vibration, and E the electronic contribution. This
separation is only approximate (except for translation) because the modes are not
completely independent, but in most cases it is satisfactory. The separation of the electronic
and vibrational motions, for example, is justified by the Born-Oppenheimer approximation

2 RecaM frory, Part 1 that we use a soperscsipf on an equal'On y,umr 10 dmte a ry,54J11 yalid Onfy for a pcsftct gas

(L0)°
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20.1 The contributions to the rotational partition
function of an HCl molecule at 25°C. The vertical
axis is the value of (V -I- l)e_ahi1l. Successive
terms (which are proportional to the populations of
the levels) pass through a m3xinum because the
population of individual states dcreases
exponentially, but the degeneracy of the levels
increases with I.
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(Chapter 141. and the separation of the vibrational and rotational modes is valid to the
fxtent that a molecule can be treated as a rigid rotor.

Given that the energy is a sum of independent contributions, the partition function
factorizes into a product of contributions (recall Section 19.2b):

q = e =

=	 (_t) (c_fir )(c_flr ) qTqRqVqE (12)

This factorization means that we can investigate each contribution separately.

(a) The translational contribution
The translational partition function of a molecule of mass m in a container of volume V was
derived in Section 192.

	

qT = ±1	 = h(.-P-_' 
/2	 h	

(13)

	

43	 \,2Trm)	 (2itinkT)112

Notice that q  as T - x because an infinite number of states becomes accessible as
the temperature is raised. Evth at room temperature qT2 x 10u for an 02 molecule in a
vessel of volume 100 cm3.

The thermal wavelength 4, lets us judge whether the approximations that led to the
expression for q  are valid. The approximations are valid if many states are occupied, which
requires VIA  to be large. That will be so if A is small compared with the linear dimensions
of the container. For 112 at 25°C, A 71 pm, which is far smaller than any conventional
container is likely to be (but comparable to pores in zeolites or cavities in clathrates). For 02,
a heavier molecule. A = 18 pro.

(b) The rotational contribution
As demonstrated in Example 19.1, the partition function of a nonsymmetrical (AB) linear
rotor is

(,R =	 (2J + l)e_	 (iii)	
(14)

I

The direct method of calculating qR is to substitute the experimental values of the rotational
energy levels into this expression and to sum the series numerically.

Example 20.2 Evaluating the rotatona I par1tion function explicitly
Evaluate the rotational partition function of iH35Cl at 25°C, given that B = 10.591 cm -

Method We use eqn 14, and evaluate it term by term. A useful relation is
kT/hc = 207.22 cm -1 at 298.15 K. The sum is readily evaluated using mathematical
software.

Aiiwer To show how successive terms cottribute, we draw up the following table using
!scB/kT	 0.05111 (Fig. 20.1!.

J	 0	 I	 2	 3	 4	 ...	 10
(2_f + l)e_00i314i)	 I	 2.71	 3.68	 3.79	 3.24	 ...	 0.08

The sum required by eqn 14 (the sum of the numbers in the last row of the table) is 19.9;
hence q  = 19.9 at this temperature. Ta}ing J up to 50 gives q 	 19.902.



Table 20.2° Rotational and vibrational tem-
peratures

Molecule	 Mode

H,
HCI

CO2
V2

113

Ov/K OR/K

6330	 88
4300	 9.4

309	 0.053
1997	 0.561
3380

-960

'For more values, sec Table 16.2 in the Data section
at the end of this volume, and use kc/k
l.439Kcm.
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Coinmenl Notice that about ten i-levels are significantly populated but the number of
populated states is larger on account of the (21 + 1)-fold degeneracy of each level. We
shall shortly encounter the approximation that q' kT/hcB, which in the.present case gives
q  = 19.6, in good agreement with the exact value, and with much less wo&

Self-test 20.2 Evaluate the rotational partition function for HCl at 0°C.
118.26]

At room temperature kT/hc 200 cm- 1 . The rotational constants of many molecules are
close to 1 cm -1 (Table 16.2) and often smaller. (The very light H 2 molecule, for which
B = 60.9 cm, is one exception.) It follows that many rotational levels are populated at
normal temperatures. When this is the case, the partition function may be approximated by

R kT
Linear rotors: q =

Nonlinear rotors: qR = 
(kT) 3/2 

C41tY/2	
(15)

BChc

where A, B, and C are the rotational constants of the molecule. However, before using these
expressions, read on (to eqns 17 and 20).

Justification 20.1

When many rotational states are occupied and kT is much larger than the separation
between neighbouring states, the sum in the partition function can be approximated by an
integral, much as we illustrated for translational motion in Justification 19.4:

qR = I (2J+ i)e''dJ
Jo

Although this integral looks complicated, it can be evaluated without much effort by
noticing that it can also be written as

qR 
=hcBJ (

je') J,,

Then, because the integral of a derivative of a function is the function itself,

q  
= flhCB e	 ID flhB

The calculation for a nonlinear molecule is along the same lines, but slightly trickier (see
Further reading).

A useful way of expressing the temperature above which the approximation is valid is to
introduce the rotational temperature O = !tcB/k. Then 'high temperature' means T
Some typical values are shown in Table 20,2. The value for H, is abnormally high and we
must be careful with the approximation for this molecule.

The general conclusion at this stage i5 that molecules with large moments of inertia (and
hence small rotational constants and low rotational temperatures) have large rotational
partition functions. The large value of q 5 reflects the closeness in energy (compared with kT)
of the rotational levels in large, heavy molecules, and the large number of them that are
accessible at normal temperatures.

We must take care, however, not to include too many rotational states in the sum. For a
homonuclear diatomic molecule or a symmetrical linear molecule (such as CO, or HC---CH), a
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rotation through 180 results in an indistinguishable state of the molecule. Hence, the
number of thermally accessible states is only half the number that can be occupied by a

	

.—ortho-H 2	 heteronuclear diatomic molecule, where rotation through 180° . does result in a
distinguishable state. Therefore, for a symmetrical linear molecule,

paraHa	
qR =	

(Ia)

The equations for symmetrical and nonsymmetrical molecules can be combined into a
/N	 single expression by introducing the symmetry number, c, which is the number of
/	 ..	 Indistinguishable orientations of the molecule. Then

	R 	 U
q 	

hR	 (17)

For a heteronuclear diatomic molecule o = 1 for a homonuclear diatomic molecule or a
symmetrical (D h ) linear molecule, cr = 2.

Justification 20.2

The quantum mechnical origin of the symmetry factor is the Pauli principle, which forbids
the occupation of certain states. We saw in Section 16.8, for example, that H 2 may occupy
rotational states with even J only if its nuclear spins are paired (porn -hydrogen), and odd I
states only if its nuclear spins are parallel (ortho-hydrogen). There are three states of
ortho -H 2 to each value of J (because there are three parallel spin states of the two nuclei).

To set up the rotational partition function we' note that ordinary' molecular hydrogen
is a mixture of one part pora-H 2 (with only its even-f rotational states occupied) and three
parts ortho-H2 (with only its odd-J rotational states occupied). Therefore, the average
partition function per molecule is

qR = lf E W + 1)e 83 ' > + 3 .! ± I)e(1+I)}	 (18)
even.!	 odd

The odd-f states are more heavily weighted than the even-J states (Fig. 20.2). From the
illustration we see that we would obtain approximately the same answer for the partition
function (the sum of all the populations) if each I term contributed half its normal value to
the sum, Tharis, the last equation can be approximated as

	

qR	 (2J + l)e_'&!(.!+t)	
(19)

and this approximation is very good when many terms contribute (at high temperatures).
The same type of argument may be used for linear symmetrical molecules in which

identical bosons are interchanged by rotation (such as CO 2 ). As pointed out in
Section 16.8, if the nuclear spin of the bosons is 0, then only even-f states are admissible.
Because only half the rotational states are occupied, the rotational partition function is
only half the value of the sum obtained by allowing all values off to contribute (Fig. 20.3).

The same care must be exercised for other types of symmetrical molecule, and for a
nonlinear molecule we write

/

	

qR	 I kT 3/2 7r	 1/2

(AC) (AI)

Some typical values of the symmetry numbers required are given in Table 20.2. The value
c(H2 0) =2 reflects the fact that a 180° rotation about its C2 axis interchanges two
indistinguishable atoms. In NH 3 , there are three indistinguishable orientations around its C3

J

211 2 The values of the individual terms
(21 + I)el4l) contributing to the mean
Partition function of a 3 I mixture of ortho- and
paru-H7 . The partition function is the sum of all
these terms. At high temperatures the sum is
approximately equal to the sum of the terms over
all values off, each with a weight of). This is the
sum of the contributions indicated by the curve.

il
/

I

02	 J

iti. 3 The relative Populations of the rotational
energy levels of COP . Only states with even I values
are occupied. The full line shows the smoothed,
averaged population of levels.

(20)

4
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axis. For Cl-i 4 , any of three 1200 rotations about any of its four C-H bonds leaves the
molecule in an indistinguishable state, the symmetry number is 3 x 4 = 12. For benzene,

any of six orientations around its C6 axis leaves it apparently unchanged, as does a rotation
of 180° around any of six C-, axes in the plane of the molecule.

A more formal way of arriving at the value of the symmetry number is to note that a is
the order (the number of elements) of the rotational subgroup of the molecule, the point
group of the molecule with all but the identity and the rotations removed. The rotational
subgroup of H0 is {E, C,.}, so a = 2. The rotational subgroup of NH 3 is {E, 2C3 1, so or = 3.
This recipe makes it easy to find the symmetry numbers for more complicated molecules. The
rotational subgroup of CH4 is obtained from the T character table as {E, 8C,., 3C,. }, so
a = 12. For benzene, the rotational subgroup of D61, is {E,2C6 ,2C3 ,C2 ,3C'2 ,3C2'}, so
a = 12.

Example 203 Estimating a rotational partition function
Estimate the rotational partition function of ethenc at 25°C given that A = 4.828 cm,
B = 1.0012 cm, andC 0.8282 cm-1.

McIh(ld Use eqn 20 with kT/hc = 207,226 cm. Next, identify the molecular point
group (for example, by using the chart in Fig. 15.14 or the shapes in Fig. 16.15). The
symmetry number is obtained by deciding on the rotational subgroup of the molecular point
group, and counting the number of elements in the group.

An',wcr The point group of the molecule is D. From that group's character table (see the
Data section), the rotational subgroup of D,.h consists of the elements {E, C20 , C,.,, C,.}.
The order of this subgroup is 4; therefore or = 4. Then, because ABC = 4.0033 cm -1 , it
follows that qR = 661.

Comment Ethene is quite a big molecule, the energy levels are close together (compared
with kT at room temperature), and many are significantly populated at room temperature.

Self-test 20 :t Evaluate the rotational partition function of pyridine, C 5 H 5 N, at room
temperature (A m,,0.2014 cm", B = 0.1936 cni, C = 0.0987 cm).

[4.3 x 109

(c) The vibrational contribution
The vibrational partition function of a molecule is calculated by substituting the measured
vibrational energy levels into the exponentials appearing in the definition of q", and
summing them numerically. In a polyatomic molecule each normal mode (Section 16.14) has
its own partition function (provided the anharmonicities are so small that the modes are
independent). The overall vibrational partition function is the product of the individual
partition functions, and we can write qv = qv (i)qv (2) where qv (K) is the partition
function for the Kth normal mode and is calculated by direct summation of the observed
spectroscopic levels.

Illustration
Given that a typical value of the vibrational partition function of one normal mode is
about 1. 14, and that a nonlinear molecule containing 10 atoms has 3N —6 = 24 normal
modes (Section 16.14a), the overall vibrational partition function is approximately
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20.4 The vibrational Partition function of a
molecule in theharmoni approximation. Note that
the partition function is linearly proportional to the
temperature when the temperature is high
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9V (11)24 = 9.8. Even though each vibrational i r ode is not appreciably excited there may
be so many modes in a molecule that overall their excitation is significant.

If the vibrational excitation is not too great, the harmonic approximation may be made,
and the vibrational energy levels written as

= (i. +)Iu.i	 v = 0,12...	 (21)

If we measure energies from the zero-point level (our general rule), then the permitted
values are c. = e'hei) and the partition function is

q  =	 =	
(c flh)r	

(22)

(because e'0 = (e)°). We met this sum in Example 19.2 (which is no accident: the ladder-
like array of levels in Fig. 19.3 is exactly the same as that of a harmonic oscillator). The series
can be summed in the same way, and gives

qV=	 1	
(23)

This function is plotted in Fig. 20.4. In a polyatomic molecule, each normal rode gives rise to
a partition function of this form.

Example 20.4 Calculating a vibrational partition function

The wavenumbers of the three normal modes of H 2 0 are 3656.7 cm, 1594.8 cm, and
3755.8 cm. Evaluate the vibrational partition function at 1500 K.

Method Use cqn 23 for each mode, and then form the product of the three contributions.
At 1500 K, kT/hc = 1042.6 cm'.

Answer We can draw up the following table displaying the contributions of each mode:
Mode:	 1	 2	 3
/cni	 3656.7	 1594.8	 3755.8

hci/kT	 3.507	 1.530	 3.602
qv	 1031	 1.276	 1.028

The overall vibrational partition function is therefore

E
0

C'4

•:s

	 lI

20.5 The doubly degenerate ground electronic level
of NO (with the spin and orbital agular
momentum around the axis in opposite directions)
and the doubly degenerate irst excited level (with
the spin and orbital momenta parallel). The upper
level is thermally accessible at room temperature.

Sclf-test 20.4 Repeat the calculation for CO 2 . where the vibrational wavenumbers are.
1388 cm, 667.4 cm - ', and 2349 cm ', the second being the doubly degenerate bending
mode.

(6.791

In many molecules the vibrational wavenumbers are so great that hth> 1. For example,
the lowest vibrational wavenumber of CH 4 is 1306 cm t , so /3hcü = 6.3 at room
temperature. C-H stretches normally lie in the range 2850 to 2960 cm, so for them
(hci 14. In these cases, in the denominator of q" is very close to zero (for example,
e 6 = 0.002), and the vibrational partition function for a single mode is very close to 1

qv = 1.031 x 1.276 x 1.028 = 1.353

Comment The vibrations of 1-1 2 0 are at such high wavenumbers that even at 1500 K most
of the motecuies are in their vibrational ground state.
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20.6 The variation with temperature of the
electronic partition function of an NO molecule.
Note that the curve resembles that for a two-level
system (Fig. 19.5). but rises from 2 (the degeneracy
of the lower level) and approaches 4 (the total
number of states) at high temperatures.
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(qV = 1.002 when fi/ici> = 6.3), implying that only the zero-point level is significantly

occupied.
Now consider the case of bonds so weak that fJhci' 4 U. When this condition is

satisfied, the partition function may be approximated by expanding tIle exponential

q	
I—(1—fThci+)
	 (24)

That is, for weak bonds at high temperatures,

( kT	 (25)

The temperatures for which eqn 25 is valid can be expressed in terms of the vibrational

temperature, 0,,, = hci/k (Table 20.2). In terms of the vibrational temperature. 'high

temperature' means T >' O. The value for H 2 is abnormally high because the atoms are so

light and the vibrational frequency consequently high.

(d) The electronic contribution
Electronic energy separations from the ground state are usually very large, so for most cases

q't = 1. An important exception arises in the case of atoms and molecules having
electronically degenerate ground states, in which case qE = g0, where g0 is the degeneracy

of the electronic ground state. Alkali metal atoms, for example, have doubly degenerate
ground states (corresponding to the two orientations of their electron spin), so qE = 2.

Some atoms and molecules have low-lying electronically excited states. (At high enough
temperatures, all atoms and molecules have thermally accessible, excited states.) An example
is NO, which has a configuration of the form . . . ir. 1 (the molecule has one electron more than

N 2 ). The orbital angular momentum may take two orientations with respect to the molecular
axis (corresponding to circulation clockwise or counter-clockwise around the axis), and the
spin angular momentum may also take two, giving four states in all (Fig. 20.5). The energy of
the two states in which the orbital and spin momenta are parallel (giving the 2 312 term) is

slightly greater than that of the two other states in which they are antiparallel (giving the2 1 12 term). The separation. which arises from spin-orbit coupling (Section 13.8), is only
121 cm. Hence, at normal temperatures, all four states are thermally accessible. If we
denote the cne7gies of the two levels as E112 = 0 and E312 = E. the partition function is

q l: = 	 ge	 = 2 4. 2e°	 (26)
ledsj

The variation of this function with temperature is shown in Fig. 20.6. At T = 0, qE 2,

because only the doubly degenerate ground state is accessible. At high temperatures, q 
approaches 4 because all four states are accessible. At 25°C, qE = 3.1.

(e) The overall partition function
The prtition functions for each mode of motion of a molecule are collected in Table 20.3.
The overall partition function is the product of each contribution. For a diatomic molecule
with no low-lying electronically excited states and T

f V \f kT \( 	 1	 \
q 
=)	 B )	 c c)	

(27)

Overall partition functions obtained in this way are approximate because they assume that
the rotational levels are very close and that the vibrational levels are harmonic. These
approximations are avoided by using the energy levels identified spectroscopically and

evaluating the sums explicitly.

Table 20.3' Symmetry numbers

Molecule

H 20	 2
NH 3 	3
CH 4 	12

CH6 	12

• For more values, see Table 16.2 in the
Data section.
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ExampIe20.5 Caieulatng a thermodynamic funetion from spectro-
Scopic data
Calculate the value of G - G(0) for H 2 0(g) at 1500 K given that A = 278778 cm,
B	 14.5092 cm	 and C 9.2869 cm -1 and the information in Example 20.4.

McIInid The starting point is eqri 10. For the standard value, we evaluate the translational
partition function at p (that is, at i- Pa exactly). The vibrational partition function was
calculated in Example 20.4. Use the expressions in Table 20.4 for the other contributions.

Answer For this C2. molecule, cT = 2. Because m 18.015 u, q = 1.706x 108 mo1.
For the vibrational contribution we have already found that q" = 1.352. For the rotational
contribution, q 8 = 486.7. Therefore,

G —G(0) = —(8.3145 JK 1 mo1)x(150OKto

108 mor) x486,7 x 1.352
X	

6.02214x10mo11

= —365.6 kimoF'

Self-lest 20.& Repeat the calculation for CO 2 . The vibrational data are given in Self-
test 20.4; B = 0.3902 cm.

[-366.6 iJrno

Table 20.4 Contributions to the molecular partition function

Translation

V t/2(h2J3 )

1749A/pm
(T1K) 2 (M1g mol)L

q	 r

	

=A	 2.561 x 10 2 (T/K)512 (M/g mol1)312

Rotation
(a)linear molecules

I	 0.6950	 T/K
q=—=•---- x

	

ahcBfi	 e	 (B/cm)
(b)Non-linear molecules

7t	 '/1	 1.0270	 312

or
q = !(l/hc/'3 /()	 (T/K)

(ARC/cm)
Vibration

-	 I	 -	 l.4388(i'/cns')
q - -	 - I - e	

a -
	 T/K

Electronic
q g0

where g0 is the degeneracy of the electronic ground state jwhen that is the only aecessible
level); at high temperatures, evaluate q explicitly.

= I/aT. It is often useful to note that
he

1.438 79 cm K

See also inside front cover for further information.
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20.1 The mean rotational energy of a
nonsymmetncal linear rotor Ss a Function of
temperature. At high temperatures IT t Os), the
energy is linearly proportional to the temperature,
in accord with the equipartition theorem.
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Using statistical thermodynamics
Any thermodynamic quantity can now be calculated from a knowledge of the energy levels
of molecules: we have merged thermodynamics and spectroscopy. In this section, we
indicate how to do the calculations for a number of important properties.

20.3 Mean energies
It is often useful to know the mean energy, (c), of various modes of motion. When the
molecular partition function can be factorized into contributions from each mode, the mean
energy of each mode M is

(cM ) 
= -( --)	

M = 1, R V, orE	 (2)
q

(a) The mean translational energy
To see a pattern emerging, we consider first a one-dimensional system of length X, for which
qT = X/A. with .4 - h( J3/2icm) 1 "2 . Then, if we note that A is a constant times $112,

•r	 A( 3 X1 - $1/2 d (,,11/2)__-	 - 1kT(c	 dfl 	 2p2

For a molecule free to move in three dimensions; the analogous calculation leads to

(29)

(30)

Both conclusions are in agreement with the classical equipartition theorem (see the
Introduction), that the mean energy of each quadratic contribution to the energy is !kT.
Furthermore, the fact that the mean energy is independent of the size of the container is
consistent with the thermodynamic result that internal energy of a perfect gas is
independent of its volume (Section 5.1b).

(b) The mean rotational energy
The mean rotational energy of a linear molecule is obtained from the partition function
given in eqn 14. When the temperature is low (T<ITR), the series must be summed term by
term, which gives

	

qR = I + 3c_2j	 + 5e 6 '1 +

Hence

R - !rCB(6c2'_+ 30c1 /ThCB +

— 1+ 3e 2 " + 506u,B +

	

This function is plotted in Fig. 20.7, At high temperatures (T	 On). qR is given by eqn 17,

and

i 
k 

dq K

	

= kT	 (32)

	

q 0	 d/3 ahc JIB /3

(qk is independent of V. so the partial derivatives have been replaced by complete
derivatives.) The high- temperature result is also in agreement with the equipartition
theorem, for the classical expression for the energy of a linear rotor isE =-J1 w -+
(There is no rotation around the line of atoms.) It follows from the cquipartition theorem
that the mean rotational energy is 2 x I kT = kT.

(31)
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lot-	 (c) The mean vibrational energy

->— I

/	

The vibrational partition function in the harmonic approximation is given in eqn 23. Because
qv is independent of the volume, it follows that 

dqV	 d (

	 )

I - -	 (33)
5
Lti/I = dfl	 - -	 -- (I - e-fl)2

and hence that

(V)	 (34)

The zero-point energy, hci, can be added to the right-hand side if the mean energy is to be
measured from 0 rather than the lowest attainable level (the zero-point level). The variation
of the mean energy with temperature is illustrated in Fig. 20.8.

At high temperatures, when T ' t1, or /3h6, 4 1, the exponential functions can be
expanded (c x = I + x + •) and all but the leading terms discarded. This approximation
leads to

(35)

This result is in agreement with the value predicted by the classical equipartition theorem,
because the energy of a one-dimensional oscillator is K = nw + i k2 and the mean value
of each quadratic term is 1 U.

20.4 Heat capacities
The constant-volume heat capacity is defined as C = (1U/OT). The derivative with
respect to T is converted into a derivative with respect to ( by using

- (!fl (I -	 I	
-- —k 2 --	 36

d7' dT) dfl - _ jd7' 	 dfl

It follows that

Cv =	 (37)

Because the internal energy of a perfect gas is a sum of contributions, the heat capacity is
also a sum of contributions from ekh mode. The contribution of mode M is

CmV =N(1ç1)= Nkfl2(;))	 (38)

(a) The individual contributions
The temperature is always high enough (provided the gas is above its condensation
temperature) for the mean translational energy to be kT, the equipartitio?T value.
Therefore, the molar constant-volume heat capacity is

d(3kT)
C tn = NA —--=	 (39)°

Translation is the only mode of motion for a monatomic gas so for such a gas
Ct m =	 - 12.47 J K ' mol* This result is very reliable: helium, for example, has this

40—B

n	

:; 
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20.8 The mean .rational energy of a molecule in
the harmonic approximation an a function of
temperature. At high temperatures IT p Ow). the
energy Is linearly proportional to the temperature,
in accord with the equipartition theorem.
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20. 10 The temperature dependence of the
vibrational heat capacity of a molecule in the
harmonic approximation calculated by using egn 41.
Note that the heat capacity is within 10 per cent of
its classical value for temperatures greater than O..
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20.11 The general features of the temperature
dependence of the heat capacity of diatomic
molecules are as shown here. Each mode br-comes
active when its characteristic temperature is
exceeded. The heat capacity becomes very large
when the molecule dissociates Secause the energy is
used to cause dissociation and not to raise the
temperature. Then it falls back to the translation-
only value of the atoms.
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value over a range of 2000 K. We saw in Section 3.3a that CPjn - Cv. n = R. so for a
monatomic perfect limis	 5;R, and therefore

CV 3
(40)°

When the temperature is high enough for the rotations of the molecules to be highly
excited (when 1 p.'. OR), we can use the equipartition value kT for the mean rotational
energy (for a linear rotor) to obtain Cv ,m = R. For nonlinear molecules, the mean rotational
energy rises to kT, so the molar rotational heat capacity rises to when T 0R Only the
lowest rotational state is occupied when the temperature is very ow, and then rotation does
not contribute to the heat capacity. We can calculate the rotational heat capacity at
intermediate temperatures by differentiating the equation for the mean rotational energy
(eqn 31). The resulting (untidy) expression, which is plotted in Fig. 209, shows that the
contribution rises from zero (when T = 0) to the equipartition value (when T OR).
Because the translational contribution is always present, we can expect the molar heat
capacity of a gas of diatomic molecules (C m 4 C,,,) to rise from R to	 as the
temperature is increased above °R•

Molecular vibrati qns contribute to the heat capacity, but only when the temperature is
high enough for them to be significantly excited. The equipartition mean energy is kT for
each mode, so the maximum contribution to the molar heat capacity isR. However, it is very
unusual for the vibrations to be so highly excited that equipartition is valid, and it is more
appropriate to use the full expression for the vibrational heat capacity, which is obtained by
differentiating eqn 34:

0
C	 = Rf2	 1 =	 ( — e_tsvir)	

(41)

where O, = IwO/k is the vibrational temperature. The curve in Fig. 20.10 shows how the
vibrational heat capacity depends on temperature. Note that even when the temperature is
only slightly above the vibrational temperature the heat capacity is close to its equipartition
value.3

(b) The overall heat capacity
The total heat capacity of a molecular substance is the sum of each contribution (Fig. 20.11).
When equipartition is valid (when the temperature is well above the characteristic
temperature of the mode, T .' O) we can estimate the heat capacity by counting the
numbers of modes that are active. In gases, all three translational modes are always active,
and contribute R to the molar heat capacity. If we denote the number of active rotational
modes by v (so for most molecules at normal temperatures r4 = 2 for linear molecules, and
3 for nonlinear molecules), then the rotational contribution is u4R. If the temperature is
high enough for vç vibrational modes to be active, the vibrational contribution to the molar
heat capacity is m4R. In most cases m4 0. It follows that the total molar heat capacity is

Cr,,., = (3 + v -I- 2U:)R	 (42)

Example 20.6 Estimating the molar heat capci1y of a gas

Estimate the molar constant-volume heat capacity of water vapour at 100°C. Vibrational
wavenumbers are given in Example 20.4; the rotational constants of an H 2 0 molecule are
27.9, 14.5, and 9.3 cm.

3	 Fqurlorm 41 o rsmerrlimily the umnr as We y isie,n formula for the heat capacity of a solid leyn 11.51 with Ov thebnslon
irrrcrrmar,.rn. I1, The MI aifn,rr,c. 0 that ,br.rI,uns can take place in thee rf,mrrsims in a s&5.
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ML hod We need to assess whether the rotational and vibrational modes are active by
computing their characteristic temperatures from the data (to do so, use
hc/k = 1.439 cm K).

Aiiwr The characteristic temperatures (in round numbers) of the vibrations are 5300 K,
2300 K, and 5400 K; the vibrations are therefore not excited at 373 K. The three rotational
modes have characteristic temperatures 40 K, 21 K, and 13 K. so they are fully excited, like
the three translational modes. The translational contribution is 2 R = 12.5 JK' mol'.
Fully excited rotations contribute a further 12.5 3K -t mot . Therefore, a value close to
25 J K- ' mol' is predicted.

Cuinnicit The experimental value is 26.1 3K- 1 niol'. The discrepancy is probably due to
deviations from perfect gas behaviour.

Sell-test	 Estimate the molar constant-volume heat capacity of gaseous 1 2 at 25°C
= 0.037 cm '; see Table 16.2 for more data).

[ii 3K- ' mol]

20.5 Equations of state
The canonical partition function, Q, is a function of the volume and the temperature of the
system and the number of molecules it contains. Therefore, eqn 4 for the pressure in terms
of the partition function has the form p = f(n, V, T). That is, eqn 4 is an equation of state.
The relation between p and Q is a very important route to the equations of state of real gases
in terms of intermolecular forces, for the latter can be built into Q.

We have already seen (Example 20.1) that the partition function for a gas of independent
particles leads to the perfect gas equation of state. pV = nRT. Real gases differ from perfect
gases in their equations of slate and we saw in Section 1.4b that their equations of state
may be written

B C
RT%	

(43)

where B is the second virial coefficient and C is the third virial coefficient.
The total kinetic energy of a gas is the sum of the kinetic energies of the individual

molecules. Therefore, even in a real gas the canonical partition function factorizes into a
part arising from the kinetic energy, which is the same as for the perfect gas, and a factor
called the configuration integral, Z, which depends on the intermolecular potentials. We
therefore write

Q=N	 (44)

By comparing this equation with eqn 19.4615 (Q = q"/N!, with q = V/A3), we see that for a
perfect gas

VV
(45)

For a real gas, Z is related to the total potential energy V of interaction of all the particles by

Z = fe'dr i dr2 ... drN 	 (46)
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Illustration
When the molecules do net interact with one another, V = 0, and hence	 = I. Then

VN

because f dr = V. where V is the volume of the container. This result coincides with eqii 45.

When we consider only interactions between pairs of particles the configuration integral
simplifies to

Z = fcVdridr2	 (47)

The second virial coefficient then turns out to be

B = _,ffdri dr2	 I C-" I	 (49)

The quantity f is thMaycrf-function: it goes to zero when the two particles are so far
apart that V = 0. When the intermolecular interaction depends only on the separation r of

the particles and not on their relative orientation, as in the interaction of closed-shell atoms
and titrahedral and octahedral molecules, eqn 48 simplifies to

B=_2ltNA Jfr2 dr	 (49)

The integral can be evaluated (usually numerically) by substituting an expression for the
intermolecular potential energy.

Intermolecular potential energies are discussed in more detail in Chapter 22, where
several expressions are developed for them. At this stage, we can illustrate how eqn 49 is
used by considering the hard-sphere potential, which is infinite when the separation of the
two molecules, r, is less than or equal to a certain value a, and is zero for greater separations.
Then

e'0	 f= —1	 when r<c (and V=cc) 	
(50)

= I	 f=0	 when r>o (and V=0)

It follows from cqn 49 that the second virial coefficient is

B = 2ItNA / r2 dr =
	 (51)

This calculation of B raises the question as to whether a potential can be found which, when
the virial coefficients are evaluated, gives the van der Waals equation of state. Such a
potential can be found: it consists of a hard-sphere repulsive core and a long-range, shallow
attractive region. A further point is that, once a second virial coefficient has been calculated
for a given intermolecular potential, it is possible to calculate other thermodynamic
properties that depend on the form of the potential. For example, it is possible to calculate
the isothermal Joule-Thomson coefficient, ,u. (Section 3.2c), from the thermodynamic
relation

= B -	 (52)

and from the result calculate the Joule-Thomson coefficient itself by using eqn 3.19.



2(i.1' The possible Iocatiins of H atoms around a
central 0 atom in an ice crystal are shown by the
spheres. Only one of the locations un each bond
may be occupied by an atom, and two H atoms
must be close to the 0 atom and two H atoms must
be distant from it.
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20.6 Residual eritropie
Entropies may be calculated from spectroscopic data: they may also he measured
experimentally (Section 4.3d). In many cases there is good agreement, but-in some the
experimental entropy is less than the calculated value. One possibility is that the
experimental determination failed to take a phase transition into account (and a term of
the form AI.,..,H/T.,, incorrectly omitted from the sum). Another possibility is that some
disorder is present in the solid even at T = 0. The entropy at T = 0 is then greater than zero,
and is called the residual entropy.

The origin and magnitude of the residual entropy can be explained by considering a
crystal composed of AU molecules, where A and B are similar atoms (such as CO. with its
very small electric dipole moment). There may be so little energy difference between
...AB AB AB AB AB BA BA AB..., and other random arrangements that the
molecules adopt either orientation at random in the solid. We can readily calculate the
entropy arising from residual disorder by using the Boltzmann formula S = kin W. To do so,
we suppose that two oricniations are equally probable, and that the sample consists of N
molecules. Because the same energy can be achieved in 2' different ways (because each
molecule can take either of two orientations), the total number of ways of achieving the
same energy is W = 2. It follows that

S = kIn 2	 Nk In 2 = oR In 2	 (53)

We can therefore expect a residual molar entropy of R In 2 = 5.8 J K - 1 mol' for solids
composed of molecules that can adopt either of two orientations at T 0. If .s orientations
are possible, the residual molar entropy will be

(54)

An FCI03 molecule, for example, can adopt four orientations with about the same energy,
and the calculated residual molar entropy of R1n4 = 11.5 JK mo1 1 is in good
agreement with the experimental value (10.1 J K mol'). For CO. the measured residual
entropy is .S J K - ' moI , which is close to R In 2, the value expected for a random structure
of the form CO CO CC CO CC OC....

The residual entropy of ice is 3.4 J K - mol . This value can be explained in terms of the
hydrogen-bonded structure of the solid. Each 0 atom is surrounded tetrahedrally by four H
atoms, two of which are attached by short o r bonds, the other two being attached by long
hydrogen bonds (Fig. 20.12). The randomness lies in which two of the four bonds are
short, and an approximate anaiysis (see the Justification below) leads to
S.,, (0) R In = 3.4 J K	 , in good agreement with the experimental value.

Justification 20.3

Consider a sample of ice that consists of N H 2 0 molecules. Each of the 2N H atoms can be
in one of two positions: either close to or far from an 0 atom (Fig. 20.13). There are
therefore 2 2N possible arrongements. However, not all these arrangements are acceptable.
Indeed, of the 2 4 = 16 ways of arranging four H atoms around one 0 atom, ont-cix have
two short and two long OH distances and hence are acceptable. Therefore, the number of
permitted arrangements is

W=2	 N 35N
(T) - 

(I) AI

 then follows that the residual molar entropy is R In(3/2), as stated in the text.
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20.13 The six possible arrangement of H atoms in
the locations identified in Fig. 20.12.

20.7 Equilibrium constants
The Gibbs energy of a as of independent molecules is given b y eqn 10 in terms of the molar

partition function, q = q/n. The equilibrium constant K of a reaction is related The

standard Gibbs energy of reaction by EsG = —RTInK. To calculate the equilibrium

constant, we must combine these two equations. We shall consider gaspha5e reactions in
which the equilibrium constant is expressed in terms of the partial pressures of the reactants

and products.

(a) The relation between K and the partition function
To find an expression for the standard reaction Gibbs energy we need expressions for the

standard molar Gibbs energies. G o In, of each species. For these expressions we need the

value of the molar partition function when p p (where p = I bar): we denote this

standard molar partition function q. Because only the translational component depends

on the pressure, we can find q by evaluating the partition function with V replaced by V,

where V = RT/p. For a specks J it follows that

Gr'Th = G7 1 (0) — RTln ( -\	 (55)'
\, NA)

70.14 The definition of 5,E0 for the calculation of

equilibrium constants.

where q is the standard molar partition function of J. by combining expressions like this

one (as shown in the Justification below), it turns out that the equilibrium constant for the

reaction

aA + bB -.---' cC + dD

is given by the expression

K 

=	
5,E0/RT	 (56)

(q , /NA ) q0,m/N)

where A rEo is the difference in molar energies of the ground states of the products and

reactants (this term is defined more precisely in the Justification), and is calculated from th

bond dissociation energies of the species (fig. 20.14).
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Justificalion 20.4

The standard molar reaction Gibbs energy for the reaction is

= Cm + dG0	 -A.

= CG m (0) ± dG m (0) - aG(0) - bGm(0)

I	 (q\	 fq,01'\	 ('i\	 (q- R7'(cln___) + dlny	 - aIn
NA 

	

NA 	 NA	 A
y_-) -

Because G(0) = U(0), the first term on the right is

AE0 .- UUm(0) ± dU(0) - UU m (0) - bU:m (0)	 (57)

the reaction internal energy at T = 0 (a molar quantity).
Now we can write

(	 c

= A rE, - RT
d

(NA
I n	 ) +ln( 

o )
—

-	
a o.

N'A
ht

1/'?Bm'\
)	 jIf(qm/NAY(qm/NA) a

= r1 'o -RTIn
I /
LY? An/NA) 

(q/f)h

I	 rEo I(qm/NAY(qm/N,t)fl 1
= -RT1-4

At this stage we can pick out an expression for K by comparing this equation with
-RTInK, which gives

/E0

	I

d(q/N) (qD,rn/NA)
InK= - ----- +In

RT

This expression is easily rearranged into eqn 56 by taking antilogarithms of both sides.4

(b) A dissociation equilibrium
We shall illustrate the application of eqn 56 to an equilibrium in which a diatomic molecule
X2 dissociates into its atoms:

X2 (g)2X(8)	 K=-1_- (58)

According to eqn 56 (with a 1, h = 0, c = 2, and d = 0):
(q/N)2	 2

K	 E0/RT =	 c,E0RT	 (59)
X2 	 X2

with

	

= 2U m (0) - U m (0) = D0 (X—X)	 (60)

where 00 (X—X) is the dissociation energy of the X—X bond.

4	 in terms of the general chemical equation for a reaction, eqn 2.40. we would write

+ K=
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The standard molar partition functions of the atoms X are

(,, \	 RTg
q x.m = XX T)

A x	 P'tx

because V,0= R7/p 8 ; gx is the degeneracy of the electronic ground state of X. The
diatomic molecule X, also has rotational and vibrational degrees of freedom, so its standard
molar partition function is

or	 R
qx

V
-

	-x. X', -	 Rx2qx2
-	 -	 -	 -Pe 

'1x2

where Xx, is the degeneracy of the electronic ground state of X2. It follows that the
equilibrium constant is

kT2.A1.
K -	 161 k V 6

p c' gx,qxqx4x

where we have used RNA = k, the Boltzmann constant. All the quantities in this expression
can be calculated from spectroscopic data. The As are defined in Table 20.4 and depend on
he masses of the species and the temperature: the expressions for the rotational and

vibrational partition functions are also available in Table 20.4 and depend on the rotational
constant and vibrational wavenumber of the molecule.

fxanipl 20 1 Evaluating an equilibrtum COnSt8fll

Evaluate the equilibrium constant for the dissociation Na 2 (9) 2Na(g) at 1000 K from the
following data: B 0.1547 cm* i = 159.2 cm, D9 = 70.4 kJmoI* The Na atoms
have doublet ground terms.

Method The partition functions required are specified in eqn 61. They are evaluated by
using the expressions in Table 20.4. For a homonuclear diatomic molecule, ii = 2. In the
evaluation of kT/p° use p' = 105 Pa and I Pam 3 = I J.

Anwcr The partition functions and other quantities required are as follows:

A(Na 2 )=.S.l4pm	 A(Na)= 11.5 pm
qR (Na 2) 2246	 qV(Na2) = 4.885

x(Na) = 2	 g(Na2) = I

Then, from eqn 61

K - (1.38x I0	 JK')x (1000 K)x4 x (8.14x 10 - rn)3 
xe

(10 Pa) x2246x4,885x(1.15x 10-" rn)6

= 2.42

Comment For conversion to an equilibrium constant in terms of molar concentrations, use

1] = p,/RT.

Sclf-tcst 20.1 Evaluate K at 1500 K.

[521
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(c) Contributions to the equilibrium constant
We are now in a position to appreciate the physical basis of equilibrium constants. To see
what is involved, consider a simple R P gas-phase equilibrium (R for reactants, P for
products).

Figure 20.15 shows two sets of energy levels; one set of states belongs to R. and the
other belongs to P. The populations of the states are given by the Boltzmann distribution,
and are independent of whether any given state happens to belong to R or to P. We can
therefore imagine a single Boltzmann distribution spreading, without distinction, over the
two sets of states. If the spacings of Rand Pare similar (as in Fig. 20.15), and P lies above R.
the diagram indicates that R will dominate in the equilibrium mixture. However, if P has a
high density of states (a large number of states in a given energy range, as in Fig. 20.16)
then, even though its zero-point energy lies above that of R, the species P might still
dominate at equilibrium,

P

20.15 The array of Rkactantsl and P(roducts)
energy levels. At equilibrium all are accessible (to
differing extent, depending on the temperature),
and the equilibrium composition of the system
reflects the overall Boltzmann distribution of
populations. As LSFQ increases. R becomes
dominant.

20,16 It is important to take into account the
densities of states of the molecules, Even though P
might lie well above It in energy (that is, AE is
large and positive), P might have so many states
that its total population dominatrl in the mixture.
In classical thermodynamic terms. . have to take
entropies into accoun t as well as cntlslpies when
considering equilibria.
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It is quite easy to show (see the Justification below) that the ratio of numbers of Rand P
molecules at equilibrium is given by

N 1 .	 qp -ti! 0/RT

NR -

and therefore that the equilibrium constant for the reaction is

K=
	 (63)
qR

just as would be obtained from eqn

Justification 20.5

(62)

20.17 The model used in the text for expIorIrs5 the
effects of energy scparatrflS and.densit,ts of states
on equilibria. The products I' can dominate provided
tiE0 is not too large and that ! has an appreciable
density of states,

The population in a state I of the composite (R, P) system is

Ne-flu
o h =

where N is the total nmber of molecules. The total number of R molecules is the sum of
these populations taken over the states belonging to R: these states we label r with
energies c. The total number of P molecules is the sum over the states belonging to P;
these states we label p with energies c, (the prime is explained in a moment):

NR =	 r =	 e'	 N =>	
= 'cc' e°

r	 ,

The sum over the states of R is its partition function, q. so

Nq
R - q

The sum over the states of P is also a partition function, but the energies are measured
from the ground state of the combined system, which is the ground state of R. However,

because u, = c., + &, where AEO is the separation of zero-point energies (as in

Fig. 20.16),

Np =	 ep"tt 
= ( 

e p)c	 =

The switch from AFO lk to A EO IR in the last step is the conversion of molecular enerciies to

molar energies.
The equilibrium constant of the R 	 P reaction is proportional to the ratio of the

numbers of the two types of molecule, Therefore,

K = =
NR qR

as in eqn 63.

The content of eqn 63 can be seen mgst clearly by exaggating the molecular features
that contribute to it. We shall suppose that R has only a single accessible level, which implies
that q5 = I. We also suppose that P has a large number of evenly, closely spaced
levels (Fig. 20.17). The partition function of P is then qp = kT/c. In this model system, the

S for an If P oquilikiiivm. tire V iac5o, in bc pahtnrn trincitons -anceI, so the appearance of gin oIr of q * has no client. In
the caw of a more general rrarIinrr. thc conuersion From q in g o comes about at the stage of ronnorting the pressures that occur
in K In numbers of rrra!eculet
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equilibrium constant is

K
	

(64)

When ArE0 is very large, the exponential term dominates and K I. which implies that very
little P is present at equilibrium. When Lr1ri is small but still positive. K can exceed I
because the factor kT/e may be large enough to overcome the small size of the exponential
term. The size of K then reflects the predominance of Pat equilibrium on account of its high
density of states. At low temperatures K I, and the system consists entirely of R. At high
temperatures the exponential function approaches I and the pre-exponential factor is large.
Hence P becomes dominant. We see that, in this endothermic reaction (endothermic because
P lies above RI, a rise in temperature favours P. because its states become accessible. This
behaviour is what we saw, from the outside, in Chapter 9.

The model also shows why the Gibbs energy, G, and not just the enthalpy, determines the
position of equilibrium. It shows that the density of states (and hence the entropy) of each
species as well as their relative energies controls the distribution of populations and hence
the value of the equilibrium constant.

Checklist of key Ideas
Fundamental relations 	 rotational temperature

symmetry number

20.1 The thermodynamic	 Li rotational subgroup

functions	 vibrational temperature
[j see Table 20.1
Li molar partition function	 Using statistical

(10)	 thermodynamics

20.2 The molecular partition 	 20.3 Mean energies
function	 [j mean energy of a mod? (28)

1 see Table 20.4
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Exercises
20.1 (a) Use the equipartition theorem to estimate the constant-
volume molar heat capacity of (a) 1 3 (b) CH, (c) C5 H 6 in the gas phase
at 25°C.

20.1 (b) Use the equipartition theorem to estimate the constant-
volume molar heat capacity of (a) Oa. (b) C 2 H 6, (c) CO 3 in the gas
phase at 25°C.

20.2 (a) Estimate the value of y = C',/CI, for gaseous ammonia and
methane. Do this calculation with and without the vibrational
contribution to the energy. Which is closer to the expected
experimental value at 25°C?

20.2 (b) Estimate the value of  = C/C, for carbon dioxide. Do this
calculation with and without the vibrational contribution to the
energy. Which is closer to the expected experimental value at 25°C?

20.3 (a) Estimate the rotational partition function of HCI at (a) 25°C
and (b) 250°C.

20.3 (b) Estimate the rotational partition function of 0 2 at (a) 25°C
and (b) 250°C.

20.4 (a) Give the symmetry number for each of the following
molecules: (a) CO. (h) 0, (c) H2 S, (d) SiH 4 , and (e) CHCI3.
20.4 (b) Give the symmetry number for each of the following
molecules: (a) CO2 . (b) 03 , (c) S031 (d) SF, and (e) Al2CI6.

20.5 (a) Calculate the rotational partition function of H 2 0 at 298 K
from its rotational constants 27.878 cm, 14.509 cm', and
9.287 cm* Above what temperature is the high-temperature
approximation valid?

20.5 (b) Calculate the rotational partition function of 50 3 at 298 K
from its rotational constants 2.02736 cm, 0.34417 cm -1 , and
0.293535 cm. Above what temperature is the high-temperature
approximation valid?

20.6 (a) From the results of Exercise 20.5a, calculate the rotational
contribution to the molar entropy of gaseous water at 25°C.

20.6 (b) From the results of Exercise 20.5b, calculate the rotational
contribution to the molar entropy of sulfur dioxide at 25°C.

20.7 (a) Calculate the rotational partition function of CH, (a) by
direct summation of the energy levels at 298 K and 500 K, and (b) by
the high-temperature approximation. Take B = 5.2412 cm

20.7 (b) Calculate the rotational partition function of CH 3 CN (a) by
direct summation of the energy levels at 298 K and 500 K. and (b) by
the high-temperature approximation. Take A = 5.28 cm and
B = 0.307 cm.

20.8 (a) The bond length of 02 is 120.75 pm. Use the high-
temperature approximation to calculate the rotational partition
function of the molecule at 300 K.

20.8 (b) The WOE molecule is an asymmetric rotor with rotational
constants 3.1752 cm, 0.3951 cm, and 0.3505 cm. Calculate
the rotational partition fu'nction of the molecule at(a) 25°C, (b) 100°C.

20.9 (a) Plot the molar heat capacity of a collection of harmonic
oscillators as a function of T/Ov, and predict the vibrational heat
capacity of ethyne at (a) 298 K. (b) 500 K. The normal modes (and

their degeneracies in parentheses) occur at wavenumbers 612(2).
729(2), 1974, 3287, and 3374 cm.
20.9 (b) Plot the molar entropy of a collection of harmonic
oscillators as a function of T/0, and predict the standard molar
entropy of ethyne at (a) 298 K. (b) 500 K. For data, see the preceding
exercise.

20.10 (a) A C0 1 molecule is linear, and its vibrational wavenumbers
are 1388.2 cmi, 667.4 cm- '. and 2349.2 cm', the last being
doubly degenerate and the others non-degenerate. The rotational
constant of the molecule is 0.3902 cm'. Calculate the rotational and
vibrational contributions to the molar Gibbs energy at-298 K.
20.10 (b) An 03 molecule is angular, and its vibrational wavenum-
bers are 1110 cm -1 , 705 cm, and 1042 cm'. The rotational
constants of the molecule are 3.553 cm - ', 0.4452 cm, and
0.3948 cm Calculate the rotational and vibrational contributions
to the molar Gibbs energy at 298 K.
20.11 (a) The around level of Cl is 2P 15 and a 2P,2 level lies
881 cm- 1 above it. Calculate the electronic contribution to the heat
capacity of Cl atoms at (a) 500 K and (b) 900 K.
20.11(b) The first electronically excited state of 02 is	 and lies
7918.1 cm above the ground state, which is 31 Calculate the
electronic contribution to the molar Gibbs energy of 0 7 at 400 K.
20.12 (a) The ground state of the CO 2 ,ion in CoSO4 . 711 2 0 may be
regarded as 4T912 . The entropy of the solid at temperatures below I K
is derived almost entirely from the electron spin. Estimate the molar
entropy of the solid at these temperatures.

20.12 (b) Estimate the contribution of the spin to the molar entropy
of a solid sample of a d-metal complex with S =

20.13 (a) Calculate the residual molar entropy of a solid in which the
molecules can ado pt (a) three, (b) five, (c) six orientations of equal
energy at 1 = 0.

20.13 (b) Suppose that the hexagonal molecule C 6 HF6 _,, has a
residual entropy on account of the similarity of the H and F atoms.
Calculate the residual for each value of ,,.

20.14 (a) An average human DNA molecule has 5 x 101 binucico-
tides (rungs on the DNA ladder) J four ciitferent kinds. If each rung
were a raidom choice of one of these four possibilities, what would be
the residual entropy associated with this typical DNA molecule?

20.14 (b) Calculate the standard molar entropy of N 2 (g) at 298 K
from its rotational constant B 1.9987 cm and its vibrational
wavenumber r3 2358 cm'. The thermochemical value is
192.1 J K inol'. What does this suggest about the solid at T = 0?
20.15 (a) Calculate the equilibrium constant of the reaction
l(g	 . 21(g) at 10(X) K from the following data for 17:

= 214.36 cm- ', B = 0.0373 cm', D = 1.5422 eV- The ground
state of the I atoms is 2 P312 , implying fourfold degeneracy.
20.15 (Ii) Calculate the value of K at 298 K for the gas-phase
isotopic exchange reaction 2Y9Brfi13r Br'9Br + 51 Br8 ' Br. The Br2
molecule has a non-degenerate ground state, with no other electronic
states nearby. Base the calculation on the wavenumber of the
vibration of 79 8r°'Br, which is 323.33 cm.
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Problems

Numerical prublcms

20.1 The NO molecule has a doubly dcgencratelcctronic ground
state and a doubly degenerate excited state at 121.1 cm'. Calculate
the electronic contribution to the molar heat capacity of the molecule
at (a) 50 K. (b) 298 K, and (c) 50) K.

20.2 Explore whether a magnetic field can influence the heat
capacity of a paramagnetic molecule by calculating the electronic
contribution to the heat capacity of an NO, molecule in a magnetic
field. Estimate the total constant-volume heat capacity using
equipartition, and calculate the percentage change in heat capacity
brought about by a 5.0 T magnetic field at (a) 50 K, (b) 2911 K.

20.3 The energy levels of a CO 3 group attached to a larger fragment
are given by the expression for a particle on a ring, provided the group
is rotating freely. What is the high-temperature contribution to the
heat capacity and the entropy of such a freely rotating group at
25°C? The moment of inertia of CH 3 about its (	 axis is
5.341 x 10	 kgm2.

20.4 Calculate the temperature dependence of the heat capacity of
p-H 2 (in which only rotational states with even values of J are
populated) at low temperatures on the basis that its rotational levels
J = 0 andJ = 2 constitute a system that resembles a two-level system
except for the degeneracy of the upper level. Use B = 60.864 cor'
and sketch the heat capacity curve. The experimental heat capacity of
p-H, does in fact show a peak at low temperatures.

20.5 The pure rotational microwave spectrum of HCI has absorption
lines at the following wavenunthers (in cm): 21.19, 4237. 63.56,
84.75, 105.93, 127.12, 148.31, 169.49, 190.68. 211.87, 233.0rt.

254.24, 275.43, 296.62, 317.80, 3311.99, 360.18, 381.36. 402.55,
423.74, 444.92,-466.11, 487.30, .508.48. Calculate the rotational
partition function at 25°C by direct summation.

20.6 Calculate and plot as a function of temperature, in the rsltgc
300 K to 1000 K. the equilibrium constant for the reaction
CD4 (g) + HCI(g) CHD 3 (g) + DCl(g) using the following data
(numbers in parentheses are degeneracies): i'(CHD3)/cm
2993(1), 2142(1), 1003(3), 1291(2), 1036(2); i(CD 4 )/cm' =
2109(1),	 1092(2), 2259(3), 996(3); 6(HCl)/cm	 =2991;
L'(DCI)/cm-' = 2145;	 B(HCI)/cm = 10.59;	 B(DCI)/cm' =
5.445; B(Cl-lD3)/crn =3.28; 4(CHO 3 )/cm' =2.63; B(CD)/
cIn L = 2.63.
20.7 The exchange of deuterium between acid and water is an
important type of equilibrium, and we can examine it by using

spectroscopic data on the molecules. Calculate the equilibrium
constant at (a) 298 K and (b) 800 K for the gas-phase exchange
reaction H 2 0 + DCI	 1100 + HCI from the following data:
i(H 2 O)/cm = 3656.7, 1594.8, 3755.11; i2(HDO)/cm	 = 2726.71
1402.2, 3707.5; A(H 70)/cm = 27.88, 1J(O 2O)/cm = 14.51,
C(H2 0)/cm = 9.29; A(HD0)/cm	 23.311, B(HD0)/cm =
9.102, C(HDO)/cm'	 6.417; B(HCl)/cm = 10.59; B(DCI)/

= 5.449; t(HCl)/cm = 2991; i(DCl)/crn = 2145.

Thoretic problems
20.8 Derive the Sackur-Tct,-udc equation for a monatomic gas
confined to a two-dimensional surface, and hence derive an
expression for the standard molar entropy of condensation to form
a mobile surface film.

20.9 Derive expressions for the internal energy, heat capacity,
entropy. Helmholtz energy, and Gibbs energy of a harmonic oscillator.
Express the results in terms of the vibrational temperature, Ov and
pint graphs of each property against T/Ov.

20.10 Although expressions like <e> = —dlnq/d$ are useful for
formal manipulations in statistical thermodynamics, and for
expressing thermodynamic functions in neat formulas, they are
sometimes more trouble than they are worth in practical applications.

When presented with a table of energy levels, it is often much more
convenient to evaluate the following sums directly:

q =	 ) =	 =

(a) Derive expressions for the internal energy, heat capacity, and
entropy in terms of these three functions. (b) Apply the technique to
the calculation of the electronic contribution to the constant volume
molar heat capacity of magnesium vapour at 5000 K using the
following data:

Term	 'S	 3p 	 3p,	 3p 	 1 p,	 3S
Degeneracy	 I	 I	 3	 5	 3	 3

Ii	 21850 21870 21911 35051 41197

20.11 Determine whether a magnetic field can influence the value of
an equilibrium constant. Consider the equilibrium 1 2 (g) 21(g) at
1000 K

'
and calculate the ratio of equilibrium constants K(S)/K,

where K(S) is the equilibrium constant when a magnetic field 5 is
present and removes the degeneracy of the four states of t} 2P,2
level. Data on the species are given in Exercise 20.1 Ba. The Cit ronic
g-value of the atoms is 4 . Calculate the field required to char'e the
equilibrium constant by I per cent.

20.12 The heat capacity ratio of a gas determines the speed of sound
in it through the formula

C' 
= ()-RT 1 

/2

J^F)

where ' = C,,/C and M is the molar mass of the gas. Deduce an
expression for the the speed of sound in a perfect gas of (a) diatomic,
(b) linear triatomic, (c) nonlinear triatomic molecules at high
temperatures (with translation and rotation active). Estimate the
speed of sound in air at 25°C.



PROBLEMS

Additional problcnu supplied by Carmes GiMnt.
and Charles Trapp

20.13 For H 3 , at very low temperatures, only the translational
contribution to the heat capacity is observed. At temperatures above
OR = hcB/k, the rotational contribution to the heat capacity
becomes significant. At still higher temperatures, above O. =
the vibrations contribute. But at this latter temperature, dissociation
of the molecule into the atoms must be considered. (a) Explain the
origin of the expressions for OR and O,,, and calculate their values for
hydrogen. (b) Obtain an expression for the molar constant-pressure
heat capacity ol hydrogen at all temperatures taking into account the
dissociation of hydrogen. (c) Make a plot of the molar constant-
pressure heat capacity as a function of temperature in the high-
temperature region where dissociation of the molecule is significant.

20.14 J.G. Dojahn, E.C.M. Chen, and W.E. Wentworth (J. Phys. Chem.
100, 9649 (1996)) characterized the potential energy curves of the
ground and electronic states of homonuclear diatomic halogen
anions. The ground state of F is IZI with a fundamental vibrational
wavenumber of 450.0 cm and equilibrium internuclear distance of
190.0 pm. The first two excited states are at 1.609 and 1.702 eV
above the ground state. Compute the standard molar entropy of F at
298 K.
20.15 R. Viswanathan, R.W. Schmude,Jr, and K.A. Gingerich(J. F'hys.
Chem. 100, 10784 (1996)) studied thermodynamic properties of
several boron-silicon gas-phase species experimentally and theore-
tically. These species can occur in the high-temperature chemical
vapour deposition of silicon-based semiconductors. Among the
computations they reported was computation of the Gibbs function
of BSi(g) at several temperatures based on a ground state with
equilibrium internuclear distance of 190.5 pm and fundamental
vibrational wavenurnber of 772 cm and a 2 P0 first excited level
8000 cm above the groundievel. Compute t. standard molar
Gibbs function G(2000 K) - G(0).
20.16 In a spectroscopic study of the fullerenc Cw, F. Negri.
G. Orlandi, and F. Zerbetto (i. Phys. Chem. 100, 10849 (1996))
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reviewed the wavcnunibcrs of all the vibrational modes of the
molecule. The wavenumber for the single A 0 mode is 976 cm;
wavenurnbers for the four threefold degenerate T modes are 525,
578, lISO, and 1430 cm'; wavenumbers for the five threefold
degenerate T1,, modes are 354, 715, 1037, 1190. and 1540 cm;
wavenunibers for 51X fourfold degenerate G. modes are 345, 757.776,
963, 1315, and 1410 cm; and wavenumbers for the seven fivefold
degenerate H,, modes are 403, 525, 667, 738, 1215, 1342, and
1566 cm . How many modes have a vibrational temperature O
below 1000 K? Estimate the molar constant-volume heat capacity of
Cw at 1000 K, counting as active all modes with Ov below this
temperature.

20.17 J. Hutter, H.P. Ldthi, and F. Diederich (J. Amer. Chem. Soc.
116, 750(1994)) examined the geometric and vibrational structure of
several carbon molecules of formula C,. Given that the ground state
of (' 3 , a molecule found in interstellar space and in flames, is a bent
singlet with moments of inertia 39.340, 39.032, and 0.3082 u A2 and
with vibrational wavenumbers of 63.4. 1224.5, and 2040 cm',

.onipute (;(10.00 K) - G,0 (0) and G,'(1000 K) - G 0 (0) for C3.

20.18 The molecule C1 7 02 , which is believed to participate in the
seasonal depletion of ozone over Antarctica, has been studied by
several means. M. Birk, R.R. Friedl, E.A. Cohen, U.M. Pickett, and
S.P. Sander (I. ('hem. Phys. 91, 6588 (1989)) report its rotational
constants (actually (-B) as 0 109.4. 2409.8, and 2139.7 MHz. They
also report that its rotational spectrum indicates a molecule with a
symmetry number of 2.19. J. Jacobs, M. Kronberg, H.S.P. MUller, and
H. Willner Li. Amer. Chem. Soc. 116, 1106 (1994)) report its
vibrational wavenumbers as 753, 542, 310, 127, 646. and 419 cm.
Compute G,(200 K)—G,'(0) of Cl207.

20.19 (a) Show that the number of molecules in any given rotational
state of n linear molecule is given by N = C(2J 4 1)et.1O1kT,
where C is a constant. (b) Use this result to prove eqn 1645 for the f
value of the most highly populated rotational energy level. (c)
Estimate the temperature at which the spectrum of HCI shown in Fig.
16.40 was taken.


