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TThis appendix discusses a number of the basic tools and techniques that managers can use to enhance the efficiency and effectiveness of planning and decision making. We first describe forecasting, an extremely important tool, and then discuss several other planning techniques. Next we discuss several tools that relate more to decision making. We conclude by assessing the strengths and weaknesses of the various tools and techniques.

## Forecasting

To plan, managers must make assumptions about future events. But unlike wizards of old, planners cannot simply look into a crystal ball. Instead, they must develop forecasts of probable future circumstances. Forecasting is the process of developing assumptions or premises about the future that managers can use in planning or decision making.

## Sales and Revenue Forecasting

As the term implies, sales forecasting is concerned with predicting future sales. Because monetary resources (derived mainly from sales) are necessary to finance both current and future operations, knowledge of future sales is of vital importance. Sales forecasting is something that every business, from Exxon to a neighborhood pizza parlor, must do. Consider, for example, the following questions that a manager might need to answer:

1. How much of each of our products should we produce next week? next month? next year?
2. How much money will we have available to spend on research and development and on new-product test marketing?
3. When and to what degree will we need to expand our existing production facilities?
4. How should we respond to union demands for a 5 percent pay increase?
5. If we borrow money for expansion, when can we pay it back?

None of these questions can be answered adequately without some notion of what future revenues are likely to be. Thus, sales forecasting is generally one of the first steps in planning.

Unfortunately, the term sales forecasting suggests that this form of forecasting is appropriate only for organizations that have something to sell. But other kinds of organizations also depend on financial resources, and so they also must forecast. The University of South Carolina, for example, must forecast future state aid before planning course offerings, staff size, and so on. Hospitals must forecast their future income from patient fees, insurance payments, and other sources to assess their ability to expand. Although we will continue to use the conventional term, keep in mind that what is really at issue is revenue forecasting.
forecasting The process of developing assumptions or premises about the future that managers can use in planning or decision making
sales forecasting The prediction of future sales
revenue forecasting The prediction of future revenues from all sources

Several sources of information are used to develop a sales forecast. Previous sales figures and any obvious trends, such as the company's growth or stability, usually serve as the base. General economic indicators, technological improvements, new marketing strategies, and the competition's behavior all may be added together to ensure an accurate forecast. Once projected, the sales (or revenues) forecast becomes a guiding framework for various other activities. Raw-material expenditures, advertising budgets, sales-comr, ission structures, and similar operating costs are all based on projected sales figures.

Organizations often forecast sales across several time horizons. The longerrun forecasts may then be updated and refined as various shorter-run cycles are completed. For obvious reasons, a forecast should be as accurate as possible, and the accuracy of sales forecasting tends to increase as organizations learn from their previous forecasting experience. But the more uncertain and complex future conditions are likely to be, the more difficult it is to develop accurate forecasts. To offset these problems partially, forecasts are more useful to managers if they are expressed as a range rather than as an absolute index or number. If projected sales increases are expected to be in the range of 10 to 12 percent, a manager can consider all the implications for the entire range. A 10 percent increase could dictate one set of activities; a 12 percent increase could call for a different set of activities.

## Technological Forecasting

technological forecasting The prediction of what future technologies are likely to emerge and when they are likely to be economically feasible

Technological forecasting is another type of forecasting used by many organizations. It focuses on predicting what future technologies are likely to emerge and when they are likely to be economicaily feasible. In an era when technological breakthrough and innovation have become the rule rather than the exception, it is important that managers be able to anticipate new developments. If a manager invests heavily in existing technology (such as production processes, equipment, and computer systems) and the technology becomes obsolete in the near future, the company has wasted its resources.

The most striking technological innovations in recent years have been in electronics, especially semiconductors. Home computers, electronic games, and sophisticated communications equipment are all evidence of the electronics explosion. Given the increasing importance of technology and the rapid pace of technological innovation, it follows that managers will grow increasingly conceraed with technological forecasting in the years to come.

## Other Types of Forecasting

Other types of forecasting are also important to many organizations. Resource forecasting projects the organization's future needs for and the availability of human resources, raw materials, and other resources. General economic conditions are the subject of economic forecasts. For example, some organizations undertake population or market-size forecasting. Some organizations also attempt to forecast future government fiscal policy and various government regulations that might be
put into practice. Indeed, almost any component in an organization's environment may be an appropriate area for forecasting.

## Forecasting Techniques

To carry out the various kinds of forecasting we have identified, managers use several different techniques. ${ }^{1}$ Time-series analysis and causal modeling are two common quantitative techniques.

Time-Series Analysis The underlying assumption of time-series analysis is that the past is a good predictor of the future. This technique is most useful when the manager has a lot of historical data available and when stable trends and patterns are apparent. In a time-series analysis, the variable under consideration (such as sales or enrollment) is plotted across time, and a "best-fit" line is identified. ${ }^{2}$ Figure A. 1 shows how a time-series analysis might look. The dots represent the number of units sold for each year from 1994 through 2002. The best-fit line has also been drawn in. It is the line around which the dots cluster with the least variability. A manager who wants to know what sales to expect in 2003 simply extends the line. In this case the projection would be around eighty-two hundred units.

Real time-series analysis involves much more than simply plotting sales data and then using a ruler and a pencil to draw and extend the line. Sophisticated mathematical procedures, among other things, are necessary to account for seasonal and cyclical fluctuations and to identify the true best-fit line. In real situations, data seldom follow the neat pattern found in Figure A.1. Indeed, the data points may be so widely dispersed that they mask meaningful trends from all but painstaking, computer-assisted inspection.
time-series analysis A forecasting technique that extends past information into the future through the calculation of a best-fit line


Figure A. 1

## An Example of

Time-Series Analysis
Because time-series analysis assumes that the past is a good predictor of the future, it is most useful when historical data are available, trends are stable, and patterns are apparent. For example, it can be used for projecting estimated sales for products like shampoo, pens, and automobile tires. (Of course, few time-series analyses yield such clear results because there is almost always considerably more fluctuation in data from year to year.)
causal modeling A group of different techniques that determine casual relationships between different variables
regression model An equation that uses one set of variables to predict another variable
econometric model A causal model that predicts major economic shifts and the potential impact of those shifts on the organization

Causal Modeling Another useful forecassting technique is causal modeling. Actually, the term causal modeling represents a group of several techniques. Table A. 1 summarizes three of the most useful approaches. Regression models are equations created to predict a variable (such as sales volume) that depends on several other variables (such as price and advertising). The variable being predicted is called the dependent variable; the variables used to make the prediction are called independent variables. A typical regression equation used by a small business might take this form:

$$
y=a x_{1}+b x_{2}+c x_{3}+d
$$

where
$y=$ the dependent variable (sales in this case)
$x_{1}, x_{2}$, and $x_{3}=$ independent variables (advertising budget, price, and commissions)
$a, b$, and $c=$ weights for the independent variables calculated during development of the regression model

$$
d=\mathrm{a} \text { constant }
$$

To use the model, a manager can insert various alternatives for advertising budget, price, and commissions into the equation and then compute $y$. The calculated value of $y$ represents the forecasted level of sales, given various levels of advertising, price, and commissions. ${ }^{3}$

Econometric models employ regression techniques at a much more complex level. Econometric models attempt to predict major economic shifts and the potential impact of those shifts on the organization. They might be used to predict various age, ethnic, and economic groups that will characterize different regions of the United States in the year 2010 and also to predict the kinds of products and services these groups may want. A complete econometric model may consist of hundreds or even thousands of equations. Computers are almost always necessary to apply them. Given the complexities involved in developing econometric mod-

| Regression models $\quad$Used to predict one variable (called the dependent variable) on <br> the basis of known or assumed other variables (called indepen- <br> dent variables). For example, we might predict future sales based <br> on the values of price, advertising, and economic levels. |  |
| :---: | :--- |
| Econometric models | Make use of several multiple-regression equations to consider the <br> impact of major economic shifts. For example, we might want to <br> predict what impact the migration toward the Sun Belt might <br> have on our organization. |
| Economic indicator, $\quad$Various population statistics, indexes, or parameters that predict <br> organizationally relevant variables such as discretionary income. <br> Examples include cost-of-living index, inflation rate, and level of <br> unemployment. |  |

els, many firms that decide to use them rely on outside consultants specializing in this approach.

Economic indicators, another form of causal model, are population statistics or indexes that reflect the economic well-being of a population. Examples of widely used economic indicators include the current rates of national productivity, inflation, and unemployment. In using such indicators, the manager draws on past experiences that have revealed a relationship between a certain indicator and some facet of the company's operations. Pitney Bowes Data Documents Division, for example, can predict future sales of its business forms largely on the basis of current GNP estimates and other economic growth indexes.

Qualitative Forecasting Techniques Organizations also use several qualitative techniques to develop their forecasts. A qualitative forecasting technique relies more on individual or group judgment or opinion rather than on sophisticated mathematical analyses. The Delphi procedure, described in Chapter 9 as a mechanism for managing group decision-making activities, can also be used to develop forecasts. A variation of it-the jury-of-expert-opinion approach-involves using the basic Delphi process with members of top management. In this instance, top management serves as a collection of experts asked to make a prediction about something-competitive behavior, trends in product demand, and so forth. Either a pure Delphi or a jury-of-expert-opinion approach might be useful in technological forecasting.

The sales-force-composition method of sales forecasting is a pooling of the predictions and opinions of experienced salespeople. Because of their experience, these individuals are often able to forecast quite accurately what various customers will do. Management combines these forecasts and interprets the data to create plans. Textbook publishers use this procedure to project how many copies of a new title they might sell.

The customer evaluation technique goes beyond an organization's sales force and collects data from customers of the organization. The customers provide estimates of their own future needs for the goods and services that the organization supplies. Managers must combine, interpret, and act on this information. This approach, however, has two major limitations. Customers may be less interested in taking time to develop accurate predictions than are members of the organization itself, and the method makes no provision for including any new customers that the organization may acquire. Wal-Mart helps its suppliers use this approach by providing them with detailed projections regarding what it intends to buy several months in advance.

Selecting an appropriate forecasting technique can be as important as applying it correctly. Some techniques are appropriate only for specific circumstances. For example, the sales-force-composition technique is good only for sales forecasting. Other techniques, like the Delphi method, are useful in a variety of situations. Some techniques, such as the econometric models, require extensive use of computers, whereas others, such as customer evaluation models, can be used with little mathematical expertise. For the most part, selection of a particular technique depends on the nature of the problem, the experience and preferences of the manager, and available resources. ${ }^{4}$
economic indicator A key population statistic or index that reflects the economic well-being of a population

## qualitative forecasting

technique One of several techniques that rely on individual or group judgment rather than on mathematical analyses

## Other Planning Tecniques

linear programming A planning technique that determines the optimal combination of resources and activities

Of course, planning involves more than just forecasting. Other tools and techniques that are useful for planning purposes include linear programming, breakeven analysis, and simulations.

## Linear Programming

Linear programming is one of the most widely used quantitative tools for planning. Linear programming is a procedure for calculating the optimal combination of resources and activities. It is appropriate when there is some objective to be met (such as a sales quota or a certain production level) within a set of constraints (such as a limited advertising budget or limited production capabilities).

To illustrate how linear programming can be used, assume that a small electronics company produces two basic products-a high-quality cable television tuner and a high-quality receiver for picking up television audio and playing it through a stereo amplifier. Both products go through the same two departments, first production and then inspection and testing. Each product has a known profit margin and a high level of demand. The production manager's job is to produce the optimal combination of tuners $(T)$ and receivers $(R)$ that maximizes profits and uses the time in production (PR) and in inspection and tasting (IT) most efficiently. Table A. 2 gives the information needed for the use of linear programming to solve this problem.

The objective function is an equation that represents what we want to achieve. In technical terms, it is a mathematical representation of the desirability of the consequences of a particular decision. In our example, the objective function can be represented as follows:

$$
\text { Maximize profit }=\$ 30 X_{T}+\$ 20 X_{R}
$$

where
$R=$ the number of receivers to be produced
$T=$ the number of tuners to be produced
The $\$ 30$ and $\$ 20$ figures are the respective profit margins of the tuner and receiver, as noted in Table A.2. The objective, then, is to maximize profits.

However, this objective must be accomplished within a specific set of constraints. In our example, the constraints are the time required to produce each product in each department and the total amount of time available. These data are also found in Table A. 2 and can be used to construct the relevant constraint equations:
$10 T+6 R \leq 150$
$4 T+4 R \leq 80$
(that is, we cannot use more capacity than is available), and of course,
$T \geq 0$
$R \geq 0$

## Table A. 2

## Production Data for Tuners and Receivers

Linear programming can be used to determine the optimal number of tuners and receivers an organization might make. Essential information needed to perform this analysis includes the number of hours each product spends in each department, the production capacity for each department, and the profit margin for each product.

|  | Number of Hours <br> Required per Unit |  | Production <br> Capacity <br> for Day <br> (in Hours) |
| :--- | :---: | :---: | :--- |
| Department | Tuners (T) | Receivers (R) |  |
| Production (PR) | 10 | 6 | 150 |
| Inspection and testing (IT) | 4 | 4 | 80 |
| Profit margin | $\$ 30$ | $\$ 20$ |  |

The set of equations consisting of the objective function and constraints can be solved graphically. To start, we assume that production of each product is maximized when production of the other is at zero. The resultant solutions are then plotted on a coordinate axis. In the PR department, if $T=0$ then:

$$
\begin{aligned}
& 10 T+6 R \leq 150 \\
& 10(0)+6 R \leq 150
\end{aligned}
$$

$R \leq 25$
In the same department, if $R=0$ then:

$$
\begin{aligned}
& 10 T+6(R) \leq 150 \\
& 10 T+6(0) \leq 150
\end{aligned}
$$

$$
T \leq 15
$$

Similarly, in the IT department, if no tuners are produced,
$4 T+4 R \leq 80$
$4(0)+4 R \leq 80$
$R \leq 20$
and, if no receivers are produced,
$4 T+4 R \leq 80$
$4 T+4(0) \leq 80$
$T \leq 20$
The four resulting inequalities are graphed in Figure A.2. The shaded region represents the feasibility space, or production combinations that do not exceed the capacity of either department. The optimal number of products will be defined at one of the four

## Figure A. 2

## The Graphical Solution of a Linear Programming Problem

Finding the graphical solution to a linear programming problem is useful when only two alternatives are being considered. When problems are more complex, computers that can execute hundreds of equations and variables are necessary. Virtually all large firms, such as General Motors, Texaco, and Sears, use linear programming.

breakeven analysis A procedure for identifying the point at which revenues start covering their associated costs
corners of the shaded area-that is, the firm should produce twenty receivers only (point C), fifteen tuners only (point B), thirteen receivers and seven tuners (point E), or no products at all. With the constraint that production of both tuners and receivers must be greater than zero, it follows that point E is the optimal solution. That combination requires 148 hours in PR and 80 hours in IT and yields $\$ 470$ in profit. (Note that if only receivers were produced, the profit would be $\$ 400$; producing only tuners would mean $\$ 450$ in profit.)

Unfortunately, only two alternatives can be handled by the graphical method, and our example was extremely simple. When there are other alternatives, a complex algebraic method must be employed. Real-world problems may require several hundred equations and variables. Clearly, computers are necessary to execute such sophisticated analyses. Linear programming is a powerful technique, playing a key role in both planning and decision making. It can be used to schedule production, select an optimal portfolio of investments, allocate sales representatives to territories, or produce an item at some minimum cost.

## Breakeven Analysis

Linear programming is called a normative procedure because it prescribes the optimal solution to a problem. Breakeven analysis is a descriptive procedure because it simply describes relationships among variables; then it is up to the manager to make decisions. We can define breakeven analysis as a procedure for identifying the point at which revenues start covering their associated costs. It might be used to analyze the effects on profits of different price and output combinations or various levels of output.

Figure A. 3 represents the key cost variables in breakeven analysis. Creating most products or services includes three types of costs: fixed costs, variable costs, and total costs. Fixed costs are costs that are incurred regardless of what volume of output is being generated. They include rent or mortgage payments on the building, managerial salaries, and depreciation of plant and equipment. Variable costs vary with the number of units produced, such as the cost of raw materials and direct labor used to make each unit. Total costs are fixed costs plus variable costs. Note that because of fixed costs, the line for total costs never begins at zero.

Other important factors in breakeven analysis are revenue and profit. Revenue, the total dollar amount of sales, is computed by multiplying the number of units sold by the sales price of each unit. Profit is then determined by subtracting total costs from total revenues. When revenues and total costs are plotted on the same axes, the breakeven graph shown in Figure A. 4 emerges. The point at which the lines representing total costs and total revenues cross is the breakeven point. If the company represented in Figure A. 4


## Figure A. 4

## Breakeven Analysis

After total costs are determined and graphed, the manager then graphs the total revenues that will be earned on different levels of sales. The regions defined by the intersection of the two graphs show loss and profit areas. The intersection itself shows the breakeven point-the level of sales at which all costs are covered but no profits are earned.
sells more units than are represented by point A, it will realize a profit; selling below that level will result in a loss.

Mathematically, the breakeven point (expressed as units of production or volume) is shown by the formula

$$
B P=\frac{T F C}{P-V C}
$$

where

$$
B P=\text { breakeven point }
$$

$$
T F C=\text { total fixed costs }
$$

$P=$ price per unit
$V C=$ variable cost per unit
Assume that you are considering the production of a new garden hoe with a curved handle. You have determined that an acceptable selling price will be $\$ 20$. You have also determined that the variable costs per hoe will be $\$ 15$, and you have total fixed costs of $\$ 400,000$ per year. The question is, How many hoes must you sell each year to break even? Using the breakeven model, you find that

$$
\begin{aligned}
& B P=\frac{T F C}{P-V C} \\
& B P=\frac{400,000}{20-15} \\
& B P=80,000 \text { units }
\end{aligned}
$$

Thus, you must sell eighty thousand hoes to break even. Further analysis would also show that if you could raise your price to $\$ 25$ per hoe, you would need to sell only forty thousand to break even, and so on.
organizational simulation $A$ model of a real-world situation that can be manipulated to discover how it functions

The state of New York used a breakeven analysis to evaluate seven variations of prior approvals for its Medicaid service. Comparisons were conducted of the costs involved in each variation against savings gained from efficiency and improved quality of service. The state found that only three of the variations were cost effective. ${ }^{5}$

Breakeven analysis is a popular and important planning technique, but it also has noteworthy weaknesses. It considers revenues only up to the breakeven point, and it makes no allowance for the time value of money. For example, because the funds used to cover fixed and variable costs could be used for other purposes (such as investment), the organization is losing interest income by tying up its money prior to reaching the breakeven point. Thus, managers often used breakeven analysis as only the first step in planning. After the preliminary analysis has been completed, more sophisticated techniques (such as rate-of-return analysis or discounted-present-value analysis) are used. Those techniques can help the manager decide whether to proceed or to divert resources into other areas.

## Simulations

Another useful planning device is simulation. The word simulate means to copy or to represent. An organizational simulation is a model of a real-world situation that can be manipulated to discover how it functions. Simulation is a descriptive, rather than a prescriptive, technique. Northern Research \& Engineering Corporation is an engineering consulting firm that helps clients plan new factories. By using a sophisticated factory simulation model, the firm recently helped a client cut several machines and operations from a new plant and to save over $\$ 750,000$.

To consider another example, suppose the city of Houston was going to build a new airport. Issues to be addressed might include the number of runways, the direction of those runways, the number of terminals and gates, the allocation of various carriers among the terminals and gates, and the technology and human resources needed to achieve a target frequency of takeoffs and landings. (Of course, actually planning such an airport would involve many more variables than these.) A model could be constructed to simulate these factors, as well as their interrelationships. The planner could then insert several different values for each factor and observe the probable results.

Simulation problems are in some ways similar to those addressed by linear programming, but simulation is more useful in very complex situations characterized by diverse constraints and opportunities. The development of sophisticated simulation models may require the expertise of outside specialists or consultants, and the complexity of simulation almost always necessitates the use of a computer. For these reasons, simulation is most likely to be used as a technique for planning in large organizations that have the required resources.

## PERT

PERT A planning tool that uses a network to plan projects involving numerous activities and their interrelationships

A final planning tool that we will discuss is PERT. PERT, an acronym for Program Evaluation and Review Technique, was developed by the U.S. Navy to help coordinate the activities of three thousand contractors during the development of the

Polaris nuclear submarine, and it was credited with saving two years of work on the project. It has subsequently been used by most large companies in different ways. The purpose of PERT is to develop a network of activities and their interrelationships and thus highlight critical time intervals that affect the overall project. PERT follows six basic steps:

1. Identify the activities to be performed and the events that will mark their completion.
2. Develop a network showing the relationships among the activities and events.
3. Calculate the time needed for each event and the time necessary to get from each event to the next.
4. Identify within the network the longest path that leads to completion of the project. This path is called the critical path.
5. Refine the network.
6. Use the network to control the project.

Suppose that a marketing manager wants to use PERT to plan the test marketing and nationwide introduction of a new product. Table A. 3 identifies the basic steps involved in carrying out this project. The activities are then arranged in a network like the one shown in Figure A.5. In the figure, each completed event is represented by a number in a circle. The activities are indicated by letters on the lines connecting the events. Notice that some activities are performed independently of one another and that others must be performed in sequence. For example, test production (activity a) and test site location (activity c) can be done at the same time, but test site location has to be done before actual testing (activities f and g) can be done.

| Activities | Events |  |
| :---: | :---: | :---: |
|  | 1 | Origin of project. |
| a Produce limited quantity for test marketing. | 2 | Completion of production for test marketing. |
| b Design preliminary package. | 3 | Completion of design for preliminary package. |
| c Locate test market. | 4 | Test market located. |
| d Obtain local merchant cooperation. | 5 | Local merchant cooperation obtained. |
| e Ship product to selected retail outlets. | 6 | Product for test marketing shipped to retail outlets. |
| f Monitor sales and customer reactions. | 7 | Sales and customer reactions monitored. |
| $g$ Survey customers in test-market area. | 8 | Customers in test-market area surveyed. |
| h Make needed product changes. | 9 | Product changes made. |
| i Make needed package changes. | 10 | Package changes made. |
| j Mass-produce the product. | 11 | Product mass-produced. |
| $k$ Begin national advertising. | 12 | National advertising carried out. |
| 1 Begin national distribution. | 13 | National distribution completed. |

## Table A. 3

Activities and Events for Introducing a New Product PERT is used to plan schedules for projects, and it is particularly useful when many activities with critical time intervals must be coordinated. Besides launching a new product, PERT is useful for projects like constructing a new factory or building, remodeling an office, or opening a new store.

## Figure A. 5

A PERT Network for Introducing a New Product


The blue numbers and letters correspond to the numbers and letters used in Table A.3.
The orange numbers refer to the expected number of weeks for each activity.
critical path The longest path through a PERT network

The time needed to get from one activity to another is then determined. The normal way to calculate the time between each activity is to average the most optimistic, most pessimistic, and most likely times, with the most likely time weighted by 4. Time is usually calculated with the following formula:

$$
\text { Expected time }=\frac{a+4 b+c}{6}
$$

where
$a=$ optimistic time
$b=$ most likely time
$c=$ pessimistic time
The expected number of weeks for each activity in our example is shown in parentheses along each path in Figure A.5. The critical path-or the longest path through the PERT network--is then identified. This path is considered critical because it shows the shortest time in which the project can be completed. In our example, the critical path is 1-2-3-6-7-9-10-11-12-13, totaling fifty-seven weeks. PERT thus tells the manager that the project will take fifty-seven weeks to complete.

The first network may be refined. If fifty-seven weeks to completion is too long a time, the manager might decide to begin preliminary package design before the test products are finished. Or the manager might decide that ten weeks rather than twelve is a sufficient time period to monitor sales. The idea is that if the critical path can be shortened, so too can the overall duration of the project. The PERT network serves as an ongoing framework for both planning and control throughout the project. For example, the manager can use it to monitor where the project is relative to where it needs to be. Thus, if an activity on the critical path takes longer than planned, the manager needs to make up the time elsewhere or live with the fact that the entire project will be late.

## Decision-Making Tools

Managers can also use a number of tools that relate more specifically to decision making than to planning. Two commonly used decision-making tools are payoff matrices and decision trees.

## Payoff Matrices

A payoff matrix specifies the probable value of different alternatives, depending on different possible outcomes associated with each. The use of a payoff matrix requires that several alternatives be available, that several different events could occur, and that the consequences depend on which alternative is selected and on which event or set of events occurs. An important concept in understanding the payoff matrix, then, is probability. A probability is the likelihood, expressed as a percentage, that a particular event will or will not occur. If we believe that a particular event will occur seventy-five times out of one hundred, we can say that the probability of its occurring is 75 percent, or .75 . Probabilities range in value from 0 (no chance of occurrence) to 1.00 (certain occurrence-also referred to as 100 percent). In the business world, there are few probabilities of either 0 or 1.00 . Most probabilities that managers use are based on subjective judgment, intuition, and historical data.

The expected value of an alternative course of action is the sum of all possible values of outcomes from that action multiplied by their respective probabilities. Suppose, for example, that a venture capitalist is considering investing in a new company. If he believes there is a .40 probability of making $\$ 100,900$, a .30 probability of making $\$ 30,000$, and a .30 probability of losing $\$ 20,000$, the expected value ( $E V$ ) of this alternative is

$$
\begin{aligned}
& E V=.40(100,000)+.30(30,000)+.30(-20,000) \\
& E V=40,000+9,000-6,000 \\
& E V=\$ 43,000
\end{aligned}
$$

The investor can then weigh the expected value of this investment against the expected values of other available alternatives. The highest $E V$ signals the investment that should most likely be selected.

For example, suppose another venture capitalist wants to invest $\$ 20,000$ in a new business. She has identified three possible alternatives: a leisure products company, an energy enhancement company, and a food-producing company. Because the expected value of each alternative depends on short-run changes in the economy, especially inflation, she decides to develop a payoff matrix. She estimates that the probability of high inflation is .30 and the probability of low inflation is 70 . She then estimates the probable returns for each investment in the event of both high and low inflation. Figure A. 6 shows what the payoff matrix
payoff matrix A decision-making tool that specifies the probable value of different alternatives, depending on different possible outcomes associated with each
probability The likelihood, expressed as a percentage, that a particular event will or will not occur
expected value When applied to alternative courses of action, the sum of all possible values of outcomes from that action multiplied by their respective probabilities

## Figure A. 6

## An Example of a Payoff Matrix

A payoff matrix helps the manager determine the expected value of different alternatives. A payoff matrix is effective only if the manager ensures that probability estimates are as accurate as possible.
decision tree A planning tool that extends the concept of a payoff matrix through a sequence of decisions

High inflation Low inflation (probability of .30) (probability of.70)

might look like (a minus sign indicates a loss). The expected value of investing in the leisure products company is

$$
\begin{aligned}
& E V=.30(-10,000)+.70(50,000) \\
& E V=-3,000+35,000 \\
& E V=\$ 32,000
\end{aligned}
$$

Similarly, the expected value of investing in the energy enliancement company is

$$
\begin{aligned}
& E V=.30(90,000)+.70(-15,000) \\
& E V=27,000+(-10,500) \\
& E V=\$ 16,500
\end{aligned}
$$

And, finally, the expected value of investing in the food-processing company is

$$
\begin{aligned}
& E V=.30(30,000)+.70(25,000) \\
& E V=9,000+17,500 \\
& E V=\$ 26,500
\end{aligned}
$$

Investing in the leisure products company, then, has the highest expected value.
Other potential uses for payoff matrices include determining optimal order quantities, deciding whether to repair or replace broken machinery, and deciding which of several new products to introduce. Of course, the real key to using payoff matrices effectively is making accurate estimates of the relevant probabilities.

## Decision Trees

Decision trees are like payoff matrices because they enhance a manager's ability to evaluate alternatives by making use of expected values. However, they are most appropriate when there are several decisions to be made in sequence.

Figure A. 7 illustrates a hypothetical decision tree. The small firm represented wants to begin exporting its products to a foreign market, but limited capacity re-

## Figure A. 7

## An Example of a Decision Tree

A decision tree extends the basic concepts of a payoff matrix through multiple decisions. This tree shows the possible outcomes of two levels of decisions. The first decision is whether to expand to China or to France. The second decision, assuming that the company expands to China, is whether to increase shipments to China, build a plant close to China, or initiate shipping to France.

stricts it to only one market at first. Managers feel that either France or China would be the best place to start. Whichever alternative is selected, sales for the product in that country may turn out to be high or low. In France, there is a . 80 chance of high sales and a .20 chance of low sales. The anticipated payoffs in these situations are predicted to be $\$ 20$ million and $\$ 3$ million, respectively. In China, the probabilities of high versus low sales are .60 and .40 , respectively, and the associated payoffs are presumed to be $\$ 25$ million and $\$ 6$ million. As shown in Figure A.7, the expected value of shipping to France is $\$ 16,600,000$, whereas the expected value of shipping to China is $\$ 17,400,000$.

The astute reader will note that this part of the decision could have been set up as a payoff matrix. However, the value of decision trees is that we can extend the model to include subsequent decisions. Assume, for example, that the company
inventory model A technique that helps managers decide how much inventory to maintain
just-in-time (JIT) An inventory management technique in which materials are scheduled to arrive in small batches as they are needed, eliminating the need for resources such as big reserves and warehouse space
queuing model A model used to optimize waiting lines in organizations
begins shipping to China. If high sales do in fact materialize, the company will soon reach another decision situation. It might use the extra revenues to (1) increase shipments to China, (2) build a plant close to China and thus cut shipping costs, or (3) begin shipping to France. Various outcomes are possible for each decision, and each outcome will also have both a probability and an anticipated payoff. It is therefore possible to compute expected values back through several tiers of decisions all the way to the initial one. As it is with payoff matrices, determining probabilities accurately is the crucial element in the process. Properly used, however, decision trees can provide managers with a useful road map through complex decision situations.

## Other Techniques

In addition to payoff matrices and decision trees, several other quantitative methods are also available to facilitate decision making.

Inventory Models Inventory models are techniques that help the manager decide how much inventory to maintain. Target Stores uses inventory models to help determine how much merchandise to order, when to order it, and so forth. Inventory consists of both raw materials (inputs) and finished goods (outputs). Polaroid, for example, maintains a supply of the chemicals that it uses to make film, the cartons it packs film in, and packaged film ready to be shipped. For finished goods, both extremes are bad: excess inventory ties up capital, whereas a small inventory may result in shortages and customer dissatisfaction. The same holds for raw materials: too much inventory ties up capital, but if a company runs out of resources, work stoppages may occur. Finally, because the process of placing an order for raw materials and supplies has associated costs (such as clerical time, shipping expenses, and higher unit costs for small quantities), it is important to minimize the frequency of ordering. Inventory models help the manager make decisions that optimize the size of inventory. New innovations in inventory management such as just-in-time, or JIT, rely heavily on decision-making models. A JIT system involves scheduling materials to arrive in small batches as they are needed, thereby eliminating the need for a big reserve inventory, warehouse space, and so forth. ${ }^{6}$

Queuing Models Queuing models are intended to help organizations manage waiting lines. We are all familiar with such situations: shoppers waiting to pay for groceries at Kroger, drivers waiting to buy gas at an Exxon station, travelers calling American Airlines for reservations, and customers waiting for a teller at Citibank. Take the Kroger example. If a store manager has only one check-out stand in operation, the store's cost for check-out personnel is very low; however, many customers are upset by the long line that frequently develops. To solve the problem, the store manager could decide to keep twenty check-out stands open at all times. Customers would like the short waiting period, but personnel costs would be very high. A queuing model would be appriopriate in this case to help the manager determine the optimal number of check-out stands: the number that would balance personnel costs and customer waiting time. Target Stores uses queuing models to determine how many check-out lanes to put in its retail stores.

Distribution Models A decision facing many marketing managers relates to the distribution of the organization's products. Specifically, the manager must decide where the products should go and how to transport them. Railroads, trucking, and air freight have associated shipping costs, and each mode of transportation follows different schedules and routes. The problem is to identify the combination of routes that optimize distribution effectiveness and distribution costs. Distribution models help managers determine this optimal pattern of distribution.

Game Theory Game theory was originally developed to predict the effect of one company's decisions on competitors. Models developed from game theory are intended to predict how a competitor will react to various activities that an organization might undertake, such as price changes, promotional changes, and the introduction of new products. If Wells Fargo Bank were considering raising its prime lending rate by 1 percent, it might use a game theory model to predict whether Citicorp would follow suit. If the model revealed that Citicorp would do so, Wells Fargo would probably proceed; otherwise, it would probably maintain the current interest rates. Unfortunately, game theory is not yet as useful as it was originally expected to be. The complexities of the real world combined with the limitation of the technique itself restrict its applicability. Game theory, however, does provide a useful conceptual framework for analyzing competitive behavior, and its usefulness may be improved in the future.

Artificial Intelligence A fairly new addition to the manager's quantitative tool kit is artificial intelligence (AI). The most useful form of AI is the expert system. ${ }^{7}$ An expert system is essentially a computer program that attempts to duplicate the thought processes of experienced decision makers. For example, Hewlett-Packard has developed an expert system that checks sales orders for new computer systems and then designs preliminary layouts for those new systems. HP can now ship the computer to a customer in components for final assembly on site. This approach has enabled the company to cut back on its own final-assembly facilities.
distribution model A model used to determine the optimal pattern of distribution across different carriers and routes
game theory A planning tool used to predict how competitors will react to various activities that an organization might undertake
artificial intelligence (AI) A computer program that attempts to duplicate the thought processes of experienced decision makers

## Strengths and Weaknesses of Planning Tools

Like all issues confronting management, planning tools of the type described here have several strengths and weaknesses.

## Weaknesses and Problems

One weakness of the planning and decision-making tools discussed in this appendix is that they may not always adequately reflect reality. Even with the most sophisticated and powerful computer-assisted technique, reality must often be simplified. Many problems are also not amenable to quantitative analysis because important elements of them are intangible or nonquantifiable. Employee morale or satisfaction, for example, is often a major factor in managerial decisions.

The use of these tools and techniques may also be quite costly. For example, only larger companies can afford to develop their own econometric models. Even though the computer explosion has increased the availability of quantitative aids, some expense is still involved and it will take time for many of these techniques to become widely used. Resistance to change also limits the use of planning tools in some settings. If a manager for a retail chain has always based decisions for new locations on personal visits, observations, and intuition, she or he may be less than eager to begin using a computer-based model for evaluating and selecting sites. Finally, problems may arise when managers have to rely on technical specialists to use sophisticated models. Experts trained in the use of complex mathematical procedures may not understand or appreciate other aspects of management.

## Strengths and Advantages

On the plus side, planning and decision-making tools offer many advantages. For situations that are amenable to quantification, they can bring sophisticated mathematical processes to bear on planning and decision making. Properly designed models and formulas also help decision makers "see reason." For example, a manager might not be inclined to introduce a new product line simply because she or he doesri't think it will be profitable. After seeing a forecast predicting first-year sales of one hundred thousand units coupled with a breakeven analysis showing profitability after only twenty thousand, however, the manager will probably change her or his mind. Thus, rational planning tools and techniques force the manager to look beyond personal prejudices and predispositions. Finally, the computer explosion is rapidly making sophisticated planning techniques available in a wider range of sertings than ever before.

The crucial point to remember is that planning tools and techniques are a means to an end, not an end in themselves. Just as a carpenter uses a hand saw in some situations and an electric saw in others, a manager must recognize that a particular model may be useful in some situations but not in others that may call for a different approach. Knowing the difference is one mark of a good manager.

## Summary of Key Points

Managers often use various tools and techniques as they develop plans and make decisfons. Forecasting is one widely used method. Forecasting is the process of developing assumptions or premises about the future. Sales or revenue forecasting is especially important. Many organizations also rely heavily on technological forecasting. Time-series analysis
and causal modeling are important forecasting techniques. Qualitative techniques are also widely used.

Managers also use other planning tools and techniques in different circumstances. Linear programming helps optimize resources and activities. Breakeven analysis helps identify how many products or services must be sold to cover
costs. Simulations model reality. PERT helps plan how much time a project will require.

Other tools and techniques are useful for de cision making. Constructing a payoff matrix, for example, helps a manager assess the expected value of different alternatives. Decision trees are used to extend expected values across multiple decisions. Other popular decision-making tools and techniques include inventory models,
queuing models, distribution models, game theory, and artificial intelligence.

Various strengths and weaknesses are associated with each of these tools and techniques, as well as with their use by a manager. The key to success is knowing when each should and should not be used and knowing how to use and interpret the results that each provides.
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