Bringing Research to Life

“ 0 h, did | wake you?" Jasdn asks inno-
cently. as he rubs his hand on his
very pregnant wife's abdomen.

Coming groggily awake, Dorrie mumbles, "it's not
time. Go back to sleep.”

“Dorrie, non' —1've been thinking . .
n't wait. We should give them names

“Names? Now?"

“We'll call them Terry and Rooin. Whisther boys
or giris, either way the names will fit.”

They lay side by side in the darkness, in silerice.
Silence maybe meant he was thinking and- would
rouse her again. No use fighting Lo regain sleep. Hear
him out. "Why the hurry, Jason?”

‘I 'warit you to taik to them. | want you to say.
‘Robin, dearest, this is your mommy,” and ‘Terry, your
mommy and daddy love you temifically much.”

“Sweet. May | go back to sleep now?"

“This has possibilities, you know . . "

‘Please. no possibilities!” groans Dorrie. "No twi-
light zone ideas, grasped at in the gray area netween
conscious and unconscious, wakefuiness and sleep.
and proposed with utler seriousness.”

"Say you read poetry to Robin. You say, 'Robin,
this is for you, and it is by a very famous poet, Wiliam

. we should-
now."

lake

“Tyger, tyger, buming brignt . . .""

“That's the idea. Say you read poetry to Robin
ard maybe sing to Terry. Weil, maybe it is not so
good an idea letting you sing to ittle Terry, because
you do not sing nearly as well as you read poetry. We
would want the differential treatments to be delivered
with more or less equal efficacy, wouldn't we? So,
maybe you shouid read Shakespeare © Terry and
Blake to Robir, and then, in pubenty, we will see i
one has a prererence for Shakespeare over Blake.”

She roiied over on an elbow. "l see. You are sug-
gesting that as the twins share the same genetic

makeup they will differentially emphasize contrasting
environmental stimuli administered during the earliest
ceveiopmert of their central nervous systems.”

“Yes."

“You woke me for this?”

“Yes, whatever trealment . .. stimuli . . . remarks . . .
you direct to them through iniemd dialogue, such as
poetry by Blake and Shakespeare, will fall on almost
identically genetically erdowed organisms . . . Of course,
1 would have 1o trust you 1o achere 10 the expenmental
protocols we devise.”

“Following your rdiculous line of thought, per-
haps Blake ard Shakespeare would not be good
altemative treatments, since they wrote in different
styles and were not contemporanes . . . assuming ‘
we take all of this seriously . . . which | don't.”

‘i am not sure | have heard you express equal
enthusiasm for Biake and Shakespeare, so you will
surely bias the administration of the treatment in favor
of Blake, your faverite.”

"Let me understand this, swesthearl.” Dome
was'fulty awalie now and imitated. might not stick
o the protocols, and you do not trust me 1¢ avoid
bias in administering the ‘weatments’ with equal
énthusiasm.”

"Well, at the conscious levei, | have to trust you,
because you are a doctor . . .

‘... and my wife and life's companion . .
the mother of our children . . .

", .. and you understand the importance of nice
clean experimentation. But, yes. biases might be pre
sent at the subconscious level and remain difficuilt to

. and

control.”
She sat up. “Wanting tc call the babies by name
's a sentimental imputse. My heart says it is sweet of

- —=you 1o want me to takk to them, but my brain says this

is'a cruel experiment. Nevertheless, let's talk about
nice cléan expermentation.” as you calf it.

423
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‘Jason, we are talking about our children here,
not genetically created identical twin embryos. First,
you cannot differentially direct treatrnent to one or the
other. Never—no, not in my wildest dreams — shiould
I believe cne of my untbom babies knows he is Robin
or Terry. Second, when they reach an age when they
attend nursery school, we will totally lose our ability to
differentially apply stimuti . . "

“Would you consider home schooling?”

“I'm a public health doctor, Jason. Doctors don't
work at home! That's why we have hospitals!"

"OK, OK. Nc need to get huffy.”

“Jason, | am experiencing the joys and pains of a
multiple  pregnancy. There are certain  homonal
changes . . . which | have heard you indelicately call
‘gland things,” but | am a professional person and am
well aware of my responsibilities—to the public, to
you, to my unbom children, and to myself—to main-
tain my emoational equilibrium. So lay off, Jason!”

“I'm sorry | woke you. QOK?”

“Waking me is only part of the problem. It's what
you woke me for—this lame idea that just popped
into your head, this notion tc Mmanipulate your own
offspring, which you forced on me without any critical
thinking in advance."

“Well, Iwas curious, that's all. | was brainstorming.”

“If you were doing research in the university or
hospital, you wouid not float such a lame idea. A
human subjects committee would roast you for such
an ethically questionable idea, starting with . . . |
don't know . . . starting with whether unbom children
are able to give informed consent, whether | am able

What Is Experimentation?

The Sources and Collection of Data

to give consent on their behalf, and erding’ up,
maybe, by asking what right you have to try to alter
the artistic sensibilities of anyone's offsping. You
don't get away with crazy ideas like this in business
research, do you?"

A long silence followed. “Swell," he said. "Can
we get back to sleep, then?”

“Let's hope s0.” She pulled his facé.c!ose, SO
that by the light shining in from a street larnp he could
see how rigid her lips were. “This year | am part of a
program to administer treatments to 150 mortally il
subjects. They know that 75 of them are receiving an
experimental treatment and 75 receiving colored
saline solution. It's a double-blind experiment, so |
have no idea who is receiving the piacebo.

‘Do you have any idea what it means to know
you are withholding the promise of life from 75 human
beings? Do you grasp what it means to look into their
eyes and have them look back and maybe cry, so an
unspoken message passes — 'Don't let me die'—7

“When | became a doctor, | expected to do my
best to save every life. But my fellow doctors are
counting on me for proof, Jason, so they may justify
the treatment and request funding. | am not playing
games with people, Jason. | am letting people die so
others may iive.

‘Experimentation is about needing to know
something so badly that you cannot live without an
answer, because others cannot live without an
answer. What experimentation is not about is having
a brainstorm or scratching a mental itch. Experimen-
tation is responsibility.”

Why do events occur under some conditions and not under others? Research methods
that answer such questions are called causal! methods. (Recall the discussion of causal-
ity in Chapter 6.) Ex post facto research designs, where a researcher interviews respon-
dents or observes what is or what has been, also have the potential for discovering
causality. The distinction between these methods and experimentation is that the
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researcher is required to accept the world as it is found, whereas an experiment allows
the researcher to alter systematically the variables of interest and observe what changes
follow.

In this chapter we define experimentation and discuss its advantages and disadvan-
tages. An outline for the conduct of an experiment is presented as a vehicle to introduce
important concepts. The questions of internal and external validity are also examined:
Does the experimental treatment determine the observed difference, or was some extra-
neous variable responsible? And, how can one generalize the results of the study across
times, settings, and persons? The chapter concludes with a review of the most widely
accepted designs and a “Close-Up” example.

Experiments are studies involving intervention by the researcher beyond that
required for measurement. The usual intervention is to manipulate some variable in a
setting and observe how it affects the subjects being studied (e.g.. people or physical
entities). The researcher manipulates the independent or explanatory variable and then
observes whether the hypothesized dependent variable is affected by the mtcrventlon

An example of such an intervention is the study of bystanders and thieves.' In this
experiment, students were asked to come to an office where they had an opportunity to
see a fellow student steal some money from a receptionist’s desk. A confederate of the
experimenter, of course, did the stealing. The major hypothesis concerried whether peo-
ple observing a theft would be mrore likely to report it (1) if they observed the crime
alone or (2) if they were in the company of someone else.

There s at least one independent variable (IV) and one dependent variable
(DV) in a causal relationship. We hypothesize that in some way the IV “causes™ the DV
to occur. The independent or explanatory variable in our example was the state of either
being alone when observing the theft or being'in the company of another person. The
dependent variable was whether the subjects reported observing the crime. The results
suggested that bystanders were more likely to report’the theft if they observed it alone
rather than in another person’s company.

On what grounds did the researchers conclude that people who were alone were
more likely to report crimes observed than people in the company of others? Three
types of evidence form the basis for this conclusion. First, there must be an agreement
between independent and dependent variables. The presence or absence of one is asso-
ciated with the presence or absence of the other. Thus, more reports of the theft (DV)
came from lone observers (IV,) than from paired observers (IV).

Second, beyond the correlation of independent and dependent variables, the time
order of the occurrence of the variables must be considered. The dependent variable
should not precede the independent variable. They may occur almost simultaneously,
or the independent variable should occur before the dependent variable. This require-
ment is of little concern since it is unlikely that people could report a theft before
observing it.

The third important support for the conclusion comes when researchers are confi-
dent that other extraneous variables did not influence the dependent variable. To ensure
that these other variables are not the source of influence, researchers control their abil-
ity to confound the planned comparison. Under laboratery conditions, standardized
conditions for control can be arranged. The crime observation experiment was carried
out in a laboratory set up as an office. The entire event was staged without the
observers” knowledge. The receptionist whose money was to be stolen was instructed to
speak and act in a specific way. Only the receptionist, the observers, and the “criminal”
were in the office. The same process was repeated with each trial of the experiment,
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While such controls are important, further precautions are needed so that the
results achieved reflect only the influence of the independent variable on the depen-
dent variable.

An Evaluation of Experiments

Advantages When we elaborated on the concept of cause in Chapter 6, we said causality could not
be proved with certainty but the probability of one variable being linked to another
could be established convincingly. The experiment comes closer than any primary data
collection method to accomplishing this goal. The foremost advantage is the
researcher’s ability to manipulate the independent variable. Consequently, the probabil-
ity that changes in the dependent variable are a function of that manipulation increases.
Also, a control group serves as a comparison to assess the existence and potency of the
manipulation.

The second advantage of the experiment is that contamination from extraneous vari-
ables can be controlled more effectively than in other designs. This helps the rescarcher
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isolate experimental variables and evaluate their impact over time. Third, the conve-
nience and cost of experimentation are superior to other methods. These benefits allow
the experimenter opportunistic scheduling of data collection and the flexibility to adjust
variables and conditions that evoke extremes not observed under routine circumstances.
In addition, the experimenter can assemble combinations of variables for testing rather
than having to search for their fortuitous appearance in the study environment.

Fourth, replication—repeating an experiment with different subject groups and
conditions—Ileads to the discovery of an average effect of the independent variable
across people, situations, and times. Fifth, researchers can use naturally occurring
events and, to some extent, field experiments to reduce subjects’ perceptions of the
researcher as a source of intervention or deviation in their everyday lives.

The artificiality of the laboratory is arguably the primary disadvantage of the experi-
mental method. However, many subjects’ perceptions of a contrived environment can
be improved by investment in the facility. Second, generalization from nonprobability
samples can pose problems despite random assignment. The extent to which a study can
be generalized from college students to managers or executives is open to question. And
when an experiment is unsuccessfully disguised, volunteer subjects are often those with
the most interest in the topic. Third, despite the low costs of experimentation, many
applications of experimentation far outrun the budgets for other primary data collection
methods. Fourth, experimentation is most effectively targeted at problems of the pre-
sent or immediate future. Experimental studies of the past are not feasible, and studies
about intentions or predictions are difficult. Finally, management research is often con-
cerned with the study of people. There are limits to the types of manipulation and con-
trols that are ethical.

Conducting an Experiment?

MANAGEMENT

T

Selecting
Relevant
Variables

In a well-executed experiment, researchers must complete a series of activities to carry
out their craft successfully. Although the experiment is the premier scientific methodol-
ogy for establishing causation, the resourcefulness and creativeness of the researcher
are needed to make the experiment live up to its potential. In this section, we discuss
seven activities the researcher must accomplish to make the endeavor successful:

1. Select relevant variables.

2. Specify the level(s) of the treatment.
3. Control the experimental environment.
4. Choose the experimental design.

5. Select and assign the subjects.

6. Pilot-test, revise, and test.

7. Analyze the data.

Throughout the book we have discussed the idea that a research problem can be concep-
tualized as a hierarchy of questions starting with a management problem. The researcher’s
task is to translate an amorphous problem into the question or hypothesis that best states
the objectives of the research. Depending on the complexity of the problem, investigative
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questions and additional hypotheses can be created to address specific facets of the
study or data that need to be gathered. Further, we have mentioned that a hypothesis is
arelational statement because it describes a relationship between two or more variibles.
It must ulso be operationalized, 4 ietm we used earlier in discussing how conceprs are
transformed into vanables to i’mi!":’e them measurable and subject to testing.

Consider the following research question as we work through the seven points
listed above:

Dies a sales presentation that describes product benefits in the introduction of the mes
sage lead to improved retention of product knowledge?

Since a hypothesis is a tentative statement—-a speculation—about the outcome of
the study, it might take this form:

Sales presentations in which the benefits module is placed in the introduction of a 12-
minute message produce better retention of product knowledge than those where the
benefits module is placed in the conclusion.

The rescarchers’ challenges at this step are to
1. Select variables that are the best operational representations of the original concepts,
2. Determine how many variables to test.
3. Select or design appropriate measures for them.

The researchers would need to select variables that best operationalize the concepts
sales presentation, product benefits, retention, and product knowledge. The product’s
classification and the nature of the intended audience shouid also be defined. in addition,
the term berter could be operationalized statistically by means of a significance test.

The number of variables in an experiment is constrained by the project budget, the
time allocated, the availability of appropriate controls. and the nuinber of subjects being
tested. For statistical reasons, there must be more subjects than variables.’

The selection of measures for testing requires a thorough review of the available lit-
erature and instruments. In addition, measures must be adapted to the unique needs of the
research situation without compromising their intended purpose or original meaning.

The treatment levels of the independent variable are the distinctions the researcher
makes between different aspects of the treatment condition. For example, if salary is
hypothesized to have an effect on employees exercising stock purchase options. it
might be divided into high, middle, and low ranges to represent three levels of the inde-
pendent variable. :

The levels assigned to an independent variable should be based on simplicity and
common sense. In the sales presentation example, the experimenter should not select
minutes and 10 minutes as the starting points 1o represent the two treatment levels if the
average message about the product is 2 minutes long. Similarly, if the benefits module
is placed in the first and second minutes of the presentation, observable differences may
not occur because the levels are too close together. Thus, in the first trial, the researcher
is likely to position the midpoint of the benefits module the same interval from the end
of the introduction as from the end of the conclusion (see Exhibit 14-1).

Under an entirely different hypothesis, several levels of the independent variable
may be needed to test order-of-presentation effects. Here we use only two. Altematively,
acontrol group could provide a base level for comparison. The control group is com-
posed of subjects who are not exposed to the independent variable(s), in contrast to those
who receive the experimental treatment (manipulation of the independent variablefs]).




CHAPTER 14 Experimentation 429

EXHIBIT 14-1 Benefits Module Effectiveness Based on Timing of Inclusion

r Introduction

Body of Sales Presentation Conclusion J

Controlling the
Experimental

Environment

Chapter 2 discussed the
nature of extraneous
variables and the need
for their control.

Dorrie described a
double-blind study in the
opening vignette.

Choosing the
Experimental
Design

Many of the experimental
designs are diagrammed
and described later in this
chapter.

Selecting
and Assigning
Subjects

in our sales presentation experiment, extraneous variables can appear as differences in
age, gender, race, dress, communications competence, and many other characteristics
of the presenter, the message, or the situation. These have the potential for distorting the
effect of the treatment on the dependent variable and must be controlled or eliminated.
However, at this stage, we are principally concerned with environmental control,
holding constant the physical environment of the experiment. The introduction of the
experiment to the subjects and the instructions would likely be videotaped for consis-
tency. The arrangement of the room, the time of administration, the experimenter’s con-
tact with the subjects, and so forth. must all be consistent across each administration of
the experiment.

Other forms of control involve subjects and experimenters. When subjects do not
know if they are receiving the experimental treatment, they are said to be blind. When
the experimenters do not know if they are giving the treatment 1o the experimental
group or to the control group, the experiment is said to be double blind. Both
approaches control unwanted complications such as subjects’ reactions to expected
conditions or experimenter influence.

Unlike the general descriptors of research design that were discussed in Chapter 6,
experimental designs are unique to the experimental method. They serve as positional
and statistical plans to designate relationships between experimental treatments and the
experimenter’s observations or measurement points in the temporal scheme of the study.
In the conduct of the experiment, the researchers apply their knowledge to select one
design that is best suited to the goals of the research. Judicious selection of the design
improves the probability that the observed change in the dependent variable was caused
by the manipulation of the independent variable and not by another factor. It simultane-
ously strengthens the generalizability of results beyond the experimental settine.

The subjects selected for the experiment should be representative of the population to
which the researcher wishes to generalize the study’s results. This may seem self-
evident, but we have witnessed several decades of experimentation with college sopho-
mores that contradict that assumption. In the sales presentation example, corporate
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For the first tre, the Magazine Pubiishers of America (MPA)
has a definitive study demonstrating that magazine adver:
tising déss positvely affact nat onlv the incidence of sales
bit glso the doligr vaie and. quantity of sales - ACNielsen
sent 50,000 housenoids in its AGNiBisen Housencict Scan-
ner Panei™ a four-color ouestionnaire featuing the covers
of Apnl, May, and Jurne issues of 14 magazines. Panglists
scanned the bar codes of the covers of the magazi 23 they

ifect of Maganne Advertising on Saies

brands being tracieo, whie the oiher fial had not Aciusd
- s3lps data orawn from records of scarned purchases were

comparsd. Househclds exposed to magazine ads were
mare fikely 1o purchase those brands, and dcitar sales a'so
Ficreased among 8 of the 10 brands studied. You can Iink

- 1o ire complete MPA study report from our text website or

Bam more about the ACNieksen Househok? Scanner

had read. The scanned information was Unioaded 1o
ACNigiser, whers demographically matches panels of
4.00C households gach waie constucted. Harf of sach
panel had been exposed to magazine ads for 1 of the 10

We discussed random
sampling in Chapter 7.

Pae(™

buyers, purchasing roanagers, or others in a decision-making capacity would provide
better geperalizing power than undergraduate college students if the product in question
was targeted for industrial use rather than to the consumer.

The procedure for random sampling of experimental subjects 1s similar 1n principle
to the selection of respondents for a survey. The researcher first prepares a sampling
frame and then assigns the subjects for the experiment o groups using a randomization
techmque. Systematic sampling may be used if the sampling frame 15 free from any
form of periodicity that parallels the sarapling rativ. Since the sampling irame is often
small, experimental subjects are recruited; thus they are a self-selecting sample. How-
ever, it randomization is used. those assigned to the experimental group are likely to be
similar to those assigned tw the control group. Random assignment to the groups is
required to make the groups as comparable as possible with respect to the dependent
vanable. Randomization does not guarantee that if a pretest of the groups was con-
ducted before the trearment condition, the groups would be pronounced identical; but it
is an assurance that those differences remaining are randomiy distributed. In our exam-
ple, we would need three randomly assigned groups—one for each of the two treat-
ments and one for the control group.

When it is not possible to randomly assign subjects to groups, matching may be
used. Matching employs a nonprobability quota sampling approach. The object of
matching is to have each experimental and control subject matched on every character-
istic used in the research. This becomes more cumbersome as the number of variables
and groups in the study increases, Since the characteristics of concern are only those
that are correlated with the treatment condition or the dependent variable, they are eas-
ier to identify, control, and match.” In the sales presentation experiment, if a large part
of the sample was composed of businesswomen who had recently completed communi-
cations training, we would not want the characteristics of gender, business experience,
and communication training to be disproportionately assigned to one group.

Some authorities suggest a quota matrix as the most efficient means of visualiz-
ing the matching process.” In Exhibit 14-2, one-third of the subjects from each cell of
the matrix would be assicned to each of the three groups. If matching does not allevi-

“ate the assignment problem, a combination of matching, randomization, and increas-

ing the sample size would be used.
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EXHIBIT 14-2 Quota Matrix Example

N

Pilot-Testing,
Revising,
and Testing

Category Frequencies Before Matching
Women Men
Business No Business Business No Business
Experience Experience Experience Experience
Training in
communication skills
No training in | &
communication skills L
/| A
K
¥ » » Id

Group Composition After Matching

Experimental Groups Control

X, X, Group

91

The procedures for this stage are similar to those for other forms of primary data collec-
tion. Pilot testing is intended to reveal errors in the design and improper control of extra-
neous or environmental conditions. Pretesting the instruments permits refinement before

the final test. This is the researcher’s best opportunity to revise scripts, look for control
problems with laboratory conditions, and scan the environment for factors that might
- confound the results. In field experiments, researchers are sometimes caught off guard
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by events thar have a dramatic effect on subjects: the test marketing of a competitor s
product ansounced before an experiment, or a reduction in force, reorganization. or
merger before a cruciai organizational intervention. The expenment should be timed se
that subjects are not sensitized to the mdependent variable by factors in the environment,

It adequate planning and pretesting have occurred, the experimental data will take an
order and structure uncommon to surveys and unstructured observational studies. It is
not that data from expetiments are easy to analyze; they are simply more convenicntly
aranged because of the levels of the treatment condition, pretests and post-tests. and
the group structure. The choice of statistical techniques is commensurately simpiificd.

Researchers have several measurement and instrument options with experiments.
Among them are

= Observationa] technigques and coding schemes.
 Paper-and-pencil tests.

* Self-report instruments with open-ended or closed guestions.

Scaling techniques (e.g., Likert scales. semantic differentials, Q-sort).

Physiological measures {e.g., galvanic skin response, EKG, voice pitch analvss,
eye dilation.

Validity in Experimentation

Internal Validity

Even when an expeniment is the ideal research design, it is not without problems. There is
always a question about whether the results are true. We have previously defined validity
as whether a measure accomplishes 1t¢ claims. While there are several different types of
validity, here only the two major varieties are considered: internal validity—do the con-
ciugions we draw about a demonstrated experimental relationship truly imply cause%—
and external validity—does an observed causal relationship generalize across persons,
setrings, and times? Each type of validity has specific threats we need to guard against.

Among the many threats to internal validity, we consider the following seven:
s History
¢ Maturation
e Testing
¢ Instrumentation
* Selection
e Statistical regression

* Experimental mortality

History During the time that an experiment is taking place, some events may occur
that confuse the relationship being studied. In many experimental designs. we take a con-
trol measurement (O) of the dependent variable before introducing the manipulation (X)),
After the manipulation, we take an after-measurement (0,) of the dependent variabie.

‘Then the difference between O, and O is the change that the manipulation has saused.
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A company’s management may wish to find the best way to educate its workers
about the financial condition of the company before this year's labor negotiations. To
assess the value of such an effort, managers give employees a test on their knowledge of
the company’s finances (O;). Then they present the educational campaign (X) to these
employees, after which they again measure their knowledge level (Q,). This design,
known as a pre-experiment because it is not a very strong design, can be diagrammed as
follows:

0, X 0,
Pretest Manipulation Post-test

Between O, and O,, however, many events could occur to confound the effects of the
education effort. A newspaper article might appear about companies with financial
problems, a union meeting might be held at which this topic is discussed, or another
occurrence could distort the effects of the company’s education test.

Maturation Changes also may occur within the subject that are a function of the
passage of time and are not specific to any particular event. These are of special concern
when the study covers a long time, but they may also be factors in tests that are as short
as an hour or two. A subject can become hungry, bored, or tired in a short time, and this
condition can affect response results.

Testing The process of taking a test can affect the scores of a second test. The mere
experience of taking the first test can have a learning effect that influences the results of
the second test.

Instrumentation  This threat to internal validity results from changes between obser-
vations in either the measuring instrument or the observer. Using different questions at
each measurement is an obvious source of potential trouble, but using different observers
or interviewers also threatens validity. There can even be an instrumentation problem if
the same observer is used for all measurements. Observer experience, boredom, fatigue,
and anticipation of results can all distort the results of separate observations.

Selection An important threat to internal validity is the differential selection of sub-
jects for experimental and control groups. Validity considerations require that the groups
be equivalent in every respect. If subjects are randomly assigned to experimental and
control groups, this selection problem can be largely overcome. Additionally, matching
the members of the groups on key factors can enhance the equivalence of the groups.

Statistical Regression This factor operates especially when groups have been
selected by their extreme scores. Suppose we measure the output of all workers in a
department for a few days before an experiment and then conduct the experiment with
only those workers whose productivity scores are in the top 25 percent and bottom 25
percent. No matter what is done between O, and O-. there is a strong tendency for the
average of the high scores at O, to decline at O and for the low scores at O, to increase.
This tendency results from imperfect measurement that, in effect. records some persons
abnormally high and abnormally low at O,. In the second measurement, members of
both groups score more closely to their long-run mean scores.

Experiment Mortality This occurs when the composition of the study groups
changes during the test. Aurition is especially likely in the experimental group and with
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each dropout, the group changes. Because members of the control group are not
affected by the testing situation, they are less likely to withdraw, In a compensation
incentive study, some employees might not like the change in compensation method
and may withdraw from the test group; this action could distort the comparison with the
control group that has continued working under the established svstem, perhaps without
knowing a test is under way. i

All the threats mentioned to this point are generally, but not always, dealt with ade-
Quately in experiments by random assignment. However, five additional threats to inier-
nal validity are independent of whether or not one randomuzes.” The first three have the
effect of equalizing experimental and control groups. ¥

1. Diffusion or imitation of treatment. If people in the experimental and control
groups talk, then those in the control group may learn of the treatment, eliminating
the differenice between the groups.

2. Compensatory equalization. Where the expenmental treatment is much more desir-
able, there may be an administrative refuctance to deprive the control group mem-
bers. Compensatory actions for the control groups may confound the experiment.

3. Compensatory rivalry. This may occur when members of the cortrol group know
they are in the control group. This may generate competitive pressures, causing the
control group members to try harder.

4. Resentful demoralization of the disadvantaged. When the treatment is desirable
and the experiment is obtrusive, control group members may become resentful of
their deprivation and lower their cooperation and output,

5. Local history. The regular history effect already mentioned impacts both experi-
mental and control groups alike. However, when one assigns all experimental per-
sons to one group session and all control people 1o another, there is a chance for
sume idhosyncratic event to confound results. This problem can be handled by
administering treatments to individuals or small groups that are randomly assigned
to experimental or control sessions.

Internal validity factors cause confusion about whether the experimental treatment ( X)
Or extraneous factors are the source of observation differences. In contrast, external
validity is concerned with the interaction of the experimental treatment with other fac-
tors and the resulting impact on the ability to generalize to (and across) times, settings,
or persons. Among the major threats 1o external validity are the following interactive
possibilities.

The Reactivity of Testing on X The reactive effect refers to sensitizing subjects
via a pretest so they respond to the experimental stimulus (X) in a different way. A
before-measurement of a subject’s knowledge about the ecology programs of a com-
pany will often sensitize the subject to various experimental communication efforts that
might be made about the company. This before-measurement effect can be particularly
significant in experiments where the IV is a change in atiitude.

Interaction of Selection and X The process by which test subjects are selected
for an experiment may be a threat to external validity. The population from which one
selects subjects may not be the same as the population to which one wishes to general-
ize results. Suppose you use a selected group of workers in one department for a test of
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the piecework incentive system. The question may remain as to whether you can
extrapolate those results to all production workers. Or consider a study in which you
ask a cross-section of a population to participate in an experiment, bul a substantial
number refuses. If you conduct the experiment only with those who agree to participate
(self-selection), can the results be generalized to the total population?

Other Reactive Factors The experimental settings themselves may have a biasing
effect on a subject’s response to X. An artificial setting can obviously produce results
that are not representative of larger populations. Suppose the workers who are given the
incentive pay are moved to a different work area to separate them from the control
group. These new conditions alone could create a strong reactive condition.

If subjects know they are participating in an experiment, there may be a tendency
to role-play in a way that distorts the effects of X. Another reactive effect is the possible
interaction between X and subject characteristics. An incentive pay proposal may be
more effective with persons in one type of job, with a certain skill level, or with a cer-
tain personality trait.

Problems of internal validity can be solved by the careful design of experiments,
but this is less true for problems of external validity. External validity is largely a mat-
ter of generalization, which. in a logical sense, is an inductive process of extrapolating
beyond the data collected. In generalizing, we estimate the factors that can be ignored
and that will intéract with the experimental variable. Assume that the closer two events
are in time, space, and measurement, the more likely they are to follow the same laws.
As a rule of thumb. first seek internal validity. Try to secure as much external validity a3
is compatible with the internal validity requirements by making experimental condi-
tions as similar as possible to conditions under which the results will apply.

Experimental Research Designs

Pre-Experimental
Designs

The many experimental designs vary widely in their power to control contamination of
the relationship between independent and dependent variables. The most widely
accepted designs are based on this characteristic of control: (1) pre-experiments, (2) true
experiments, and (3) field experiments (see Exhibit 14-3).

All three pre-experimental designs are weak in their scientific measurement power—
that is, they fail to control adequately the various threats to internal validity. This is
especially true of the one-shot case study.

One-Shot Case Study This may be diagrammed as follows:

X 0}
Treatment or manipulation Observation or measurement (1)
of independent variable of dependent variable

An example is an employee education campaign about the company’s financial condi-
tion without a prior measurement of employee knowledge. Results would reveal only
how much the employees know after the education campaign, but there is no way to
judge the effectiveness of the campaign. How well do you think this design would meet
the various threats to internal validity? The lack of a pretest and control group makes
this design inadequate for establishing causality.
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EXHIBIT 14-3  Key to Design Symbuols

An ¥ represents the introduction of an experimentat
stimulus 1o a group. The effects of ihis independent
variublete) are of major interest.

(2] An (Jidentifies a measureraent or observation activity.

““'_71*'“”‘ —

An R indicates that the group members have been

|
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i randomly assigned to a grou.p
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Parallel rows that are not separated by dashed lines ndicate that
compartson groups have been equalized by the randomizarion process.

One-Group Pretest-Post-Test Design  This is the design used earlier in the edu-
cational example. It meets the various threats to internal validity better than the one-
shot case swdy. but it is still a weak design. How well does it contro! for history?
Maturation? Testing effect? The others?

O X o @
Pretest Manipulation Post-test

Static Group Comparison This design provides for two groups, one of which
receives the experimental stimulus while the other serves as a.control. In 4 field setting.
mmagine this scenario. A forest fire or other natural disaster is the experimental treat-
ment, and psychological trauma (or property loss) suffered by the residents is the mea-
sured outcome. A pretest before the forest fire would be. possible. but ot on a large
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scale (as in the California fires). Moreover, timing of the pretest would be problematic.
The control group, receiving the post-test, would consist of residents whose property
was spared.

------- @

The addition of a comparison group creates a substantial improvement over the
other two designs. Its chief weakness is that there is no way to be certain that the two
groups are equivalent.

True Experimental
Designs

The major deficiency.of the pre-experimental designs is that they fail to provide com-
parison groups that are truly equivalent. The way to achieve equivalence is through
matching and random assignment. With randomly assigned groups, we can employ
tests of statistical significance of the observed differences.

1t is common to show an X for the test stimulus and a blank for the existence of a
control situation. This is an oversimplification of what really occurs. More precisely,
{here is an X, and an X,, and sometimes more. The X; identifies one specific independent
variable while X; is another independent variable that has been chosen, often arbitrarily.

S NAPS H -1 Vanquard Experiments with Phiips Blectronics’ 401k Savings Rates

w"f

Vanguard. a mgjor provnder of retirement benefit programs
is conducting an experiment within Philios Electronics Norfh
America to determinge whether employees tan be enGor: -
aged to |rcrease the amount they save in their 401k retire-

ment plans. When asked if they could increase’ their
savings, most emp!oyees mdlcaled _they five “pay-
check to paycheck” and thersfors ¢ { save more Yet
financial planners know that most pefxiﬁ’%n save per-
cent, 3 percent, or even 5 peroerlén?@e of their-income
over ime and not netice a difference in their stancard of liv-
ing. The Vmguard/thlups experment attempts to over-
come this “painful to save” barrier by having workers agree
0 save more in the future—not today. In the experiment,
which began in February 2002, about 800 workers in two
geographically separate and distinct divisions of Philips D4
and D) have been invited to join the SmartSave program.
Under the prograrn, they have the choice of increasing their
401k savings rate by 1, 2, or 3 percent drawn from & future
pay increase. The rate change will occur.on Apri 1 of eech
vear, at the time of future merit increases. Whatever rate
they choose, that increase will occur each April during the
ife of the experiment, unless they decide 1o discontinue or
increase their savirigs rate.

SmartiSave is being mtroouoed with lots of fanfars,
incluging a newsletter, two teaser postcards, SmertSave
posters in the workplace. a required-attendance meeting
on' company time in which- the program will be explained,

a'ld company, raffies for participants. Additionally, workers -
-in D are being offered one-on-one meetings with a local
ﬁrarcna' planner. Vanguard and Philips will ana!yze several
pre- and post-metrics:

. NumbPr of peopie enrolled in the Phiﬁps 401k plan,

* Distribution of SmartSave participants at the 1 per-.
cent, 2 percertt, ‘and 3 percent levels.

¢ The av_efage 401k savings rate.

* The SmartSave participation rate.

¢ The number of SmartSave participants who in April
choose to abandon, continue, or increase their rate
increase. " :

The experiment ‘invclves fewer than 10 percent of
Philips employess, but SmartSave will be expanded if sav-
ings and ‘participation’rates increase. ff successful, Van-
guard will have a tool to lboost the assets it manages in
retrement. plans, while -helping thousands of Amerncans
enjoy a more secure retirement—a win-win situation from
any perspective. Can you diagram the Vanguard/Phillips
experiment? ;

www.philips.com
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as the control case. Different levels of the same independent variable may also be used,
with one level serving as the control.

Pre!e,st—Poé!—Test Control Group Design  This design consists of adding a con-
trol group to the one-group pretest-post-test design and assigning the subjects to either
of the groups by a random procedure (R). The diagram is:

R O, X O
R O, 0O,
The effect of the experimental variable is
E=(02-0)~ (04~ 0y

In this design, the seven major internal validity problems are dealt with fairly well,
although there are still some difficulties. Local history may occur in one group and not
the cther. Also, if communication exists between people in test and control groups,
there can be rivalry and other internal validity problems.

Maturation, testing, and regression are handled well because one would expect
them to be felt equally in experimental and control groups. Mortality, however, can be a
problem if there are different dropout rates in the study groups. Selection is adequately
dealt with by random assignment.

The record of this design is not as good on external validity, however. There is a
chance for a reactive effect from testing. This might be a stibstantial influence in-atti-
tude change studies where pretestsintroduce unusual toprcs and content. Nor. does this
design ensure against reaction between selection and the experimental variable. Even
random selection may be defeated by a high dechine rate by subjects. This would result
in using a disproportionate share of people who are essentially volunteers and who may
nat be typical of the population. If this occurs, we will need to replicate the experiment
several times with other groups under other conditions before we can be confident of
external validity.

4

Post-Test-Only Control Group Design In this design, the pretest measurements
are omitted. Pretests are well established in classical research design but are not really
necessary when it is possible to randomize. The design is:

R X O

& o, ()

The experimental effect is measured by the difference between @) and 0,. The simplicity
of this design makes it more attractive than the pretest—posi-test control group design.
Internal validity threats from history, maturation, selection, and statistical regression are
adequately controlled by random assignment. Since the subjects are measured only once,
the threats of testing and instrumentation are reduced, but different mortality rates between
experimental and control groups continue to be a potential problem. The design reduces the
external validity problem of testing interaction effect, although other problems remain.

True experimental designs have been discussed in their classical forms, but researchers
normally use an operational extension of the basic design. These extensions differ from
the classical design forms in (1) the number of different experimental stimuli that are
considered slmultaneously by the experimenter and (2) the extent to which assignment
procedures are used to increase precision.



Researchers know that as
many as 60 percent of
purchase decisions are
made in the store. Thus
marketers aggressively seek
in-store space to place
temporary displays, sheff-
talkers, and instant
coupons, as well as celling
signs and banners. Even the
fioor is Contested real estate
So the ability to demonstrate
the effectiveness of
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crtical. FLOORgraphics,
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Before we consider the types of extensions, some terms that are commonly used in
the literature of applied experimentation must be introduced. Factor is widely used to
denote an independent variable, Factors are divided into treatment levels. which repre-
sent various subgroups. A factor may have two or more levels, such as (1) male and
female; (2) large, medium, and small; or (3) no training, brief training, and extended
training. These levels should be operationally defined.

Factors also may be classified by whether the experimenter can manipulate the lev-
els associated with the subject. Active factors are those the experimenter can manipu-
late by causing a subject to receive one level or another. Treatment is used to denote the
different levels of active factors. With the second type, the blocking factor, the experi-
menter can only identify and classify the subject on an existing level. Gender, age
group, customer status, and organizational rank are examples of blocking factors,
because the subject comes to the experiment with a pre-existing level of each.

Up to this point, the assumption is that experimental subjects are people, but this is
often not so. A better term for subject is test unit; it can refer equally well to an indi-
vidual, organization, geographic market, animal, machine type, mix of materials, and
innumerable other entities.

Completely Randomized Design The basic form of the true experiment is a
completely randomized design. To illustrate its use, and that of more complex designs,
consider a decision now facing the pricing manager at the Top Cannery. He would like
to know what the ideal difference in price is between the Top’s private brand of canned
vegetables and national brands such as Del Monte and Stokely's.
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It is possible to set up an experiment on price differentials for canned green beans.
Eighteen company stores and three price spreads (treatment levels) of 7 cents, 12 cents,
and 17 cents between the company brand and national brands are used for the study. Six
of the stores are assigned randomly to each of the treatment groups. The price differen-
tials are maintained for a period, and then a tally is made of the sales volumes and gross
profits of the canned green beans for each group of stores.

This design can be diagrammed as follows:

R O, X, O,
R Os X3 O, (8)
R Os Xs O,

Here, Oy, O;, and Os represent the total gross profits for canned green beans in the treat-
ment stores for the month before the test. X, X5, and X represent 7-cent, 12-cent, and
17-cent treatments, while O,, 04, and Og are the gross profits for the month after the test
started.

It is assumed that the randomization of stores to the three treatment groups was suf-
ficient to make the three store groups equivalent. Where there is reason to believe this is
not so, we must use a more complex design.

Randomized Block Design When there is a single major extrancous variable, the
randomized block design is used. Random assignment is still the basic way to produce
equivalence among treatment groups, but something more may be needed for two rea-
sons. The more critical reason is that the sample being studied may be so small that it is
risky to depend on random assignment alone to guarantee equivalence. Small samples,
such as the 18 company stores, are typical in field experiments because of high costs or
because few test units are available. Another reason for blocking is to leamn whether
treatments bring ditferent results among various groups of subjects.

Consider again the canned green beans pricing experiment. Assume there is reason
to believe that lower-income families are more sensitive to price differentials than are
higher-income families. This factor could seriously distort our results unless we stratify
the stores by customer income. Therefore, each of the 18 stores is assigned to one of
three income blocks and randomly assigned, within blocks, to the price difference treat-
ments. The design is shown in the accompanying table.
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In this design, one can measure both main effects and interaction effects. The main
effect is the average direct influence that a particular treatment has independent of other
factors. The interaction effect is the influence of one factor on the effect of another.
The main effect of each price differential is secured by calculating the impact of each of
the three treatments averaged over the different blocks. Interaction effects occur if you
find that different customer income levels have a pronounced influence on customer
reactions to the price differentials. (See Chapter 17, “Hypothesis Testing.”)

Blocking Factor— Customer Income

Active Factor—Price Difference High Medium Low
7 cents Ricr e X; X
12.cents ' ' R ;o X =7

17 cents s z X3. X3 X]

Note: The O’s have been omitted. The horizontal rows no longer indicate a time sequence, but vanous
levels of the blocking factor. However, before-and-after measurements are associated with each of the
treatments.

Whether the randomized block design improves the precision of the experimental
measurement depends on how successfully the design minimizes the variance within
blocks and maximizes the variance between blocks. If the response patterns are about
the same in each block, there is little value to the more complex design. Blocking may
be counterproductive.

Latin Square Design The l.atin square design may be used when there are two
major extraneous factors. To continue with the pricing example, assume we decide to
block on the size of store and on customer income. It is convenient to consider these
two blocking factors as forming the rows and columns of a table. Each factor is divided
into three levels to provide nine groups of stores, each representing a unique combina-
tion of the two blocking variables. Treatments are then randomly assigned to these cells
so that a given treatment appears only once in each row and column. Because of this
restriction, a Latin square must have the same number of rows, columns, and treat-
ments. The design looks like the table below.

Customer Income

Store Size High Medium
Rwde 0 e e ®
Medium e b ecniite & e A

Treatments can be assigned by using a table of random numbers to set the order of
treatment in the first row. For example, the pattern may be 3, 1, 2 as shown above. Fol-
lowing this, the other two cells of the first column are filled similarly, and the remaining
treatments are assigned to meet the restriction that there can be no more than one treat-
ment type in each row and column.

The experiment is carried out, sales results are gathered, and the average treatment
effect is calculated. From this, we can determine the main effect of the various price
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(ANOVA) in Chapter 17.
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spreads on the sales of company and national branus. with cost information, we can dis-
cover which price differential produces the greatest margin.

A limitation of the Latin square is that we must assume there is no interaction
between treatments and blocking factors. Therefore, we cannot determine the interrela-
tionships among store size, customer income, and price spreads. This limitation exists
because there is not an exposure of all combinations of treatments, store sizes, and cus-
tomer income groups. To do so would take a table of 27 cells, while this one has only 9
This can be accomplished by repeating the experiment twice to furnish the number
needed to provide for every combination of store size, customer income, and treatment. If
oné is not espec:al]y interested in interaction, the Latin square is much more economical.

Factorial Deﬂgn One commonly held misconception about experiments is that the
researcher can manipulate only one variable at a time. This is not true; with factorial
designs, you can deal with more than one treatment simultaneously. Consider again the
pricing experiment. The president of the chain might also be interested in finding the
effect of posting unit prices on the shelf to aid shopper decision making. The accompa-
nying table can be used to design an experiment that includes both the price differen-
tials and the unit pricing.

Price Spread

Unit Price Information? 7 Cents 12 Cents

©)

This is known as a 2 x 3 factorial design in which we use two factors: one with two
levels and one with three levels of intensity. The version shown here is completely ran-
domized, with the stores bemg randomly assigned to.one of six treatment combinations.
With such a design, it is possible to estimate the main effects of each of the two inde-
pendent variables and the interactions between them. The results can help to answer the
following queSUQns

1. What are the sales effects of the different price spreads between company and
national brands?

. Wi'lai are the sales efﬁm of using unit-price marking on the shelves?

3. Whttvare the sales-éffect interrelations between pncc spread and the presence of
unit-price information?

Covariance Analysis We have discussed direct control of extraneous variables
through blocking. It is also possible to apply some degree of indirect statistical control
on one or more variables through analysis of covariance. Even with randomization, one
may find that the before-measurement shows an average knowledge level difference
between experimental and control groups. With covariance analysis, one can adjust sta-

tistically for this before-difference. Another application might occur if the canned green
beans pricing experiment were carried out with a completely randomized design, only
to reveal a contamination effect from differences in average customer income levels,
With covariance analysis, one can still do some statistical blocking on average cus-
tomer income even after the experiment has been run.
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We all know the Intemet is useful for data collection. But
experiments? Web samples are usually not representative
of the popuiations we wantto make inferences about. There
are other concems: Web access, uninvited participants,
muttiple trials by the same individual, “team” responses, dis-
tracting environments, and the lack of a probabiity sample
for. statistical inference. Al of these issues cumently st
debate. However, for some business studies, there are
advaniages to using a Web experiment. :
Eric DeRosia, a marketing PhD student at the Univer-
sity of Michigan, has devised the “e-Experiment.” Accord-
ing to DeRosia, 'The software’s purpose_is to facilitate
primary research over the Web in fields such as psychal-
ogy and consumer behavior.” He claims advaritages and
disadvantages over traditional laboratory expsriments. in a
pilot study of 125 marketing students who were randomly
assigned to a supervised group lab and an outside iab on

more conliol over stimulus tinming, response code verifica-
tion (out-of-range responses), and participants who peek
ahead or change previous answers. By randomly assigning

- participants to experimental treatments and by controling

which gquestions are presented and their order, many
objections to' Web experiments are tackled. For e-Experi-
ment to work propery, # needs a smalt CGI program on a

- Web server. Such programs pose security risks for univer-

sities and businesses, thus requiring a third-party vendor to
host the research. Future programming will make this
unnecessary. - i :

in the meantime, other software is being released that
continues the promise of e-Experiment: rapid data collec-

" tion, graphical interface, open- and closed-question pro-

gramming, - randomization, *estimation - of participant l0ss
rafes, response time calculation, and authentication of par-
ticipation for rewards or incentives).

the Web, responses to stimuli from attituderand brand hon-
asty scales revealed strikingly similar refiability coefficients.

In some ways, DeRosia notes, Web experiments provide ww-persoml,mniéhédul@méia/e—oxpl

Field Under field conditions, we often cannot control enough of the extraneous variables or
Experiments: the experimental treatment to use a true experimental design. Because the stimulus con-
Quasi- or Semi- dition occurs in a natural environment, a field experiment is required.

Experiments’ A modem version of the bystander and thief field experiment, mentioned at the begin-

ning of the chapter, involves the use of electronic article surveillance to prevent shrinkage
due to shoplifting. In a proprietary study, a shopper came to the optical counter of an
upscale mall store and asked the salesperson to see special designer frames. The salesper-
son, a confederate of the experimenter, replied that she would get them from a case in the
adjoining department and disappeared. The “thief” selected two pairs of sunglasses from
an open display, deactivated the security tags at the counter, and walked out of the store.

Thirty-five percent of the subjects (store customers) reported the theft upon the
return of the salesperson. Sixty-three percent reported it when the salesperson asked
about the shopper. Unlike previous studies, the presence of a second customer did not
reduce the willingness to report a theft.

This study was not possible with a control group, a pretest, or randomization of
customers, but the information gained was essential and justified a compromise of true
experimental designs. We use the pre-experimental designs previously discussed or
quasi-experiments to deal with such conditions. In a quasi-experiment, we often cannot
know when or to whom to expose the experimental treatment. Usually, however, we can
decide when and whom to measure. A quasi-experiment is inferior to a true experimen-
tal design but is usually superior to pre-experimental designs. In this section, we con-
sider a few common quasi-experiments,

Nonequivalent Control Group Design This is a strong and widely used quasi
experimental design. It differs from the pretest—post-test control group design, because the
test and control groups are not randomly assigned. The design is diagrammed as follows:
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There are two varieties. One is the intact equivalent design, in which the member-
ship of the experimental and control groups is naturally assembled. For example, we
may use different classes in a school, membership in similar clubs, or customers from
similar stores. Ideally, the two groups are as alike as possible. This design is especially
useful when any type of individual selection process would be reactive.

The second variation, the self-selected experimental group design, is weaker
because volunteers are recruited to form the experimental group, while nonvolunteer
subjects are used for control. Such a design is likely when subjects believe it would be in
their interest to be a subject in an experiment—say, an experimental training program.

Comparison of pretest results (2, — O5) is one indicator of the degree of equiva-
lence between test and control groups. If the pretest results are significantly different,
there is a real question about the groups’ comparability. On the other hand, if pretest
observations are similar between groups, there is more reason to believe internal valid-
ity of the experiment is good.

Separate Sample Pretest-Post-Test Design This design is most applicable
when we cannot know when and to whom to introduce the treatment but we can decide
when and whom to measure. The basic design is:

R O X (1)
R X 0,

The bracketed treatment (X) is irrelevant to the purpose of the study but is shown to
suggest that the experimenter cannot control the treatment.

This is not a strong design because several threats to internal validity are not handled
adequately. Hlstory can confound the results but can be overcome by repeaung the qludy
at other times in other settings. In contrast, it is considered superior to true expenment.s in
external validity. Its strength results from its being a field experiment in' whichi the sam-
ples are usually drawn from the population to which we wish to generalize our findings.

We would find this design more appropriate if the population were large, if a
before-measurement were reactive, or if there were no way to restrict the application of
the treatment. Assume a company is planning an intense campaign to change its
employees® attitudes toward energy conservation. It might draw two random samples of
employees, one of which is interviewed about energy use attitudes before the informa-
tion campaign. After the campaign the other group is interviewed.

Group Time Series Design A time series design introduces repeated observations
before and after the treatment and allows subjects to act as their own controls. The sin-
gle treatment group design has before-after measurements as the only controls. There is
also a multiple design with two or more comparison groups as well as the repeated mea-
surements in each treatmeat group.

The time series format is especially useful where regularly kept records are a natural
part of the environment and are unlikely to be reactive. The time series approach is also a
2ood way to study unplanned events in an ex post facto manner. If the federal government
would suddenly begin price controls, we could still study the effects of this action later if we
had regularly collected records for the period before and after the advent of price control.

The internal validity problem for this design is hlstory To reduce this risk, we keep
arecord of possible extraneous factors during the experiment and attempt to adjust the
results to reflect their influence.
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SUMMARY

Experiments are studies involving intervention by the researcher beyond that required
for measurement. The usual intervention is to manipulate a variable (the independent
variable) and observe how it affects the subjects being studied (the dependent variable).

An evaluation of the experimental method reveals several advantages: (1) the abil-
ity to uncover causal relationships, (2) provisions for controlling extraneous and envi-
ronmental variables, (3) convenience and low cost of creating test situations rather than
searching for their appearance in business situations, (4) the ability to replicate findings
and thus rule out idiosyncratic or isolated results, and (5) the ability to exploit naturally
occurring events.

Some advantages of other methods that are liabilities for the experiment include: (1) the
artificial setting of the laboratory, (2) generalizability from nonprobability samples, (3)
disproportionate costs in select business situations, (4) a focus restricted to the present
ard immediate future, and (5) ethical issues related to the manipulation and control of
human subjects. .

Consideration of the following activities is essential for the execution of a well-planned
experiment:

1. Select relevant variables for testing.

2. Specify the levels of treatment.

3. Control the environmental and extraneous factors.

4. Choose an experimental design suited to the hypothesis.
5. Select and assign subjects to groups.

6. Pilot-test, revise, and conduct the final test.

7. Analyze the data.

We judge various types of experimental research designs by how well they meet the
tests of internal and external validity. An experiment has high internal validity if one
has confidence that the experimental treatment has been the source of change in the
dependent variable. More specifically, a design’s internal validity is judged by how well
it meets seven threats. These are history, maturation, testing, instrumentation, selection,
statistical regression, and experiment mortality.

External validity is high when the results of an experiment are judged to apply to
some larger population. Such an experiment is said to have high external validity
regarding that population. Three potential threats to external validity are testing reactiv-
ity, selection interaction, and other reactive factors.

Experimental research designs include (1) pre-experiments, (2) true experiments, and
(3) quasi-experiments. The main distinction among these types is the degree of control
that the researcher can exercise over validity problems.

Three pre-experimental designs were presented in the chapter. These designs repre-
sent the crudest form of experimentation and are undertaken only when nothing
stronger is possible. Their weakness is the Jack of an equivalent comparison group; as a
result, they fail to meet many internal validity criteria. They are the (1) one-shot control
study, (2) one-group pretest—post-test design. and (3) static group comparison.

Two forms of the true experiment were also presented. Their central characteristic
is that they provide a means by which we can assure equivalence between experimental
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and control groups through random assignment 1o the groups. These designs are (1)
pretest—post-iest contrnl group and (2} post-test-only contral group.

The classical two-group experiment can be extended w multigroup designs in
which different levels of the test variable are used as controls rather than the classical
noniest control. In addinon, the true experimental design is extended into more sophis-
ticated forms that use blocking. Twe such forms, the randomized block and the Latin
square. were discussed. Finaily, the factorial design was discussed in which two or
more mdependent variables can be accommodated.

Between the extremes of pre-experiments, with litle or no control. and true experi-
mepts, with random assignment, there is a gray area in which we find quasi-=experiments.
These are useful designs when some variables can be controlled, bur equivalent experi-
mental and control groups usually cannot be established by random assignment. There are
many quasi-experimental desigas, but only three were covercd in this chapter: (1) non-
equivalent control group design, (2) separate sample pretest-post-test design, and {3) group
timie series design,
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