1 0 Interchange of Power and Energy

10.1 INTRODUCTION

This chapter reviews the interchange of power and energy, primarily the
practices in Canada and the United States where there are numerous, major
electric utilities operating in parallel in three large AC interconnections. In
many other parts of the world, simpler commercial structures of the electric
power industry exist. Many countries have one to two major gencration-
transmission utilities with local distribution utilities. The industry structure is
important in discussing the interchange of power and energy since the purchase
and sale of power and energy is a commercial business where the parties to
any transaction expect to enhance their own economic positions under
nonemergency situations. In North America, the “market place™ is large,
geographically widespread, and the transmission networks in the major inter-
connections. are owned and operated by multiple entities. This has led to the
development of a number of common practices in the interchange of power
and energy between electric utilities. Where the transmission network is (or was)
owned by a single entity, the past and developing practices regarding trans-
actions may be different than those in the United States and Canada. We wili
confine the discussions of the commercial aspects of the electric energy markets
to the practices in North America, circa early 1995.

The market structures for electric energy and power are changing. In the
past, interconnected electric utility systems dealt only with each other to buy
and sell power and energy. Only occasionally did nonutility entities become
involved, and these were usually large industrial organizations with their own
generation. Many of these industrial firms had a need for process heat or steam
and developed internal generation (ie., cogeneration plants) to supply steam
and electric power. Some developed clectric power beyond the internal needs
of the plant so that they could arrange for sale of the excess to the local utility
system. The earlier markets only involved “wholesale transactions”, the sale
and purchase of electric energy to utilities for ultimate delivery to the consumer.
With the exception of industrial cogenerators, all aspects of the interchange
arrangements were made between interconnected utilities.

In more recent times, there has been an opening of the market to facilitate
the invelvement of more nonutility organizations, consumers as well as
generators. Throughout the world there has been a movement towards
deregulation of the electric utility industry and an opening of the market to
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nonutility entities. mainly nonutility generating firms. There is agitation to
open the use of the transmission system to all utilities and nonutility generators
by providing “open transmission access.” Because of the multiple ownership
of the transmission systems in North America and the absence of a single entity
charged with the control of the entire (or even regional) bulk power system,
there are many unresolved issues (as of July 1995). These concern generation
control. control of flows on the transmission system circuits, and establishment
of schemes for setting “fair and equitable™ rates for the use of the transmission
network by parties beyond the utility owner of the local network. This last
factor is an important issue since it is the very transmission interconnections
that make the commercial market physically feasible. The discussions involve
concerns over monopoly practices by, and the property rights of, the owners
of the various parts of the network.

Nevertheless, the movement towards more nonutility participation continues
and more entities are becoming involved in the operation of the interconnected
systems. Most all of the nonutility participants are involved in supplying power
and energy to utilities or large industrial firms. The use of a transmission system
by parties other than its owner may involve “wheeling” arrangements (that is,
an arrangement to use the transmission system owned by another party to
deliver power). Therc have been wheeling arrangements as long as there have
been interconnections between more than two utilities. In most cases, the
development of transmission service (l.e., wheeling) rates has been based on
simplified physical models designed to facilitate commercial arrangements. As
long as the market was restricted to a few parties, these arrangements were
usually mutually satisfactory. With the introduction of nonutility participants,
there is a need for the development of rate structures based on more realistic
models of the power system.

The growth of the number and size of energy transactions has emphasized
the need for intersystem agreements on power flows over “parallel” trans-
mission circuits. Two neighboring utilities may engage in the purchase—sale of
a large block of power. They may have more than enough unused transmisston
capacity in the direct interconnections between the systems to carry the power.
But, since the systems are interconnected in an AC network that includes a
large number of utilities, when the transaction takes place, a large portion of
the power may actually flow over circuits owned by other systems. The flow
pattern is determined by physical laws. not commeicial arrangements. The
problems caused by these parallel path flows have been handled (at least in
North America) by mutual agreements between interconnected utility systems.
In the past, there was a general, if unspoken, agreement to attempt to
accommodate the transactions. But, as the numbers and sizes of the transactions
have increased, there have been more incidences of local circuit overloads
caused by rcmote transactions.

We emphasize these points because in other parts of the world they do not
exist in the same form. Many of the problems associated with transmission
system use, transmission access, and parallel path issues, are a consequence of
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multiple ownership of the transmission network. They are structural problems,
not physical problems. On the other hand, when a formerly nationalized grid
is deregulated and turned into a single, privatized network there are problems,
but they are not the problems that arise from the need to treat multiple
transmission owners on a fair and equitable basis.

Interutility transfers of energy are easily accomplished. Recall the computa-
lion of the area control error, ACE, in the chapter on generation control. A
major component of ACE is the scheduled net interchange. To arrange for the
sale of energy between two interconnected systems, the seller increases its net
interchange by the amount of the sale, and the purchaser decreases its net
interchange by a similar amount. (We ignore losses.) The AGC systems in the
two utilities will adjust the total generation accordingly and the energy will be
(ransferred from the selling system to the purchaser. With normal controls, the
power will flow over the transmission network in a pattern determined by the
loads, generation, control settings, and network impedances and configuration.
(Notice that network ownership.is not a factor.)

The AGC scheme of Chapter 9 develops an autonomous, local control based
upon ACE. It is predicated (implicitly. at least) on the existence of a well-defined
control area that usuaily corresponds to the geographical and electrical
boundaries of one or more utilities. Interchanges are presumed to be scheduled
between utility control centers so that the net interchange schedule is well
defined and relatively stable over tume. With many participants engaged in
transactions and, perhaps, private generators selling power to entities beyond
the local control area, the interchange schedule may be subject to more frequent
changes and some local loads may no longer be the primary responsibility of
the local utility. AGC systems may have to become more complex with more
information being supplied in real tifne on all local generation, load substations,
and all transactions. New arrangements may be needed to assign responsibility
for control actions and frequency regulation. Utilities have done these tasks in
the past out of their own self-interest. A new incentive may be needed as the
need for frequency and tie-line control becomes a marketplace concern, not just
the concern of the utility. -

This chapter reviews the practices that have evolved in all-utility
interchange arrangements. This leads to a briel discussion of power pools
and other commercial arrangements designed to facilitate gconomic inter-
change. Many of the issues raised by the use of the transmission system
are unresolved issues that await the full and mature development of new
patterns  for coordinating bulk power system operations and defining,
packaging and pricing transmission services. We can only discuss possible
outcomes. . ;

There are evolving market structures that include nonutility participants.
These may include organizations that have generation resources, distributing
utilities, and consumers, usually larger industrial firms. In these areas, we must
venture into questions invelving price. No lransactions take place without
involving prices, even those between utilities. Disputes naturally arise over what
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are fair price levels. (Price and fairness, like beauty, arc in the eye of the
beholder. The price level wanted for an older automobile may seem very fair
to me as the seller and outrageous to the purchaser. We may both be correct
and no sale will take place. Or one, or both, of us may be willing to change
our views so that we do consummate a sale; in which case, the price agreed
upon is “fair,” by definition.)

In areas where there is regulation of utility charges to consumers, prices are
usually based on costs. (In most markets in capitalistic economies, prices are
based on market action rather than being administered by governments.) There
is usually a stated principal that utilitics may recover no more than a given
margin above “cost.” There may be some dispute over what costs should be
included and how they should be allocated to each consumer class, but,
generally, the notion of cost-based pricing is firmly established. Where utilities
are dealing with each other or with nonutility entities, there may, or may
not, be an obligation to base prices on costs. In many situations, market
forces will set price levels. Transactions will be negotiated when both
parties can agree upon terms that each considers advantageous, or at least
satisfactory.

This chapter also introduces the concept of wheeling, the delivery of power
and energy over a transmission system (or systems) not owned by controlled
by the generating entity or the purchasing entity. At the center of the idea of
selling transmission capacity to others is the definition and measurement of the
available transmission capacity for transferring power. This is not an easy
quantity to define since it depends upon acceptable notions of reliable, or secure
system operating practices, a very subjective issue. In the communication
network areas such as telephone systems, data transmission networks, and so
on, the path capacities are more readily definable. Signals may be rerouted
when a channel is fully loaded and the party desiring communication service
will receive a *busy signal” if there is no capacity currently available. This does
not carry over into interconnected AC power systems. Certainly, there are
definable physical limits to the current that may be carried by each portion of
the system without causing permanent physical damage. There is a need to
reduce these absolute limits to provide some margin for the inability to predict
the loading levels with certainty. There must also be some margin, Or reserve,
retained to permit the system to survive forced outages of circuit clements and
generators. Voltage magnitudes in the system must be kept within controllable
ranges. It is here where art, experience, and opinion enter and make the exact
definition of available transmission capacity difficult. Thus, in any commercial
arrangement for energy transactions, the question of available transmission
capacity may arise and need to be settled.

Outside of North America, a major shift in the structure of the electric
utility industries that has taken place in the past decade is that of splitting up
formerly integrated, government utility organizations. This has usually involved
the privatization of governmentally sponsored utilities and the separation of the
originial utility into separate and independent, private organizations owned by
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shareholders. Some of the resuting entities may be generation companies, others
distribution utilities with the responsibility for the distribution of power to the
ultimate consumer, and one organization that has control of the transmission
network and is responsible for establishing a market for, and scheduling of,
‘generation. Where this has happened, it has led to the development of a, market
structure involving a few large organizations that were formerly part of the
state system, plus nonutility generators. These are markets that tend to be
dominated by a few large participants.

In the United States, the electric utility industry is very diverse, with 200 to
400 major utilities (depending upon the precise definition used), plus a few
thousand ‘other organizations that are also classified as utilities. Many are
investors-owned. Some are governmentally sponsored organizations at both
state and federal levels. Still others are consumer-owned utilitics. Given this
diversity, the new market structures that may evolve under deregulation in the
United States are apt to be different than those in countries where state systems
have been privatized.

The discussions of these issues and their resolutions in this text has to be
tentative, and, we trust, unbiased. Any change in a long-standing industry
naturally meets with opposition, objections, and controversy, as well ‘as
enthusiastic advocacy.

10.2 ECONOMY INTERCHANGE BETWEEN
INTERCONNECTED UTILITIES

Electric power systems interconnect because the interconnected system is
more reliable, it is a better system to operate, and it may be operated at
less cost than if left as separate parts. We saw in a previous chapter
that interconnected systems have better regulating characteristics. A load
change in any of the sytems is taken care of by all units in the inter-
connection, not just the units in the control area where the load change
occurred. This fact also makes interconnections more reliable since the loss
of a generating unit in one of them can be made up from  spinming
reserve among units throughout the interconnection. Thus, if a unit is lost
in one control area, governing action from units in -all connected areas
will increase generation outputs to make up the deficit until standby units
can be brought on-line. If a power system were to run in isolation and lose a
large unit, the chance of the other units in that isolated system being able to
make up the deficit are greatly reduced. Extra units would have to be
run as spinning reserve, and this would mean less-economic operation.
Furthermore, a generation system will generally require a smaller installed
generation capacity reserve if it is planned as part of an interconnected
system.

One of the most important reasons for interconnecting with neighboring
systems centers on the better economics of operation that can be attained
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when utilities are interconnected. This opportunity to improve the operating
economics arises any time two. power systems are operating with different
incremental costs. As Example 10A will show, if there is a sufficient difference
in the incremental cost between the systems, it will pay both systems to exchange
power at an equitable price. To see how this can happen, one need merely
reason as follows. Given the following situation:

e Utility A is generating at a lower incremental cost than utility B.

e I utility B were to buy the next megawatt of power for its load from
utility A at a price less than if it generated that megawatt from its
own generation, it would save money in supplying that increment of
load.

e Utility A would benefit cconomically from selling power to utility B, as
long as utility B is willing to pay a price that is greater than utility A's
cost of generating that block of power.

The key to achieving a mutually beneficial transaction is in establishing a “fair”
price for the economy interchange sale.

There are other, longer-term interchange transactions that are economically
advantageous to interconnected utilities. One system may have a surplus of
power and energy and may wish to sell it to an interconnected company on a
long-term firm-supply basis. It may, in other circumstances, wish to arrange to
see this excess only on a “when, and if available™ basis. The purchaser would
probably agree to pay more for a firm supply (the first case) than for the
interruptable supply of the second case.

In all these transactions, the question of a “fair and equitable price” enters
into the arrangement. The economy interchange examples that follow are all
based on an equal division of the operating costs that are saved by the utilities
involved in the interchange. This is not always the case since “fair and
equitable” is a very subjective concept; what is fair and equitable to one party
may appear as grossly unfair and inequitable to the other. The 50-50 split of
savings in the examples in this chapter should not be taken as advocacy of this
particular price schedule. It is used since it has been quite common in
interchange practices in the United States. Pricing arrangements for long-term
interchange between vary widely and may include “take-or-pay” contracts, split
savings, or fixed price schedules.

Before we look at the pricing of interchange power, we will present an
example showing how the intcrchange power affects production costs.

EXAMPLE 10A

Two utility operating areas are shown in Figure 10.1. Data giving the heat rates
and fuel costs for each unit in both areas are given here.
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B

Area 1 Area 2

FIG. 10.1 Interconnected areas for Example 10A.

Unit data: F(P) = f(a, + b;P, + c;PH)
P;nin s Pz S P:nu

Cost Coefficients Unit Limmits

Umt Fuel Cost
No. Ji (R/MBtu) a b, C; PP (MW) PM™* (MW)
1 20 561 792 0.001562 150 600
2 20 310 7.85 0.00194 100 400
3 20 78 797 0.00482 50 200
4 19 500 7.06 0.00139 140 590
5 19 295 7.46 0.00184 110 440
6 19 295 7.46 0.00184 110 440
Area I: Load = 700 MW

Max total generation = 1200 MW

Min total generation = 300 MW
Area 2: Load = 1100 MW

Max total generation = 1470 MW
Min total generation = 360 MW

First, we will assume that each area operates independently; that is, each
will supply its own load from its own generation. This will necessitate
performing a separate economic dispatch calculation for each area. The results
of an independent economic dispatch are given here.
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Area It P, =3227TMW
P, = 277.9 MW Total generation = 700 MW
P, = 99.4MW
;= 17.856 R/ MWh
Operating cost, area | = 13,677.21 R/h
Area 1: Py = 5247 MW
p, = 2877MW)  Total generation = 1100 MW
P, = 287.7 MW

i = 16.185 R/MWh
Operating cost, area 2 = 18,569.23 R/h

Total operating cost [or both areas = 13,677.21 + 18.569.23
= 32,246.44 /b

Now suppose the two areas are interconnected by several transmission
circuits such that the two areas may be thought of, and operated, as one system.
If we now dispatch them as one system, considering the loads in each area 1o
be the same as just shown, we get a different dispatch for the units.

P, = 1840 Mw)
P, = 1662 MW Total generation in area | = 404.6 MW
Py = 544 MW
P, = 590.0 MW
Py'= 4027 MW Total generation in area 2 = 13954 MW
P, = 402.7 MW

Total generation for

entire system = 1800.0 MW

4= 16990 R/h

Operaling cost,area I = 853093 R/h

Operating cost, area 2 = 23,453.89 R/h

Total operating cost = 31,984.82 R/h
Interchange power = 295.4 MW from area 2 to area |

Note that area 1 is now generating less than when it was isolafed, and area
2 is generating more. If we ignore losses, we can see that the change in generation
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in cach area corresponds to the net power flow over the interconnecting circuits.
This is called the interchange power. Note also that the overall cost of operating
both systems is now less than the sum of the costs to operate the areas when
each supplied its own load.

Example 10A has shown that interconnecting two power systems can have a
marked economic advantage when power can be interchanged. If we look at the
net change in operating cost for each area, we will discover that area 1 had a de-
crease in operating cost while area 2 had an increase. Obviously, area 1 should pay
area 2 for the power transmitted over the interconnection, but how much should
be paid? This question can be, and is, approached differently by each party.

Assume that the two systems did interchange the 2954 MW for 1h
Analyzing the effects of this interchange gives the following.

Area 1 costs: without the interchange 1367721 R
with the interchange 8530.93
Savings 5146.28 R

Area 2 costs: without interchange 18,569.23 R
with interchange 23,453.89
Increased cost 4884.66 R
Combined, net savings 261.62 R

Area 1: Area | can argue that area 2 had a net operating cost increase of
4884.66 R and therefore area 1 ought to pay area 2 this 4884.66 R. Note
that if this were agreed to, area 1 should reduce its net operating cost by
13,677.21 — (8530.93 + 4884.66) = 261.62 R when the cost of the purchase
is included.

Area 2: Area 2 can argue that area 1 had a net decrease in operating cost
of 5146.28 R and therefore area 1 ought to pay area 2 this 5146.28 R. Note
that if this were agreed to, area 2 would have a net decrease in its
operating costs when the revenues from the sale are included: 18,569.23 —
23,453.89 + 5146.28 = 261 62 R.

The problem with each of these approaches is, of course, that there is no
agreement concerning a mutually acceptable “fair” price. In both cases, one
party to the transaction gets all the economic benefits while the other gains
nothing. A common practice in such cases is to price the sale at the cost of
generation plus one-half the savings in operating costs of the purchaser. This
splits the savings equally between the two operating areas. This means that
area | would pay area 2 the amount of 5015.47 R and each area would have
130.81 R reduction in operating costs.

Such transactions are usually not carried out if the net savings are very small.
In such a case, the errors in measuring interchange flows might cause the
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transaction to be uneconomic. The transaction may also appear to be un-
economic to a potential seller if the utility is concerned with conserving its fuel
resources to serve its own customers.

10.3 INTERUTILITY ECONOMY ENERGY EVALUATION

In example 10A, we saw how two power systems could operate interconnected
for less money than if they operated separately. We obtained a dispatch of the
interconnected systems by assuming that we had all the information necessary
(input-output curves, fuel costs, unit limits, on-line status, etc.) in onc location
and could calculate the overall dispatch as if the areas were part of the same
system. However, unless the two power systems have formed a power pool or
transmit this information to each other, or a third party, who will arrange the
transaction; this assumption is incorrect. The most common situation involves
system operations personnel, located 1n offices within each of the control areas,
who can talk to cach other by telephone. We can assume that each office has
the data and computation equipment needed to perform an economic dispatch
calculation for its own power system and that all information about the
neighboring system must come over the telephone (or some other communi-
cations network). How should the two operations offices coordinate their
operations to obtain best economic operation of both systems?

The simplest way to coordinate the operations of the two power systems is
to note that if someone were performing an econemic dispatch for both systems
combined, the most economic way to operate would require the incremental cost
to be the same at each generating plant, assuming that losses are ignored. The
two operations offices can achieve the same result by taking the following steps.

| Assume there is no interchange power being transmitted between the two
systems.

b2

. Each system operations office runs an economic dispatch calculation for

its own system. ‘

3. By talking over the telephone, the offices can determine which system has
the lower incremental cost. The operations office in the system with lower
incremental cost then runs a series of economic dispatch calculations, each
one having a greater total demand (that is, the total load is increased at
each step). Similarly, the operations office in the system having higher
incremental cost runs a series of economic dispatch calculations, each
having a lower total demand.

4. Each increase in total demand on the system with lower incremental cost
will tend to raise its incremental cost, and each decrease in demand on
the high incremental cost system will tend to lower its incremental cost.
By running the economic dispatch steps and conversing over the telephone,
the two operations offices can determine the level of interchange energy
that will bring the two systems toward most economic operation.
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Under idealized “iree market” conditions where both utilities are attempting
to minimize their respective operating costs, and assuming no physical limita-
tions on the transfer, their power negotiations (or bartering) will lead to the
same economic results as a pool dispatch performed on a single area basis.
These assumptions, however, are critical. In many practical situations, there are
both physical and institutional constraints that prevent interconnected utility
systems from achieving optimum economic dispatch.

EXAMPLE 10B

Starting from the “no interchange™ conditions of Example 10A, we will find
the mast economic operation by carrying out the steps outlined earlier. Since
arca 2 has a lower incremental cost before the transaction, we will run a series
of economic dispatch calculations with increasing load steps of 50 MW, and
an identical series on area 1 with decreasing load steps of 50 MW.

Area 1:
Area | Assumed Interchange
Demand Incremental Cost from Area 2
Step (MW) (RMWh) (MW)
1 700 17.856 0
2 650 17.710 S0
3 600 17.563 100
4 550 17416 150
5 500 17.270 200
6 450 17.123 250
7 400 16.976 300
8 350 16.816 350
Area 2:
Area 2 Assumed Interchange
Demand Incremental Cost from Area 1
Step (MW) (RMWh) (MW)
1 1100 16.185 . 0
2 1150 16.291 50
3 1200 16.395 100
4 1250 16.501 150
s 1300 16.656 200
6 1350 16.831 250
7 1400 17.006 300
8 1450 17.181 350
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Note that at step 6, area 1’s incremental cost is just slightly above area 2's
incremental cost, but that the relationship then changes at step 7. Thus, for
minimum total operating costs, the two systems ought to be interchanging
between 250 and 300 MW interchange. _

This procedure can be repeated with smaller steps between 250 and 300 MW,
if desired.

104 INTERCHANGE EVALUATION WITH
UNIT COMMITMENT

In Examples 10A and 10B, there was an implicit assumption that conditions
remained constant on the two power systems as the interchange was evaluated.
Usually, this assumption is a good one if the interchange is to take place for a
period of up to 1 h. However, there may be good economic reasons 10 transmit
interchange power for periods extending from several hours to several days.
Obviously, when studying such extended periods, we will have to take into
account many more factors than just the relative incremental costs of the two
systems.

Extended interchange transactions require that a model of the load to be
served in each system (ie. the expected load levels as a function of time) be
included. as well as the unit commitment schedule for each. The procedure for
studying interchange of power over extended periods of time is as follows.

|. Each system mus( run a base-unit commitment study extending over the
iength of the peried in guestion. These base-unit commitment studies are
run without the interchange, each system serving its own load as given
by a load forecast extending over the entire time period.

2. Each system then runs another unit commitment, one system having an
increase in load, the other a decrease in load over the time the interchange
is to take place.

3. Each system then calculates a total production cost for the base-unit
commitment and for the unit commitment reflecting the effect of the
interchange. The difference in cost for each system represents the cost of
the interchange power (a positive change in cost for the selling sytem and
a negative change in cost for the buying system). The price for the
interchange can then be negotiated. If the agreed-on pricing policy is
to “split the savings,” the price will be set by splitting the savings of the
purchaser and adding the change in the cost for the selling system. If the
savings are negative, it obviously would not pay to carry out the
interchange contract.

The unit commitment calculation allows the system to adjust for the start-up
and shut-down times to take more effective advantage of the interchange power.
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It may pay for one system to leave an uneconomical unit off-line entirely during
a peak in load and buy the necessary interchange power instead.

105 MULTIPLE-UTILITY INTERCHANGE TRANSACTIONS

Most power systems are interconnected with all their immediate neighboring
systems. This may mean that one system will have interchange power being
bought and sold simultaneously with several neighbors. In this case, the
price for the interchange must be sct while taking account of the other
interchanges. For example, if one system were to sell interchange power to two
neighbouring systems in sequence, it would probably quote a higher price for
the second sale, since the first sale would have raised its incremental cost. On
the other hand, if the selling utility was a member of a power pool, the sale
price might be set by the power and energy pricing portions of the pool
agreement to be at a level such that the seller receives the cost of the generation
for the sale plus one-half the total savings of all the purchasers. In this case,
assuming that a pool control center exists, the sale prices would be computed
by this center and would differ from the prices under multiple interchange
contracts. The order in which the interchange transaction agreements are made
is very important in costing the interchange where there is no central pool
dispatching office.

Another phenomenon that can take place with multiple neighbors is called
“wheeling.” This occurs when a system’s transmission system is simply being
used to transmit power from one neighbor, through an intermediate system, to
a third system. The intermediate system’s AGC will keep net interchange to a
specified value, regardless of the power being passed through it. The power
being passed through will change the transmission losses incurred in the
intermediate system. When the losses are increased, this can represent an unfair
burden on the intermediate system, since if it is not part of the interchange
agreement, the increased losses will be supplied by the intermediate system’s
generation. As a result, systems often assess a “wheeling” charge for such power
passed through its transmission network.

The determination of an appropriate (ie., “acceptable”) wheeling charge
involves both engineering and economics. Utilities providing a wheeling service
to other utilities are enlarging the scope of the market for interchange
transactions. Past practices amongst utilities have been established by mutual
agreement amongst interconnected systems in a region. A transaction between
two utilities that are not directly interconnected may also be arranged by having
each intermediate utility purchase and resell the power until it goes from the
original generator of the sale power to the utility ultimately purchasing it. This
is known (in the United States, at least) as displacement.

For example, consider a three-party transaction. A locates power and energy
in C and makes an arrangement with an intervening system B for transmission.
Then C sells to B and B sells to A. The price level to A may be set as the cost
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of C’s generation plus the wheeling charges of B plus one-half of A’s savings.
It may also be set at B's net costs plus one-half of A’s savings. Price is a matter
of negotiation in this type of transaction, when prior agreements on pricing
policies are absent.

Often, utility companies will enter into interchange agréements that give the
amo.nt and schedule of the interchange power but leave the final price out.
Instead of agreeing on the price, the contract specifies that the systems will
operate with the interchange and then decide on its cost after it has taken place.
By doing so, the systems can use the actual load on the systems and the actual
unit commitment schedules rather than the predicted load and commitment
schedules. Even when the price has been negotiated prior to the interchange,
utilities will many times wish to verify the economic gains projected by
performing after-the-fact production costs.

Power systems are often interconnected with many neighboring systems
and interchange may be carried out with each one. When carrying out the
after-the-face production costs, the operations offices must be careful to
duplicatc the order of the interchange agreements. This is illustrated in
Example 10C.

EXAMPLE 10C

Suppose area 1 of Example 10A was interconnected with a third system,
here designated area 3, and that interchange agrecements were entered into as
follows.

Interchange agreement A: area | buys 300 MW from area 2
Tnterchange agreement B: area | sells 100 MW to area 3
Data for area 1 and area 2 will be the same as in Example 10A. For this
¢xample, we assume that area 3 will not reduce its own generation below

450 MW for reasons that might include unit commitment or spinning-reserve
requirements. The area 3 cost characteristics are as follows.

Area 3 Area 3
Total Demand Incremental Cost Total Production Cost
(MW) (R/MWh) (R/h)
450 18.125 i 8220.00
550 18.400 - 10042.00

First, let us see what the cost would be under a split-savings pricing policy if the
interchange agreements were made with agreement A first, then agreement B.
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Area 1 Area | Area 2 Area 2 Area 3 Area 3

Gen. Cost Gen, Cost Gen. Cost
(MW) (R/h) (MW) (R/h) (MW) (R/h)
Start 700 13677.21 1100 18569.23 550 10042.00

After agreement A 400 8452.27 1400 2353225 550 10042.00
After agreement B 500 10164.57 1400 23532.25 450 8220.00
Agreement A:  Saves area | 5224.94 R

Costs area 2 4963.02 R

After splitting savings, area | pays area 2 5093.98 R
Agreement B: Costs area 1 171230 R

Saves area 3 1822.00 R
After splitting savings. area 3 pays area I 1767.15 R

Summary of payments:
Area | pays a net 3326.83 R
Area 2 receives 5093.98 R
Area 3 pays 1767.15 R

Now let the transactions be costed assuming the same split-savings pricing
policy but with the interchange agreements made with agreement B first, then
agreement A.

Area | Area | Area 2 Area 2 Area 3 Area 3

Gen. Cost Gen. Cost Gen. Cost
(MW) (R/h) (MW) (R/h) (MW) (R/h)
Start 700 13677.21 1100 18569.23 550 10042.00

After agreement B: 800 15477.55 1100 18569.23 450 8220.00
After agreement A: 500 10164.57 1400 23532.25 450 8220.00
Agreement B: Costs area |  1800.34 R
- Saves area 3 1822.00 R
After splitting savings, area 3 pays area | 1811.17 R
Agreement A:  Saves area 1 531298 R
Costs area 2 4963.02 R
After splitting savings, area 1 pays area 2 5138.00 R

Summary of payments:
Area 1 pays a net  3326.83 R

Area 2 receives 5138.00R
Area 3 pays 1811.17 R
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Except for arca 1. the payments for the interchanged power are different,
depending on the order in which the agreements were carried out. If agreement
A were carried out first, area 2 would be selling power to arca | at a lower
incremental cost than if agreement B were carried out first. Obviously, 1t would
be to a seller’s (area 2 in this case) advantage to sell when the buyer's (area 1)
increinental cost is high, and, conversely, it is to a buyer’s (area 3) advantage
to buy from a seller (area 1) whose incremental cost is low.

When several two-party interchange agreements are made, the pricing must
follow the proper sequence. In this example, the utility supplying the energy
receives more than its incremental production costs no matter which transaction
is costed initially. The rate that the other two areas pay per MWh are different
and depend on the order of evaluation. These differences may be summarized
as follows in terms of R/MWh.

_,_;_é_____,é,_——-————____.._l————

Cost Rates (R/MWh)

Area A Costed First B Costed First
1 pays 16.634 16.634
2 receives 16.980 17.127
3 pavs 17.673 18.112

_____.______,/.__’—__ﬁﬁ_.———-——-

The central dispatch of a pool can avoid this problem by developing a single
cost rate for every transaction that takes place in a given interval.

10.6 OTHER TYPES OF INTERCHANGE

There are other reasons for interchanging power than simply obtaining
economic benefits. Arrangements are usually made between power companies
to interconnect for a variety of reasons. Ultimately, of course, economics plays
the dominant role.

10.6.1 Capacity Interchange

Normally, a power system will add generation to make sure that the available
capacity of the units it has equals its predicted peak load plus a reserve to cover
unit outages. If for some reason this criterion cannot be met, the system may
enter into a capacity agreement with a neighboring system, provided that
neighboring system has surplus capacity beyond what it needs to supply its
own peak load and maintain its own reserves. In sclling capacity, the system
that has a surplus agrees to cover the reserve needs of the other system. This
may require running an exira unit during certain hours, which represents a cost
to the selling system. The advantage of such agreements is to let each system
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schedule generation additions at longer intervals by buying capacity when it is
short and selling capacity when a large unit has just been brought on-line and
it has a surplus. Pure capacity reserve interchange agreements do not entitle
the purchaser to any energy other than emergency energy requirements.

10.6.2 Diversity Interchange

Daily diversity interchange arrangements may be made between two large
systems covering operating areas that span different time zones. Under such
circumstances, one system may experience its peak load at a different time of the
day than the other system simply because the second system is 1 h behind. If the
two systems experience such a phenomenon, they can help each other by inter-
changing power during the peak. The system that peaked first would buy power
from the other and then pay it back when the other system reached its peak load.

This type of interchange can also occur between systems that peak at different
seasons of the year. Typically, one system will peak in the summer due to
air-conditioning load and the other will peak in winter due to heating load.
The winter-peaking system would buy power during the winter months from
the summer-peaking system whose system load is presumably lower at that
time of year. Then in the summer, the situation is reversed and the summer-
peaking system buys power from the winter-peaking system.

10.6.3 Energy Banking

Energy-banking agreements usually occur when a predominantly hydro system
is interconnected to a predominantly thermal system. During high water runoff
periods, the hydro system may have energy to spare and will sell it to the thermal
system. Conversely, the hydro system may also need to import energy during
periods of low runoff. The prices for such arrangements are usually set by
negotiations between the specific systems involved in the agreement,

Instead of accounting for the interchange and charging each other for the
transactions on the basis of hour-by-hour operating costs, it is common practice
in some areas for utilities to agree to a banking arrangement, whereby one of
the systems acts as a bank and the other acts as a depositor. The depositor
would “deposit™ energy whenever it had a surplus and only the MWh
“deposited” would be accounted for. Then, whenever the depositor needed
energy, it would simply withdraw the encrgy up to MWh it had in the account
with the other system. Which system is “banker” or “depositor” depends on
the exchange contract. It may be that the roles are reversed as a function of
the time of year.

10.6.4 Emergency Power Interchange

It is very likely that at some future time a power system will have a series of
generation failures that require it to import power or shed load. Under such
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emergencies, it is useful to have agreements with neighboring systems that
commit them to supply power so that there will be time to shed load. This may
occur at times that are not convenient or economical from an incremental cost
point of view. Therefore, such agreements often stipulate that cmergency power
be priced very high.

10.6.5 Inadvertent Power Exchange

The AGC systems of utilities are not perfect devices with the result that there
are regularly occurring instances where the error in controlling interchange
results in a significant, accumulated amount of energy. This i1s known as
inadvertent interchange. Under normal circumstances. system operators will
“pay back™ the accumulated inadvertent interchange energy megawatt-hour
for megawatt-hour, usually during similar time periods in the next week.
Differences in cost rates are ignored.

Occasionally. utilities will suffer prolonged shortages of fuel or water, and
ihe inadvertent interchange energy may grow beyond normal practice. If done
deliberately, this is known as “leaning on the ties.” When this occurs, systems
will normally agree to pay back the inadvertent energy at the same time of day
that the errors occurred. This tends to equalize the economic transfer. In severe
fuel shortage situations, interconnected utilities may agree to compensale each
other by paying for the inadvertent interchange at price levels that reflect the
real cost of generating the exchange energy.

i0.7 POWER POOLS

Interchange of power between systems can be economically advantageous, as
has been demonstrated previously. However, when a system is interconnected
with many neighbors, the process of setting up one transaction at a time with
each neighber can become very time consuming and will rarcly result in the
optimum production cost. To overcome this burden, several utilities may form
a power pool that incorporaics a central dispatch office. The power pool 1s
administered from a central location that has responsibility for setung up
interchange between members, as well as other administrative tasks. The pool
members relinquish certain responsibilities to the pool operating office in return
for greater economies in Operation.

The agreement the pool members sign is usually very complex. The
complexity arises because the members of the pool are attempting 10 gain
greater benefits from the pool operation and to allocate these benefits equitably
among the members. In addition to maximizing the economic benefits of
interchange between the pool members, pools help member companies by
coordinating unit commitment and maintenance scheduling, providing a
centralized assessment of system security at the pool office, calculating better
hydro-schedules for member companies, and so forth. Pools provide increased
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reliability by allowing members to draw energy from the pool transmission grid
during emergencies as well as covering each others’ reserves when units are
down for maintenance or on forced outage.

Some of the difficulties in setting up a power pool involving nonaffiliated
companies or systems arise because the member companies are independently
owned and for the most part independently operated. Therefore, one cannot
just make the assumption that the pool is exactly the same entity as a system
under one ownership. If one member’s transmission system is heavily loaded
with power flows that chiefly benefit that member’s neighbors, then the system
that owns the transmission is entitled to a reimbursement for the use of the
transmission facilities. If one member is directed to commit a unit to cover a
reserve deficiency in a neighboring system, that system is also likewise entitled
to a reimbursement.

These reimbursement arrangements are built into the agreement that the
members sign when forming the pool. The more the members try to push for
maximum economic operation, the more complicated such agreements become.
Nevertheless, the savings obtainable are quite significant and have led many
interconnected utility systems throughout the world to form centrally dispatched
power pools when feasible.

A list of operating advantages for centrally dispatched power pools, ordered
by greatest expected economic advantage, might look as follows:

Minimize operating costs (maximize operating efficiency).
Perform a system-wide unit commitment.
Minimize the reserves being carried throughout the system.

Coordinate maintenance scheduling to minimize costs and maximize
reliability by sharing reserves during maintenance periods.

5. Maximize the benefits of emergency procedures.

o b by g

There are disadvantages that must be weighed against these operating and
economic advantages. Although it is generally true that power pools with
centralized dispatch offices will reduce overall operating costs, some of the
individual utilities may perceive the pool requirements and disciplines as
disadvantageous. Factors that have been cited include.

1. The complexity of the pool agreement and the continuing costs of
supporting the interutility structure required to manage and administer
the pool.

2. The operating and investment costs associated with the central dispatch
office and the needed communication and computation facilities.

3. The relinquishing of the right to engage in independent transactions
outside of the pool by the individual companies to the pool office and
the requirement that any outside transactions be priced on a split-saving
basis based on pool members’ costs.
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4 The additional complexity that may result in dealing with regulatory
agencies if the pool operates in more than one state.

5. The feeling on the part of the management of some utilities that the pool
structure is displacing some of an individual system’s managemenl
responsibilities and restricting some of the freedom of independent action
possible 10 serve the needs of its own customers.

Power pools without central dispatch control centers can be administered
through a central office that simply acts as a brokerage house to arrange
transactions among members. In the opposite extreme, the pool can have a
fully staffed central office with real-time data telemetered to central computers
that calculate the best pool-wide economic dispatch and provide control signals
to the member companies.

By far the most difficult task of pool operation is to decide who will pay
what to whom for all the economic transactions and special reimbursements
built into the pool agreement. There are several ways to solve this problem,
and some will be illustrated in Section 10.7.2.

10.7.1 The Energy-Broker System

As with sales and purchases of various commodities or financial instruments
(c.g., stock), it is often advantageous for interconnected power systems to deal
through a broker who sets up sales and purchases of energy instead of dealing
directly with each other. The advantage of this arrangement is that the broker
can observe all the buy and sell offers at onc time and achieve better cconomy
of operation. When utilities negotiate exchanges of power and energy in pairs,
the “market place” is somewhat haphazard like a bazaar. The introduction of
a central broker to accept quotations to sell and quotations to purchase
creates an orderly marketplace where supply, demand, and prices are known
simultaneously. '

The simplest form of “broker™ scheme is the “bulletin board.” In this type
of scheme, the utility members post offers to buy or sell power and energy at
regular, frequent intervals. Members are free to access the bulletin board (via
some sort of data exchange network) at all times. Members finding attractive
offers are free to contact those posting the offers and make direct arrangements
for the transaction. Like any such informally structured market, many trans-
actions will be made outside the marketplace. More complex brokers are those
set up to arrange the matching of buyers and sellers directly, and, perhaps, to
set transaction prices.

In one power broker scheme in use, the companies that are members of the
broker system send hourly buy and sell offers for energy to the broker who
matches them according to certain rules. Hourly, each member transmits an
incremental cost and the number of megawatt-hours it is willing to sell or its
decremental cost and the number of megawatt-hours it will buy. The broker
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sets up the transactions by matching the lowest cost seller with the highest cost
buyer, proceeding in this manner until all offers are processed. The matched
buyers and sellers will price the transaction on the basis of rules established in
setting up the power broker scheme. A common arrangement is to compensate
the seller for this incremental generation costs and split the savings of the buyer
equally with the seller. The pricing formula for this arrangement is as follows.
Let
F = incremental cost of the selling utility (R/MWh)

Fj, = decremental cost of the buying utility (R/MWh)
F. = cost rate of the transaction (R/MWh)
Then,
E=F+ 3 (F~ F)
(10.1)

In words, the transaction’s cost rate is the average of the seller’s incremental
cost and the purchaser’s decremental cost. In this text, decremental cost is the
reduction in operating cost when the generation is reduced a small amount.
Example 10D illustrates the power brokerage process.

EXAMPLE 10D

In this example, four power systems have sent their buy/sell offers to the broker.
In the table that follows, these are tabulated and the maximum pool savings
possible is calculated.

Utilities

Selling Incremental MWh Seller’s Total
Energy Cost (R/MWh) for Sale Increase in Cost (R)
A 25 100 2500

B 30 100 3000
Utilities

Buying Decremental MWh for Buyer’s Total
Energy Cost (R/MWh) Purchase Decrease in Cost (R)
G 35 50 1750

D 45 150 6750

Net pool savings = (1750 R + 6750 R) — (2500 R + 3000 R)
= 8500 R — 5500 R = 3000 R
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The broker sets up transactions as shown in the following table.

et e e

Total
Transaction
Tran-action i Savings Computation Savings (R)
1. A selis 100 MWh to D 100 MWh (45 — 25) R/MWh = 2000
2 B sells 50 MWh to D 50 MWh (45 — 30) R/MWh = 750
1 B sells 50 MWh to C 50 MWh (35 — 30) R/MWh = 250
Total 3000

= ,.’_____________———-—’—___’____,____——-——___,_l

The rates and total payments are easily computed under the split-savings
arrangement. These are shown in the following table.

-

Price
Transaction (R/MWh) Total cost (K)
i A sells 100 MWh to D 350 3500
2. B sells 50 MWh to D 375 1875
3. B sells 50 MWh to C 32.5 1625
Total 7000

A receives 3500 R from D; B receives 3500 R from D and C. Note that each
participant benefits: A receives 1000 R above its costs; B rececives 500 R above
its costs; C saves 125 R; and D saves 1375 R.

The chief advantage of a broker system is its simplicity. All that is required
to get a broker system into operation is a communications circuit to each
member’s operations office and some means of setting up the transactions. The
transactions can be set up manually or, in the case of more modern brokerage
arrangements, by a computer program that is given all the buy/sell offers and
automatically sets up the (ransactions. With this type of broker, the quoting
systems are commonly only informed of the “match” suggested by the broker
and are free to enter into the transaction or not as each se¢ fit.

Economists have sometimes argued that the broker pricing scheme should
set one single “clearing price” for energy each time period. The logic behind
this is that the market-determined price level should be based on the
participants’ needs and willingness to buy or sell. This removes the absolute
need for quoting cost-based prices. Utilities would be free to quote offers at
whatever price level they wished, but would be (under most rules that have been
suggested) obligated to deliver of purchase the energy quoted at the market
clearing price. The transactions market would be similar to the stock exchange.
Objections raised have been that in times of shortage, price levels could rise
dramatically and uncontrollably. '

Power broker schemes can be extended to handle long-term economy
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interchange and to arrange capacity sales. This enables brokers to assist in
minimizing costs for spinning reserves and coordinate unit commitments in
interconnected systems.

10.7.2  Allocating Pool Savings

All methods of allocating the savings achieved by a central pool dispatch are
based on the premise that no pool member should have higher generation
production expenses than it could achieve by dispatching its own generation
to meet its own load. )

We saw previously in the pool broker system that one of the ways to allocate
pool savings is simply to split them in proportion each system’s net interchange
during the interval. In the broker method of matching buyers and sellers based
on their incremental and decremental costs, calculations of savings are relatively
casy to make since the agreed incremental costs and amounts of energy must
be transmitted to the broker at the start. When a central economic dispatch is
used. it is easier to act as if the power were sold to the pool by the selling
systems and then bought from the pool by the buying systems. In addition,
allowances may be made for the fact that one system’s transmission system is
being used more than others in carrying out the pool transactions.

There are two general types of allocation schemes that have been used in
U.S. pool control centers. One, illustrated in Example 10E, may be performed
in a real-time mode with cost and savings allocations made periodically using
the incremental and decremental costs of the systems. In this scheme, power is
sold to and purchased from the pool and participants’ accounts are updated
currently. In the other approach, illustrated in Example 10F, the allocation of
costs and savings is done after the fact using total production costs. Example
10E shows a scheme using incremental costs similar to one used by a U.S. pool
made up of several member systems.

EXAMPLE 10E

Assume that the same four systems as given in Example 10D were scheduled
to transact energy by a central dispatching scheme. Also, assume that 10%, of
the gross system’s savings was to be set aside to compensate those systems that
provided transmission facilities to the pool. The first table shows the calculation
of the net system savings.

Utilities

Selling Incremental MWh Seller's Total
Energy Cost (R/MWh) for Sale Increase in Cost (R)
A 25 100 2500

B 30 100 3000
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Utilities
Buying Decremental MWh for Buyer’s Total
Energy Cost (R/MWh) Purchase Decrease in Cost (R)
4 35 50 1750
D 45 150 6750

Pool savings 3000
Savings withheld for transmission compensation® _300

Net savings 2700

#10% savings withheld for transmission compensation.

Next, the weighted average incremental costs for selling and buying power
are calculated.

Seller's weighted average incremental cost
- [(25 R/MWh x 100 MWh) + (30 R/MWh x 100 MWh)

el =27.50 R/MWh
100 MWh + 100 MWh

Buyer’s weighted average decremental cost

_ [(35 R/MWh x 50 MWh) + (45 R/MWh x 150 M_\yh)] EE——

50 MWh + 150 MWh

Finally, the individual transactions savings are calculated.

1. A sells 100 MWh to pool:

4250 — 25 R/MWh

100 MWh x 0.9 = 787.50 R

2. B sells 100 MWh to pool:

x 09 = 562.50 R

oo 1250~ 3;) R/MWh

3. C buys 50 MWh from pool:

35 —27.50 R/ MWh .

50 MWh 0.9 = 168.75R

4. D buys 150 MWh from pool:

DIV o8 = 5L R

2700.00 R Net savings

150 MWh
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The total transfers for this hour are then:

C buys 50 MWh for 42.5 x 50 — 168.75 = 1956.23 R
D buys 150 MWh for 42.5 x 150 — 1181.25 = 5193.75R
Total 715000 K

A sells 100 MWh for 27.5 x 100 + 787.5 = 3537.50 R
B sells 100 MWh for 27.5 x 100 4 562.5 = 3312.50 R
6850.00 R

Total transmission charge  300.00 R
Total 7150.00 R

The 300 R that was set aside for transmission compensation would be split up
among the four systems according to some agreed-upon rule reflecting each
system’s contribution to the pool transmission network.

The second type of savings allocation method is based on after-the-fact
computations of individual pool member costs as if each were operating strictly
o as to serve their own individual load. In this type of calculation, the unit
commitment, hydro-schedules, and economic dispatch of each individual pool
member are recomputed for an interval after the pool load has been served.
This “own load dispatch” is performed with each individual system’s generating
capacity, including any portions of jointly owned units, to achieve maximum
operating economy for the individual svstem.

The costs for these computed individual production costs are then summed
and the total pool savings are computed as the difference between this cost and
the actual cost determined by the central pool dispatch.

These savings are then allocated among the members of the pool according to
the specific rules established in the pool agreement. One method could be based
on rules similar to those illustrated previously. That is, any interval for which
savings are being distributed, buyers and sellers will split the savings equally.

Specific computational procedures may vary from pool to pool. Those
members of the pool supplying energy in excess of the needs of their own loads
will be compensated for their increased production expenses and receive a
portion of the overall savings due to a pool-wide dispatch. The process is
complicated because of the need to perform individual system production cost
calculations. Pool agreements may contain provisions for compensation to
members supplying capacity reserves as well as energy to the pool. A logical
questions that requires resolution by the pool members involves the fairness of
comparing an after-the-fact production cost analysis that utilizes a known load
pattern with a pool dispatch that was forced to use load forecasts. With the
load pattern known with certainty, the internal unit commitment may be
optimized to a greater extent that was feasible by the pool control center.
Example 10F illustrates this type of procedure for the three systems of Example
10C for one period. In this example, only the effects of the economic dispatch
are shown since the unit commitment process is not involved.
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EXAMPLE 10F

The three areas and load levels are identical to those in Example 10C.
(Generation data are in Examples 10A and 10B as well.) In this case, the three
areas are assumed to be members of a centrally dispatched power pool. The

pool’s rules for pricing pool interchange are as follows.

1. Each area delivering power and energy to the pool in excess of its own
load will receive compensation for its increased production costs.

2. The total pool savings will be computed as the difference between the
sum of the production costs of the individual areas (each computed on
the basis that it supplied its own load) and the pool-wide production cost.

3. These savings will be split equally between the supplicrs of pool capacity
or energy and the areas recciving pool-supplied capacity or energy.

4. In each interval where savings are allocated (usually a week, but in this
example only 1 h), the cost rate for pricing the interchange will be one-half
the sum of the total pool savings plus the cost of generating the pool
energy divided by the total pool encrgy. The total pool energy is the sum
of the energies in the interval supplied by all areas, each generating energy

in excess of its own load.

The pool production costs are as follows.

Area Load Own-Load Production Cost
Area (MW or MWh) (R/h)
1 700 13677.21
2 1100 18569.23
3 550 10042.00
Total 2350 42288.44

Under the pool dispatch, areas | and 2 are dispatched at an incremental cost
of 17.149 R/MWh to generate a total of 1900 MW. Area 3 is limited to
supplying 450 MW of its own load at an incremental cost of 18.125 R/MWh.
The generation and costs of the three areas and the pool under pool dispatch

are given in the following table.

Area Generation Production Cost Incremental Cost
Area (MW or MWh) (R/h) (R/MWh)
i 458.9 945874 17.149
2 1441.1 24232 .66 17.149
3 450.0 8220.00 18.125
Pool 2350.0 41911.40 17.149
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Therefore. the total savings due to the pool dispatch for this 1 h are
4228844 R — 4191140 R = 377.04 R

In this example, area 2 is supplying 341.1 MWh in excess of its own load to
the pool. This is the total pool energy. Therefore, the price rate for allocating
savings is computed as follows.

Cost of pool energy:

Cost of energy supplied to the pool by area 2
= 2423266 R — 18,569.23 R = 5663.43 R

+ 1/2 pool savings = 188.52 R

Total 5851.95R

5851.
Interchange price rate = %i_:i:i_ =17.156 R/MWh

The final outcome for each area is shown in the following table.

¥

Pool Energy

Received Interchange Cost Production Cost Net Cost
Area (MWh) R (R) (R)
1 +241.1 4116.34 9458.74 13595.08
2 —341.1 —5851.95 24232.66 18380.71
3 +100 1715.61 8220.00 9935.61
Pool 6 41911.40° 41911.40

Note that each area’s net production costs are reduced as compared with what
they would have been under isolated dispatch. Furthermore, the ambiguity
involved in pricing different transactions in alternative sequences has been
avoided.

Example 10F is based on only a single load level so that after-the-fact unit
commitment and production costing is not required. It could have been done
on a real-time basis, in fact. This example also illustrates the complete
transaction allocation that must be done for savings allocation schemes.

Complete own-load dispatch computations for cost and savings allocations
are usually performed for a weekly period. The implementation may be complex
since hourly loads and unit status data are required. An on-line, real-time
allocation scheme avoids these complications.

No matter how these savings allocations are performed, you should appreciate
that any estimates of “savings” involves finding the difference between actual,
known costs and costs as they might have been. There is a great deal of room
for disagreement about how to estimate these second, hypothetical costs.
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10.8 TRANSMISSION EFFECTS AND ISSUES

This topic involves both technical and structural considerations. There are some
technical issues that transcend the organizational market structure issues, but
many of these arise only because of the multiple ownership of interconnected
power transmission networks. There are basic technical issues of defining a
network’s capabulity to transfer power that involve physical capacity to handle
power flows reliably (or securely). Even here (or is it especially here?),
nontechnical matters arc involved in defining acceptable levels of nerwork
unreliability. In an economic environment where capital and financing is
available to develop multiple parallel paths in a transmission network, trans-
mission capability may be restricted by the desire of the utilities and involved
governmental agencies to insure very high levels of system security. Widespread
blackouts and prolonged power shortages are to be avoided. Networks are
designed with large capacity margins so that elements tend to be loaded
conservatively. Normal failures of single major elements will not cause loss of
load. Even simultaneous occurrences of two failures of major elements will not
causc load curtailment. In most foreseeable circumstances, there will not be
cascading outages that spread across the interconnected system. Cascading
outages can occur where the loss of a transmission circuit, due to a prolonged
fault, would result in the overloading of parallel circuits. These, in turn, might
be opened in time by the action of protective relaying systems. Thus, the single
event could cascade into a regional series of events that could result in a
blackout.

In economic climates where capital and financing are difficult to obtain, and
in areas where environmental restrictions prevent adding transmission capacity.
power transmission networks may be designed using less-stringent reliability
standards and operated in a fashion such that loads are expected to be curtailed
when major transmission elements suffer outages. Security and reliability
standards may be similar to the previous situation, with the exception that
controlled load disconnection is not considered to be a “failure” event. Even
in systems where “defensive operational scheduling” practices are normally
followed (i.e., loss of single or two major system elements does not result in
cascading outages), there are occasions where it is more economic to resort to
using special system controls. These might drop load automatically when a
remote generation source loses one of its transmission links to the system. This
is a simple example; there are more complex arrangements that have been used.
When a variety of specialized system control schemes are used, it is necessary
to keep track of the various systems and keep every interconnected system
abreast of changes and new developments.

In any interconnected system, there is a need to define in quantitative terms
the maximum amount of power that may be transferred without violating
whatever system reliability and security criteria are in place. Therefore, it is
necessary to consider the types of operating limitations that exist in AC power
networks. These include thermal limits sets by the capability of the lines and
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apparatus to absorb and dissipate the heat created by the current flowing in
the various elements. These limits are usually expressed as a maximum
allowable temperature rise above specified ambient conditions. The intent 1s to
prevent the extreme, sustained temperatures that might cause lines to sag and
equipment to be damaged. Even with these straightforward thermal limitations,
there are variable ambient conditions that make actual danger points occur in
the summer at lower power transfers than in the colder months. Next are limits
set by the interplay of system limitations, equipment limitations, €COonomics,
and service reliability (“security™) standards. These include voltage-VAR-
related conditions and stability considerations.

Voltage and VAR conditions arise because voltage magnitudes within the
system must remain within a bandwidth that is set by the voltage tolerances
of both system and consumer equipment. Large high-voltage equipment and
consumer equipment (motors, transformers, etc.) are generally limited to
excursions of about +5% of their rated voltage. The voltage magnitude
bandwidth tolerance on the system is affected (and generally enlarged) by the
ability of various voltage-correcting devices to restore voltages to a bandwidth
acceptable to the apparatus. Key control devices include tapchanging trans-
formers and various types of VAR-supply devices. At shorter transmissicn
distances (say 50 miles or 100 km). the thermal limits and voltage-VAR
limitations generally are the restricting system conditions. Of course, it is
theoretically possible to add additional circuits and VAR-support equipment,
but economic considerations generally set a practical limit on what is done to
increase transmission capacity.

Transmission capability limits can be imposed by voltage instability, steady-
state stability, and transient stability. In all cases, the network has to be able
to survive possible conditions that can lead to unstable situations. These
instability-inducing conditions usually become more intense as the system
Joading increases. The need to avoid these operating regimes then places a
practical limit on the power that can be transmitted. At longer distances it is
usually transient stability that sets the limits. The various limits are found by
testing the network under increasingly heavy loading conditions and seeking
ways to alleviate or prevent the instabilities. At some point, it becomes
impossible or uneconomic to increase the limits further. Besides economic
considerations, the actual power transfer limitations found will depend upon
the testing criteria utilized. Is it sufficient to test the network’s ability to survive
a single-phase fault that is successfully cleared and the line reclosed, or should
the network be tested using a bolted three-phase fault that requires switching
a line segment?

10.8.1 Transfer Limitations

The operators in an interconnected AC system are interested in the limits to
the amount of power that may be transferred between various systems oOr buses.
The amount of power transfer capability available at any given time is a function
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of the system-wide pattern of loads, generation and circuit availability. This
has led the United States systems to establish definitions of “incremental
transfer capability.” These definitions depend upon testing the network to meet
selected security constraints (one or two simultaneous outages) under various
sets of operating conditions to determine the added (“incremental™) power
that maybe transferred safely. This requires the cooperative efforts of a number
of utilities in a region and only provides general guidelines concerning the
transfer capability limits.

All of these tests and limitations depend a great deal upon the use of subjective
criteria, definitions, and procedures that are a result of mutual agreement
amongst the utilities. Practices differ. As an example, take the matter of deter-
mining the ability of an interconnected system to transmit an additional block of
500 MW between two systems separated by one or more intervening systems. If
the operators test the systems’ capability under the existing and planned optimal
generation schedules, the network’s loading criteria are violated. However, by
shifting generation by a fairly small amount, the transfer would satisfy all of the
systems’ criteria. Should the transfer take place? In the systems in North
America the answer would generally be “yes,” with the added proviso that the
cost for the transfer would include the recovery of the added generation cost
of the systems that shifted generation off of an optimal economic dispatch.

Transfer limits can be determined for relatively simple interconnections
where DC approximations are satisfactory to establish network flows. Some-
times these techniques may be used to study incremental flows. But, in most
cases, it requires an AC power flow of some sort to investigate transfer limits
and answer questions similar to the one in the previous paragraph.

This leads to what has been termed the “busy-signal problem.” When I
attempt to place a call that would require the use of an already-loaded
communication channel, the system controls attempt to reroute my call, and if
they are unsuccessful, I receive a busy signal. In present AC power systems, if
a request is made in initiate a new transaction over a transmission system that
is loaded to near maximum capability, it is feasible to do a moderate amount
of “rerouting™ of power flows by shifting generation and perhaps some
switching of circuits. But if these measures are unsuccessful, or precluded by
current operating practices, I will only find out some time after the request has
been made, and, unless I am conversant in power system operating practices,
I may not understand why the particular answer was given.

This is the point in the discussion where institutional problems become quite
important. As long as the parties that are interested are interconnected electric
utilities and other technically competent organizations that all can agree with
each other about the operating rules, definitions of transfer capability, and the
various assumptions used in establishing limitations, there is not a serious
problem. Suppose, however, that all these parties do not agree. Suppose that
some are satisfied with the present arrangements while others are eager to
expand the network capability for the marketing, or purchasing, of power over a
wider geographic area. They would like a concrete definition of network transfer
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capacity that did incorporate so many variable and ambiguous factors. The lack
of a simple “busy signal” becomes even more pressing when nonutility entities
are permitted access to the transmission system to make sales and purchases.

The situation is similar when measures to relieve local constraints are
required in order to facilitate the use of the interconnected system by nonlocal
parties. Who should pay for these measures? How should the costs be allocated?
These are all real concerns when the interconnected system is owned by many
individual utilities and serves the needs of even more individual organizations.

108.2 Wheeling

The term “wheeling” has a number of definitions; we will stay with a simple
one. Wheeling is the use of some party’s (or parties’) transmission system(s) for
the benefit of other parties. Wheeling occurs on an AC interconnection that
contains more than two utilities (more properly, two parties) whenever a
transaction takes place. (If there are only two parties, there is no third party
to perform wheeling.) As used here, the term “parties” includes both utility and
nonutility organizations.

Consider the six interconnected control areas shown in Figure 10.2. Suppose
arcas A and C negotiate the sale of 100 MW by A to C. Area A will increase its

(b)

FIG. 10.2 Six {ntcrconnected control areas. (a) Configuration; (b) Incremental power
flows when area A sells 100 MW to area C.
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scheduled net interchange by 100 MW and C will reduce its net interchange
schedule by the same amount. (We ignore losses.) The generation in A will
increase by the 100 MW sale and that in C will decrease by the 100 MW
purchase. Figure 10.2b shows the resulting changes in power flows, obtained
by finding the difference between power flows before and after the transaction.
Note that not all of the transaction flows over the direct interconnections
between the two systems. The other systems are all wheeling some amount of
the transaction. (In the United States, these are called “parallel path or loop
Sflows.”)

The number of possibilities for transactions is very large, and the power flow
pattern that results depends on the configuration and the purchase-sale
combination plus the schedules in all of the systems. In the United States,
various arrangements have been worked out between the utilities in different
regions to facilitate interutility transactions that involve wheeling. These past
arrangements would generally ignore flows over parallel paths were the two
systems were contiguous and owned sufficient transmission capacity to permit
the transfer. (This capacity is usually calculated on the basis of nominal or
nameplate ratings) In that case, wheeling was not taking place, by mutual
agreement. The extension of this arrangement to nencontiguous utilities led
to the artifice known as the “contract path.” In making arrangements for
wheeling, the two utilities would rent the capability needed on any path that
would interconnect the two utilitics. Thus, on Figure 10.2,a 100-MW transaction
between systems A and D might involve arranging a “contract path” between
them that would have 100 MW available. Flows over any parallel paths are
ignored. As artificial as these concepls may appear, they are commercial
arrangements that have the merit of facilitating mutually beneficial transactions
between systems.

Difficulties arise when wheeling increases power losses in the intervening
systems and when the parallel path flows utilize capacity that is needed by a
wheeling utility. Increased transmission losses may be supplied by the seller so
that the purchaser in a transaction receives the net power that was purchased.
In other cases, the transaction cost may include a payment to the wheeling
utility to compensate it for the incremental losses. The relief of third-party
network element loading caused by wheeling is a more difficult problem to
resolve. If it is a situation that involves overloading a third party’s system on
a recurring basis, the utilities engaged in the transaction may be required to
cease the transfer or pay for additional equipment in someone else’s system.
Both approaches have been used in the past.

Loop flows and arrangements for parallel path compensation become more
important as the demand for transmission capacity increases at a faster rate
than actual capability does. This is the situation in most developed countries.
New, high-voltage transmission facilities are becoming more difficult to con-
struct. Another unresolved issue has to do with the participation of organizations
that are basically consumers. Should they be allowed access to the power
transmission network so that they may arrange for energy supplies from
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nonlocal resources? In the deregulated natural gas industry in the United States,
this has been done.

10.8.3 Rates for Transmission Services in Multiparty Utility Transactions

Rates for transmission service have a great deal of influence on transactions
when wheeling is involved. We have previously considered energy transaction
prices based on split-savings concepts. Where wheeling services are involved,
this same idea might be carried over so that the selling and wheeling utilities
would split the savings with the purchaser on some agreed-upon ‘basis. Both
the seller and wheeling systems would want to recover their costs and would
wish to receive a profit by splitting the savings of the purchaser. Some (many
economists) would argue that transmission services should be offered on the
basis of a “cost plus” price. A split-savings arrangement involving four or five
utility systems might lose its economic attractiveness to the buyer by the time
the potential savings were redistributed.

The notion of selling transmission service is not new. A number of different
pricing schemes have been proposed and used. Most are based upon simplified
models that allow such fictions as the “contract path.” Some are based on an
attempt to mimic a power flow, in that they would base prices on incremental
power flows determined in some cases by using DC power flow models. The
very simplest rates are a charge per MWh transferred, and ignore any path
considerations. -

More complex schemes are based on the “marginal cost” of transmission
which is based on the use of bus incremental costs (BIC). The numerical
evaluation of BIC is straightforward for a system in economic dispatch. In that
case. the bus penalty factor times the incremental cost of power at the bus is

“ gqual to the system 4, except for generator buses that are at upper or lower
limits. This is true for load buses as well as generator buses. (We will treat this
situation in more detail in Chapter 13 on the optimal power flow.)

Consider any power system in economic dispatch.

1. If we have a single generator, then the cost to deliver an additional small
increment of power at the generator bus is equal to the incremental cost
of power for that generator.

2. If we have more than one generator attached to a bus and this is the only
source of power, and the generators have been dispatched economically
(i.e., equal 4), then the cost to deliver an additional small increment of
power at this bus is equal to 4. :

3. 1f there are multiple generators at different buses throughout the power
system, and they have been dispatched economically, i.e., accurate penalty
factors have been calculated and used in the economic dispatch—then the
cost of delivery of an addition small increment of power at any-individual
generator bus will be that generator’s own incremental cost. This cost will
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FIG. 10.3 Three-bus system.

not be equal across the system due to the fact that each generator’s
incremental cost is multiplied by its penalty factor.

It is important to stress that we are talking of an “additional small increment”
of power at a bus and not a large increment. If the power increase is very small,
the three statements above hold. If we are talking of a large increment in power
delivered anywhere, the optimal dispatch must be recalculated and the cost is
not equal to the incremental cost in any of the three cases above.

If we have the case shown in Figure 10.3, the power is all delivered to a load
bus that is separated from either generator by a transmission line. In this case,
the incremental cost of delivery of power to the load is not equal to the
incremental cost of delivery at either generator bus. The exact value of the
incremental cost at the load bus can be calculated, however, using the
techniques developed in Chapter 13 (see Section 13.7). The incremental cost to
deliver power at a bus is called the bus incremental cost (BIC) and plays a very
important role in the operation of modern power systems. For a power system
without any transmission limitations, the BIC at any bus in the system will
usually be fairly close to the BIC at other buses. However, when there is a
transmission constraint, this no longer holds.

Suppose the following situation were to arise in the system in Figure 10.3.

{. Generator 1 has high incremental cost and is at its low limit.
2. Generator 2 has low incremental cost and is not at either limit.

In such a case, the BIC at the load bus will be very close to the low incremental
cost of the generator at bus 3.

Now let there be a limit to the power flowing on the transmission line from
bus 3 to bus 2 so that no further power can be generated at bus 3. When the
load is increased at bus 2, the increase must come entirely from the generator
at bus 1 and its BIC will be much higher, reflecting the incremental cost of the
bus 1 generator. Thus, the BICs are very useful to show when loading of the
transmission system shifts the cost of delivery at certain buses in the network.

Next, let us consider how the bus incremental costs can be used to calculate
the short run marginal costs (SRMC) of wheeling. Figure 10.4 shows three
systems, A, B, and C, with A selling Py MW to system C and system B wheeling
that amount. The figure shows a single point for injecting the power (bus 1)
and a single point for delivery to system C (bus 2). The operators of the wheeling



TRANSMISSION EFFECTS AND ISSUES 397

Systern A

44 +PW
Single wheeling entity O

g

System B

—-"-i——)'“ Load

=
_\_2

System C

FIG. 104 Simple whecling example.

system, B, can determine the incremental cost of power at both buses by using
an optimal power flow (OPF). If these operators were to purchase the block
of wheeled power at bus 1 at the incremental cost there, and sell it to system
C at the incremental cost of power at bus 2, they would recover their (short
run) marginal cost of transmission. Many engineers and economists have
suggested that transmission service prices should be based upon these marginal
costs since they include the cost of incremental transmission losses and network
constraints. The equation to determine this marginal cost is,

AF = (3F/Py) APy = [0F /0P — 0F|OP)APy (10.2)

where the power APy is injected at bus i and withdrawn at bus j. Various
implementations of the OPF may be programmed to determine the rate-of-
change of the objective function with respect to independent variables and
constraints. These computations may be used to evaluaie the marginal trans-
mission cost directly.

The six-bus case used previously in Chapter 4 may be used to illustrate these
ideas. Two separate wheeling examples were run. In both examples, 50 MW
were injected at bus 3 and withdrawn at bus 6. In the first case, no flow limits
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were imposed on any circuit element. Figure 10.5 shows the power fiow that
results when the OPF is used to schedule the base casc using the generation
cost data given in Example 4E. In the second case, a 100-MVA limit was
imposed on the circuit connecting bus 3 and bus 6. Figure 10.6 shows the OPF
results for this case. Note the redistribution of flows and the new generation
schedule.

The short-run marginal transmission cost rates (in R/MWh) found were
0.522 for the unconstrained case and 3.096 for the constrained case. In the
unconstrained example, the marginal cost reflects the effects of the incremental
losses. The system dispatch is altered a slight amount to accommodate the
additional losses caused by the S0-MW wheeling transfer. No major gencration
shifts are required. When the flow on the direct line, 3 to 6, is constrained, the
generation pattern is shifted in the OPF solution to reduce the MVA flow on
that circuit. In doing so, the marginal cost of wheeling is increased to reflect
that change.

The effect of a constraint can be illustrated by considering the three-system
wheeling situation shown on Figure 10.4. Suppose the transmission system is
lossless. With no constraints on power flows, the marginal cost of power will
be the same throughout the system. (It will be equal to the incremental cost of
the next MWh generated in system B.) Now suppose that there is a constraint
in system B such that before the wheeled power is injected, no more power may
flow from the area near bus I to loads near bus 2. (See Figure 10.7 which shows
a cut labeled “Transmission bottleneck.”) Then, when the power to be wheeled
is injected at bus I and withdrawn at bus 2, the schedule in system B will be
adjusted so that the delivered power is absorbed near bus ! and generated by
units near bus 2. The difference in marginal costs will now increase, reflecting
the marginal cost of the constraint. With no constraint violations, marginal
costs of wheeling rise gradually to reflect incremental losses. When constraints
are reached. the marginal wheeling costs are more volatile and change rapidly.

Marginal cost-based pricing for transmission services has a theoretical
appeal. Not everyone is in agreement that transmission services should be priced
this way. If the entire transaction is priced at the marginal cost rate after the
transaction is in place, the wheeling utility may over- or undér-recover its
changes in operating costs. Perhaps more importantly, short-run marginal
operating costs do not reflect the revenue required to pay the costs related to
the investments in the wheeling system’s facilities. These facilities make it
possible to wheel the power. (It is quite possible that short-run marginal
wheeling costs could be negative if a transaction were (o result in incremental
power flows that reduced the losses in the wheeling system.) Any pricing
structure for transmission service needs to incorporate some means of generating
the funds required to install and support any new facilities that are needed in
order to accommodate growing demands for service. These are the long-run
marginal costs. If the transmission network is to be treated as a separate entity,
the price structure for transmission service needs to include the long-run costs
as well as short-run operating costs.
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FIG. 10.7 Simple wheeling example with a “transmission bottleneck.”

10.8.4 Some Observations

The nature of the electric utility business is changing. In the United Kingdom, the
nationwide system was split into several generating companies and 11 regional
distribution companies. The former state-owned system was privatized and a
market set up to permit the introduction of independent generating companies.
Similar developments have taken place in South Amenca and the Philippines.
In North America, these types of developments may result in changes in the
scheduling and operation of electric power systems. It is conceivable that
regional control centers may have the primary function of scheduling the use of
the transmission system. Generation dispatch within any organization could still
be based on minimizing operating costs, but constraints might be imposed by the
transmission system dispatch and the scheduling of transactions could become
the primary task of the regional control centers. It is too early (July 1995 at
the time of writing) to tell if this will happen and exactly how it might happen.

10.9 TRANSACTIONS INVOLVING NONUTILITY PARTIES

Transactions involving nonutility organizations arc increasing. A growing
number of larger nonutility generators are being developed. Some of these are
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large industrial firms that have a need for process heat and steam and can
generate electric energy for sale to others at very favorable costs. [n some areas,
nonutility generating companies have been created to supply some of the needs
for new capacity in the region. These are established as profit-making organiza-
tiors and not as regulated utilities. They must operate in parallel with the utility
system and, thercfore, there must be some coordination between the groups.
The type of relationship and specific operating rules vary.

The customers of these nonutility gencrators may be utilities or retail
consumers. Utilities may purchase the power for resale; this is classified as a
« wholesale market.” Where sales arc made directly to consumers (certain large
industrial firms, for example), the transaction is a “retail” transaction. The
distinction may be important from a commercial viewpoint because the
transactions usually require the utilization of the interconnected utilities
{ransmission systems, as well as the load’s local utility transmission system. The
same distinction between a wholesale and retail transaction would be made if
the generating party te a (ransaction was an electric utility that was making a
sale to a retail consumer located in the service territory of another, inter-
connected utility. When wheeling is involved, the distinction between wholesale
and retail transactions tends to become more significant, particularly in the
United States because of established practices.

Technical probiems involving nonutility generators primarily involve co-
ordination and scheduling issues. The scheduling of the nonutility generator’s
lovel of output may be handled in different fashions. It could have a fixed output
contract, it might be scheduled by the local utility’s control center, or it could
be dispatched to meet the load(s) of the buyer of its power. In a market
structured like the scheme developed in the United Kingdom, the schedule for
some suppliers is determined by a posted price level.

The next four figures illustrate some of the control area configurations that
can occur with nonutility parties involved in transactions. In each figure, the
nonutiiity gencrator is denoted by “G”. In Figure 10.8, the generator Gis
supplying power to the local utility, a wholesale transaction. The dispatch-of G
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FIG. 10.8 Nonutility generator G delivering P MW to local system A.
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FIG. 10.9 Nonutility generator G delivering P MW to system B.

might be fixed, under control of the local utility, or be based upon a posted
purchase price for energy and power. The utility AGC system could treat the
generator as.a local source or as part of scheduled interchange. In Figure 10.9,
the generator is supplying power to a remote utility, and wholesale wheeling
is involved. The output of G would be treated as scheduled interchange by
both systems.

Suppose the generator G were to sell his output to a retail customer located
within the service territory of the local utility. This is illustrated on Figure 10.10.
This transaction requires retail wheeling by system A. The unit G could be
scheduled in a variety of different fashions depending upon the agreement with
system A. It might follow the load demands of the customer, in which casc the
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FIG. 10.10 Nonutility generator G delivering power to a retail customer in system A.
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utility might treat the output and load as an interchange in its AGC system.
If G were contracted to supply a fixed output level, utibty A could treat it as
a musi-run unit and include both the load and the unit in its AGC system.

When this type of transaction involves a retail customer located in an
interconnected system, such as shown in Figure 10.11, the situation 1§ more
complicated. One aliernative would be for system A to treat the output of G
as part of a scheduled interchange, with all of the output heing delivered to B.
System B could then treal the interchange as a schedule between A and the
retail customer. The possible arrangements arc many. The same type of arrange-
ments would be required if the source were not the nonutility generator G buta
third utility, say system C, that was supplying the customer in system B. Further,
the “retail customer” could be a distribution utility; in which case “wholesale
wheeling” is involved even though the physical situations are identical.

There has been a general movement towards the development of a nonutility
generation industry. In many areas, the utilities (particularly those that face a
shortage of gencration capacity) encourage the installation of unregulated
generation resources, and, in some instances, the utilities themselves have
become involved in this industry. The movements towards privatization and
deregulation encourdge this trend. The situation with regard to allowing retail
customers access to the transmission system is more contentious. There are a
nurnber of iacger industrial firms where the cost of electric energy is a significant
portion of their cost of production. Many of these organizations would like to
obtain access to energy from sources other than the local utility. The 1ssues are
unresolved as yet.
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FIG. 10.11 Nouutility generator G delivering power to a retail customer in system B.
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In countries where former integrated government power systems have been
broken up and privatized, the industry structure seems to be headed for one
where the bulk power transmission systems and central dispatch system remain
as regulated monopolies. They have the responsibility to provide a market for
the purchase and sale of generation and to schedule the operation of the power
system to accommodate the generating utilities, the private generating organiza-
tions, and the distribution utilities. Furthermore, they may have to coordinate
the operation of the system to facilitate the implementation of supply-purchase
contracts made directly.

On the other hand, the trend in the United States seems to be less uniform.
Some larger transmission-owning utilities favor a system based upon the
centrally dispatched power pool. In this concept, the central dispatch office
would be responsible for controlling generation and the transmission network.
Contracts between buyers and sellers could be made separately, but the actual
generation would be the result of an economic schedule of all of the units. Pool
agreements would be structured similarly to existing power pool agreements,
where no generating entity would have an operating cost higher than the one
that it would have had, absent the pool control. This type of arrangement
preserves Lhe technical control of the system in the utility, while theoretically
permitting any sort of transaction to take place. The “devil is in the details;”
prices for transmission and generation services would require careful definition
and, perhaps, continued regulatory supervision.

Other transmission-owning utilities appear to favor a more loosely structured
market where transactions could be made between various parties, subject to
the availability of transmission capacity. Transmission use would then become
a separately priced item. This would, it is claimed, allow third-party brokers
to make a more efficient (economic) marketplace. Here, the sticking points are
apt to be the control and availability of transmission services, as well as their
pricing. Technical problems may require more utility control than is deemed
acceptable by “free marketers.”

Utilities without extensive transmission want access to the networks of others
in order to avail themselves of the generation markets. Large industrial concerns
with significant electrical consumption are in the same camp. These groups
advocate open transmission access with continued regulatory supervision of
transmission rates and control, but market-determined pricing for power and
energy.

PROBLEMS

10.1 Four areas are interconnected as shown in Figure 10.12. Each area has
a total generation capacity of 700 MW currently on-line. The minimum
loading of these units is 140 MW in each area. Area loads for a given
hour are as shown in Figure 10.12. The transmission lines are each
sufficient to transfer any amount of power required.
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FIG. 10.12 Four-area system for Problem 10.1.

The composite input-output production cost characteristics of each
area are as follows:

F, = 200 + 2P, + 0.005P} (R/b)

F, = 325 + 3P, + 0.002143P7 (R/h)
Fy =275 + 2.6P; + 0.003091P% (R/h)
F, = 190 + 3.1P, + 0.00233P (R/h)

in all cases, 140 < P, < 700 MW. Find the cost of each area if each
independently supplies its own load, and the total cost for all four areas.

Assume that area 1 of Problem 10.1 engages in two transactions.

a. Area | buys 190 MW from area 2.

b. Area ! sells 120 MW to area 3.

For each of these transactions, the price is based upon a 50-50
split-savings agreement. Find the price of each transaction, the net
generation costs for each area including the sum it pays or receives under
the split-savings agreement, with the order of the transactions (as given
above) being as follows.

i. a then b.

ii. b then a.

in both instances, find the total cost for the four-area pool.

Assume that the four areas of Problem 10.1 are centrally dispatched by
a pool control center.

a. Find the generation and production cost in each area.
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b. Assume a split-savings pool agreement such that each area exporting
receives its increased costs of production plus its proportionate
share of 50% of the pool savings. Find the cost per MWh of transfer
energy (i, “pool energy”) and the net production cost of each
area.

Assume that the four areas of Problem 10.1 are members of a “power
broker.” Previous to the hour shown in Problem 10.1, each area
submits quotations to the broker to sell successive blocks of 25 or
50 MW and bids to purchase blocks of 25 or 50 MW. In furnishing these
data to the broker, assume that the prices quoted are the average
incremental costs for the block. The broker matching rules are as
follows.

Rule 1. Quotations to sell and bids to buy are matched only wherever
there is a direct connection between the quoting and bidding
company.

Rule 2. Transactions are arranged in a priority order where the lowest
remaining incremental cost for the quoting area is matched with
the highest decremental cost for the bidding areas. [That 18,
Jowest available incremental cost cnergy available for sale is
matched with the area with the greatest available potential
incremental cost savings ( =decremental cost).]

Rule 3. “Matches” may be made for ali or part of a block. The remainder
of the block must be used, if possible, before the next block is
utilized. Matching will cease when the absolute value of the
difference between the incremental and decremental cost drops
below 0.33 R/MWh.

Rule 4. No area may be both a buyer and a seller in any given hour.

Rule 5. The price per MWh for each matched transaction is one-half the
sum of the absolute values of the incremental and decremental
costs.

For this problem, assume that quotes and bids are supplied to the
broker by each area as follows.

Area Quotes to Sell Quotes to Buy

1 100 MW in 25 MW blocks 100 MW in 25 MW blocks
2 200 MW in 50 MW blocks None

3 None 200 MW in 50 MW blocks
4 25 MW 25 MW
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10.5

10.6

10.7

INTERCHANGE OF POWER AND ENERGY

a. Set up the power broker matching system and establish the trans-
actions that can take place and the price of each.

b. Assumeé that all feasible transactions lake place and find the net
production cost to each area and the pool.

Repeat Problem 10.4 with the following assumptions simultaneously
taken in place of those in Problem 10.4.

a. Fach area is interconnected with every other area and transfers may
take place directly between all pairs of areas.

b. The matched transactions will proceed until the difference between
decremental costs is zero instead of 0.33 R/MWh.

Repeat Problem 10.5 with one “clearing price” that applies to all
transactions and is equal to the price determined for the last matched
transaction.

Use the cost data for the six-bus base case in Chapter 4, and the power
flow and generator output data presented in Figures 10.5 and 10.6 that
illustrate the wheeling of 50 MW between bus 3 and bus 6. We want to
compute an estimate of the utility’s net costs under all three cases. Let

Net cost = total production cost for all generators -~ charges for wheeling

Produce a table that shows the power generation for each unit and the
total system operating cost in R/h for the three cases: the base case and
the two wheeling cases. The generation data for an optimal power flow
calculation of the base case to minimize operating costs with no line flow
limits shows the following:

P, = 50.00 MW

P, = 89.63 MW

P, = 7707 MW
Py, = 6.70 MW

and a cost rate of 3126.36 R/h. For the two cases with 50 MW being
wheeled, compute the charges for wheeling as (50 MW x the SRMC) for
wheeling given in the chapter. These are 0.522 R/MWh and 3.096 R/MWh
for the two wheeling cases. These charges represent income to the utility
and reduce the total operating cost. (The question is reaily: “Does the
use of the SRMC for wheeling only recover additional operating costs
for the wheeling, or does it make an added profit for the utility?”
Remember, this is only one example.)
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1 1 Power System Security

i1.1 INTRODUCTION

Up until now we have been mainly concerned with minimizing the cost of
operating a power system. An overriding factor in the operation of a power
system is the desire to maintain system security. System security involves
practices designed to keep the system operating when components fail. For
cxample, a generating unit may have to be taken off-line because of auxiliary
equipment failure. By maintaining proper amounts of spinning reserve. the
remaining units on the system can make up the deficit without too low a
frequency drop or need to shed any load. Similarly, a transmission line may be
damaged by a storm and taken out by automatic relaying. If, in committing
and dispatching generation, proper regard for transmission flows is maintained.
the remaining transmission lines can take the increased loading and still remain
within hmit.

Because the specific times at which initiating events that cause compouents
to fail are unpredictable, the system must be operated at all times in such a
way that the system will not be left in a dangerous condition should any credible
initiating event occur. Since power system equipment is designed to be operated
within certain limits, most pieces of equipment are protected by automatic
devices that can cause equipment to be switched out of the system 1if these limits
are violated. If any event occurs on a system that leaves it operating with limits
violated. the event may be followed by a series of further actions that switch
other equipment out of service. If this process of cascading failures continues,
the entire system or large parts of it may completely collapse. This is usually
referred to as a system blackout.

An example of the type of event sequence that can cause a blackout might
start with a single line being opened due to an insulation failure; the remaining
transmission circuits in the system will take up the flow that was flowing on
the now-opened line. 1f one of the remaining lines is now t0o heavily loaded,
it may open due 10 relay action, thereby causing cven more load on the
remaining lines. This type of process is often termed a cascading outage.
Most power systems arc operated such that any single initial failure event
will not leave other components heavily overloaded, specifically to avoid
cascading failures.

Most large power systems install equipment to allow operations personnel
to monitor and operate the system in a reliable manner. This chapter will deal

410
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with the techniques and equipment used in these systems. We will lump these
under the commonly used title system security.

Systems security can be broken down into three major functions that are
carried out in an operations control center:

1. System monitoring.
2. Contingency analysis.
3. Security-constrained optimal power flow.

System monitoring provides the operators of the power system with pertinent
up-to-date information on the conditions on the power system. Generally
speaking, it is the most important function of the three. From the time that
utilities went beyond systems of one unit supplying a group of loads, effective
operation of the system required that critical quantities be measured and the
values of the measurements be transmitted to a central location. Such systems
of measurement and data transmission, called telemetry systems, have evolved
to schemes that can monitor voltages, currents, power flows, and the status of
circuit breakers, and switches in every substation in a power system transmission
network. In addition, other critical information such as frequency, generator
unit outputs and transformer tap positions can also be telemetered. With so
much information telemetered simultaneously, no human operator could hope
to check all of it in a reasonable time frame. For this reason, digital computers
are usually installed in operations control centers to gather the telemetered
data, process them, and place them in a data base from which operators can
display information on large display monitors. More importantly, the computer
can check incoming information against prestored limits and alarm the
operators in the event of an overload or out-of-limit voltage.

State estimation is often used in such systems to combine telemetered system
data with system models to produce the best estimate (in a statistical sense) of
the current power system conditions or “state.” We will discuss some of the
highlights of these techniques in Chapter 12.

Such systems are usually combined with supervisory control systems that
allow operators to control circuit breakers and disconnect switches and
transformer taps remotely. Together, these systems are often referred to as
SCADA systems, standing for supervisory control and data acquisition system.
The SCADA system allows a few operators to monitor the generation and
high-voltage transmission systems and to take action to correct overlords or
out-of-limit voltages.

The second major security function is contingency analysis. The results of
this type of analysis allow systems to be operated defensively. Many of the
problems that occur on a power system can cause serious trouble within such
a quick time period that the operator could not take action fast enough. This
is often the case with cascading failures. Because of this aspect of systems
operation, modern operations computers are equipped with contingency analysis
programs that model possible systems troubles before they arise. These
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programs are based on a model of the power system and are used to study
outage events and alarm the operators to any potential overlords or out-of-limit
voltages. For example, the simplest form of contingency analysis can be put
together with a standard power-flow prograimn such as described in Chapter 4.
together with procedures to set up the power-flow data for each outage to be
studiec: by the power-flow program. Several variations of this type of contingency |
analysis scheme involve fast solution methods, automatic contingency cvent
selection, and automatic initializing of the contingency power flows using actual
system data and state estimation procedures.

The third major security function is securi;y-constr‘ained optimal power flow.
In this function, a contingency analysis is combined with an optimal power
flow which secks to make changes to the optimal dispatch of generation, as
well as other adjustments, sO that when a security analysis is run, no
contingencies result in violations. To show how this can be done, we shall divide
the power system into four operating states. '

o Optimal dispatch: this is the state that the power system is in prior o
any contingency. It 18 optimal with respect to economic operation, but it
may not be secure.

o Post contingency: is the state of the power system after a contingency has
occurred. We shall assume here that this condition has a security violation

" (line or transformer beyond its flow limit, or a bus voltage outside the
limit).

@ Secure dispatch: is the state of the system with no contingency outages,
but with corrections to the operating parameters to account for security
violations.

® Secure post-contingency: is the state of the system when the contingency
is applied to the base-operating condition—with corrections.

We shall illustrate the above with an example. Suppose the trivial power system
consisting of two generators, d load, and a double circuit line, is to be operated
with both generators supplying the load as shown below (ignore losses):

500 MW 700 MW

: o 250MW

Unit 1 Unit 2

— 250 MW

1200 MW
OPTIMAL DISPATCH

We assume that the system as shown is in economic dispatch, that is the
500 MW from unit 1 and the 700 MW from unit 2 is the optimum dispatch.
Further, we assert that each circuit of the double circuit line can carry a
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maximum of 400 MW, so that there is no loading problem in the base-operating
condition.

Now, we shall postulate that one of the two circuits making up the
transmission line has been opened because of a failure. This results in

500 MW 700 MW
P —_— MW
Unit 1 ;nit 2
e
500 MW (OVERLOAD) 1200 MW
POST CONTINGENCY STATE

Now there is an overload on the remaining circuit. We shall assume for this
example that we do not want this condition to arise and that we will correct
the condition by lowering the generation on unit 1 to 400 MW. The secure
dispatch is

400 MW 800 MW
: . 200MW :
Unit 1 Unit 2
— 200 MW l
1200

SECURE DISPATCH

Now, if the same contingency analysis is done, the post-contingency condition is

400 MW 800 MW

2 — e OMW

Unit 1

5

Unit 2

R

— 400 MW

1200 MW
SECURE POST CONTINGENCY STATE

By adjusting the generation on unit 1 and unit 2, we have prevented the
post-contingency operating state from having an overload. This is the essence
of what is called “security corrections.” Programs which can make control
adjustments to the base or pre-contingency operation to prevent violations in
the post-contingency conditions are called “security-constrained optimal power
flows™ or SCOPF. These programs can take account of many contingencies
and calculate adjustments to generator MW, generator voltages, transformer
taps, interchange, etc. We shall show how the SCOPF is formed in Chapter 13.
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Together, the functions of system monitoring, contingency analysis, and
corrective action analysis comprise a very complex set of tools that can aid in
the secure operation of a power systen. This chapter concentrates on contingency
analysis.

112 FACTORS AFFECTING POWER SYSTEM SECURITY

As a consequence of many widespread blackouts in interconnected power
systems, the priorities for operation of modern power systems have evolved to
the following.

o Operate the system in such a way that power is delivered reliably.

@ Within the constraints placed on the system operation by reliabihity
considerations, the system will be operated most economically.

The greater part of this book is devoted to developing methods to operate
a power sysiem to gain maximum economy. But what factors affect its operation
from a reliabilitv standpoint? We will assume that the engineering groups who
have designed the power system’s transmission and generation systems have
done so with reliability in mind. This means that adequate generation has been
installed to meet the load and that adequate transmission has been installed
1o deliver the generated power to the load. If the operation of the system went
on without sudden failures or without cxperiencing unanticipated operating
states. we would probably have no reliability problems. However, any piece of
equipment in the system can fail. either due to internal causes or due to external
causes such as lightning strikes. objects hitting transmission towers, or human
errors in setting relays. It is highly uneconomical, if not impossible, to build a
power system with so much redundancy (ie., extra transmission lines, reserve.
generation, etc.) that failures never cause load to bz dropped on a system.
Rather, systems are designed so that the probability of dropping load is
acceptably small. Thus, most power systems are designed to have sufficient
redundancy to withstand all major failure events, but this does not guarantee
that the system will be 100%] reliable.

Within the design and economic limitations, 1t 1s the job of the operators to
try to maximize the reliability of the system they have at any given time. Usually,
a power system is never operated with all equipment “in” (i.e., connected) since
failures occur or maintenance may require taking equipment out of service.
Thus, the operators play a considerable role in seeing that the system is
reliable.

In this chapter, we will not be concerned with all the events that can cause
trouble on a power system. Instead, we will concentrate on the possible
consequences and remedial actions required by two major types of failure
events—transmission-line outages and generation-unit failures.

Transmission-line failures cause changes in the flows and voltages on the
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transmission equipment remaining connected to the system. Therefore, the
analysis of transmission failures requires methods to predict these flows and
voltages so as to be sure they are within their respective limits. Generation
failures can also cause flows and voltages to change in the transmission system,
with the addition of dynamic problems involving system frequency and
generator output.

11.3 CONTINGENCY ANALYSIS: DETECTION OF NETWORK
PROBLEMS

We will briefly illustrate the kind of problems we have been describing by use
of the six-bus network used in Chapter 4. The base-case power flow results for
Example 4A are shown in Figure 11.1 and indicate a flow of 43.8 MW and
60.7 MVAR on the line from bus 3 to bus 6. The limit on this line can be
expressed in MW or in MVA. For the purpose of this discussion, assume that
we are only interested in the MW loading on the line. Now let us ask what
will happen if the transmission line from bus 3 to bus § were to open. The
resulting flows and voltages are shown in Figurc 11.2. Note that the flow on
the line from bus 3 to bus 6 has increased to 549 MW and that most of the
other transmission lines also experienced changes in flow. Note also that the
bus voltage magnitudes changed, particularly at bus 5, which is now almost
5% below nominal. Figures 11.3 and 11.4 are examples of generator outages
and serve to illustrate the fact that generation outages can also result in changes
in flows and voltages on a transmission network. In the example shown in
Figure 11.3, all the generation lost from bus 3 is picked up on the generator
at bus 1. Figure 11.4 shows the case when the loss of generation on bus 3 is
made up by an increase in generation at buses 1 and 2. Clearly, the differences
in flows and voltages show that how the lost generation is picked up by the
remaining units is imporant.

-If the system being modeled is part of a large interconnected network, the
lost generation will be picked up by a large number of generating units outside
the system’s immediate control area. When this happens, the pickup in
generation is seen as an increase in flow over the tie lines to the neighboring
systems. To model this, we can build a network model of our own system plus
an equivalent network of our neighbor’s system and place the swing bus or
reference bus in the equivalent system. A generator outage is then modeled so
that all lost generation is picked up on the swing bus, which then appears as
an increase on the tie flows, thus approximately modeling the gencration loss
when interconnected. If, however, the system of interest is not interconnected,
then the loss of generation must be shown as a pickup in output on the other
generation units within the system. An approximate method of doing this is
shown in Section 11.3.2.

Operations personnel must know which line or generation outages will cause
flows or voltages to fall outside limits. To predict the effects of outages,
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FIG. 11.1  Six-bus network base case AC power flow (see Examplec 4A).

contingency analysis techniques are used. Contingency analysis procedures
model single failure évents (ie. one-line outage or one-gencrator outage) or
multiple equipment failure events (i.e;, two transmission lines, one transmission
line plus one generator, etc.), one after another in sequence until “all credible
outages” have been studied. For each outage tested, the contingency analysis
procedure checks ail lines and voltages in the network against their respective
limits. The simplest form of such a contingency analysis technique is shown in
Figure 11.5.
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FIG. 11.2  Six-bus network line outage case; line from bus 3 to bus 5 opened.

The most difficult methodological problem to cope with in contingency
analysis is the speed of solution of the model used. The most difficult logical
problem is the selection of “all credible outages.” 1f each outage case studied
were to solve in 1 sec and several thousand outages were of concern, it would
take close to 1 h before all cases could be reported. This would be useful if the
system conditions did not change over that period of time. However, power
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FIG. 11.3  Six-bus network generator outage case. Qutage of generator on bus 3; lost
generation picked up on generator 1.

systems are constantly undergoing changes and the operators usually need to
know if the present operation of the system is safe, without waiting too long
for the answer. Contingency analysis execution times of less than 1 min for
several thousand outage cases are typical of computer and analytical technology
as of 1995,

One way. to gain speed of solution in a contingency analysis procedure is to
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FIG. 11.4 Six-bus network generator outage case. Outage of generator on bus 3; lost
generation picked up on generator | and generaior 2.

use an approximate model of the power system. For many systems, the use of
DC load flow models provides adequate capability. In such systems, the voltage
magnitudes may not be of great concern and the DC load flow provides
sufficient accuracy with respect to the megawalt flows. For other systems,
voltage is a concern and full AC load flow analysis is required.
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11.3.1 An Overview of Security Analysis

A security analysis study which is run in an operations center must be executed
very quickly in order to be of any use to operators. There are three basic ways
to accomplish this.

o Study the power system with approximate but very fast algorithms.

e Select only the important cases for detailed analysis.

e Use a computer system made up of multiple processors Ofr vector
processors to gain speed.

The first method has been in use for many years and goes under various names
such as “D factor methods,” “linear sensitivity methods,” “DC power flow
methods.” etc. This approach is useful if one only desires an approximate
analysis of the effect of each outage. This text presents these methods under
the name linear sensitivity factors and uses the same derivation as was presented
in Chapter 4 under the DC power flow methods. It has all the limitations
attributed to the DC power flow; that is, only branch MW flows are calculated
and these are only within about 5%, accuracy. There is no knowledge of MYAR
fows or bus voltage magnitudes. Linear sensitivity factors are presented in
Section 11.3.2. :

If it is necessary to know a power system’s MVA flows and bus voltage
magnitudes after a contingency Outage, then some form of complete AC power
flow must -be used. This presents a great deal of difficulty when thousands of
cases must be checked. Tt is simply impossible, even on the fastest processors
in existence today (1995) to execute thousands of complete AC power flows
quickly enough. Fortunately, this need not be done as most of the cases result
in power flow results which do not have flow or voltage limit violations. What
is needed are ways to eliminate all or most of the nonviolation cases and only
run complete power flows on the “critical” cases. These techniques go under
the names of “contingency selection™ or “contingency screening’” and are
introduced in Section 11.3.4,

Last of all, it must be mentioned that there are ways of running thousands
of contingency power flows if special computing facilitics are used. These
facilities involve the use of many processors running separate cases in parallel,
or vector processors which achieve parallel operation by “unwinding” the
looping instruction sets in the computer code used. As of the writing of this
edition (1995), such techniques are still in the research stage.

11.3.2 Linear Sensitivity Factors

The problem of studying thousands of possible outages becomes very difficult
to solve if it is desired to present the results quickly. One of the easiest ways
tc provide a quick calculation of possible overloads is to use linear sensitivity
factors. These factors show the approximate change in line flows for changes
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in generation on the network configuration and are derived from the DC load
flow presented in Chapter 4. These factors can be derived in a variety of ways
and basically come down to two types:

1. Generation shift factors.
2. Line outage distribution factors.

Here, we shall describe how these factors are used. The derivation of sensitivity
factors is given in Appendix 11A.
The generation shift factors are designated a,, and have the following
definition:
Afy
a, = — (11.1
£i AP, )

where
¢ = line index
i = bus index

Af, = change in megawatt power flow on line / when a change in
generation, AP, occurs at bus !

AP, = change in generation at bus i

It is assumed in this definition that the change in generation, AP, is exactly
compensated by an opposite change in generation at the reference bus, and that
all other generators remain fixed. The a,, factor then represents the sensitivity
of the flow on line ¢ to a change in generation at bus i. Suppose one wanted
to study the outage of a large generating unit and it was assumed that all the
generation lost would be made up by the reference generation (we will deal
with the case where the generation is picked up by many machines shortly). If
the generator in question was gencrating P MW and it was lost, we would
represent AP, as

AP, = — P (11.2)

and the new power flow on each line in the network could be calculated using
a precalculated set of “a” factors as follows:

f=f%+a,AP, forf=1...L (11.3)
where
f, = flow on line / after the generator on bus i fails

% = flow before the failure

The “outage flow,” f,, on each line can be compared to its limit and those
exceeding their limit flagged for alarming. This would tell the operations



CONTINGENCY ANALYSIS: DETECTION OF NETWORK PROBLEMS 423

personnel that the loss of the generator on bus i would result in an overload
on line

The generation shift sensitivity factors are linear estimates of the change in
flow with a change in power at a bus. Therefore, the effects of simultancous
changes on several generating buses can be calculated using superposition.
Suppose, for example, that the loss of the generator on bus i were compensated
by governor action on machines throughout the interconnected system. One
frequently used method assumes that the remaining: generators pick up in
proportion to their maximum MW rating. Thus, the proportion of generation
pickup from unit j (j # i) would be

S S (11.4)

where

PP** = maximum MW rating for generator k

Vi = proportionality factor for pickup on generating unit j when unit i fails

Then, to test for the flow on line 7, under the assumption that all the generators
in the interconnection participate in making up the loss, use the following:

Jo =%+ anAP— ¥ Tay7;:AF) (11.5)

i¥Fi

Note that this assumes thal no unit will actually hit its maximum. If this
is apt to be the case, a more detailed generation pickup algorithm that took
account of generation limits would be required.

The line outage distribution factors arc used in a similar manner, only they
apply to the testing for overloads when transmission circuits are lost. By
definition. the line outage distribution factor has the following meaning:

A .
des = Jof (11.6)
fe
where
d, , = line outage distribution factor when monitoring line 7 after an

outage on line k
Af, = change in MW flow on line ¢

9 = original flow on line k before it was outaged (opened)

If one knows the power on line # and line k, the flow on line ¢ with line k out
can be determined using “d” factors.

L=fl+d, .Sl (11.7)
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where
19, f9 = preoutage flows on lines / and k, respectively

f, = flow on line # with line k out

By precalculating the line outage distribution factors, a very fast procedure can
be set up to test all lines in the network for overload for the outage of a
particular line. Furthermore, this procedure can be repeated for the outage of
each line in turn, with overloads reported to the operations personnel in the
form of alarm messages.

Using the generator and line outage procedures described earlier, one can
program a digital computer to execute a contingency analysis study of the power
system as shown in Figure 11.6. Note that a line flow can be positive or negative
so that, as shown in Figure 11.6, we must check f against —/7** as well as
fm This figure makes several assumptions; first, it assumes that the generator
output for each of the generators in the system is available and that the line
flow for each transmission line in the network is also available. Second, it
assumes that the sensitivity factors have been calculated and stored, and that
they are correct. The assumption that the generation and line flow MWs are
available can be satisfied with telemetry systems or with state estimation
techniques. The assumption that the sensitivity factors are correct is valid as
long as the transmission network has not undergone any significant switching
operations that would change its structure. For this reason, control systems
that use sensitivity factors must have provision for updating the factors when
the network is switched. A third assumption is that all generation pickup will
be made on the reference bus. If this is not the case, substitute Eq. 11.5 in the
generator outage loop.

EXAMPLE 11A

The [X] matrix for our six-bus sample network is shown in Figure 11.7,
together with the generation shift distribution factors and the line outage
distribution factors.

The generation shift distribution factors that give the fraction of generation
shift that is picked up on a transmission line are designated a,;. The a factor
is obtained by finding line # along the rows and then finding the generator to
be shifted along the columns. For instance, the shift factor for a change in the
flow on line 1-4 when making a shift in generation on bus 3 is found in the
second row, third column.

The line outage distribution factors are stored such that each row and
column corresponds to one line in the network. The distribution factor d, , is
obtained by finding line ¢ along the rows and then finding line k along that
row in the appropriate column. For instance, the line outage distribution factor
that gives the fraction of flow picked up on line 3-5 for an outage on line 3-6



CONTINGENCY ANALYSIS: DETECTION OF NETWORK PROBLEMS

P> AT EACH

GEN. BUS [ READ EXISTING

i, ONALL SYSTEM CONDITIONS
LINES

START

b

API_—.-P?
fq =1fg +a, AP,
1 no| DISPLAY
/_f_MAX(;f < f MAX ALARM
\ ? R MESSAGE
No , YES= J
| 2=2+1 "-(LASTLINE>
o }Yes
EE(——<LAST GENERATOR >
NO DISPLAY
of MAX < f < f MAX ALARM
o e St MESSAGE
YES Jee- X
ey NO , LasT
= LINE ?
| ves
LAST

k=k+1

NO<

LINE ? >

YES

7

425

CHECK ALL LINES
FOR OVERLOAD
AFTER GENERATOR
OUTAGES

CHECK ALL LINES
FOR OVERLOAD
AFTER LINE
OUTAGES

FIG. 11.6 Contingency analysis using sensitivity factors.
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is found in the eighth row and ninth column. Figure 11.3 shows an outage of
the generator on bus 3 with all pickup of lost generation coming on the
generator at bus 1. To calculate the flow on line 1-4 after the outage of the
generator on bus 3, we need (see Figure 11.1):

Base-case flow on line 1-4 = 43.6 MW
Base-case generation on bus 3 = 60 MW

Generation shift distribution factor = a,_4 3 = —0.29

Then the flow on line 1-4 after generator outage is = base-case flow, 4 +
2y.4.3AP,,, = 43.6 + (—0.29)(— 60 MW) = 61 MW.

To show how the line outage and generation shift factors are used, calculate
some flows for the outages shown in Figures 11.2 and 11.3. Figure 11.2 shows
an outage of line 3-5. If we wish to calculate the power flowing on line 3-6 with

line 3-5 opened, we would need the following.

Base-casc flow on line 3-5 = 19.1 MW
Base-case flow on line 3-6 = 43.8 MW

Line outage distribution factor:d, ¢ 3.5 = 0.60

Then the flow on 3-6 after the outage is = base flow, ¢ + d3¢ 3.5 X base
flow, 5 = 43.8 + (0.60) x (19.1) = 55.26 MW.

In both outage cases, the flows calculated by the sensitivity methods are
reasonably close to the values calculated by the full AC load flows as shown
in Figures 11.2 and 11.3.

11.3.3 AC Power Flow Methods

The calculations made by network sensitivity methods are faster than those
made by AC power flow methods and therefore find wide use in operations
control systems. However, there are many power systems where “voltage
magnitudes are the critical factor in assessing contingencies. In addition, there
are some systems where VAR flows predominate on some circuits, such as
underground cables, and an analysis of only the MW flows will not be adequate
to indicate overloads. When such situations present themselves, the network
sensitivity methods may not be adequate and the opcrations control system
will have to incorporate a full AC power flow for contingency analysis.

When an AC power flow is to be used to study each contingency case, the
speed of solution and the number of cases to be studied are critical. To repeat
what was said before, if the contingency alarms come too late for operators to
act, they are worthless. Most operations control centers that use an AC power
flow program for contingency analysis use either a Newton-Raphson or the
decoupled power flow. These solution algorithms are used because of their
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speed of solution and the fact that they are reasonably reliable in convergence
when solving difficult cases. The decoupled load flow has the further advantage
that a matrix alteration formula can be incorporated inte it to simulate the
outage of transmission lines without reinverting the system Jacobian matrix at
each iteration.

The simplest AC security analysis procedure consists of running an AC
power flow analysis for each possible generator, transmission line, and trans-
former outage as shown in Figure 11.8. This procedure will determine the
overjoads and voltage limit violations accurately (at least within the accuracy
of the power flow program. the accuracy of the model data, and the accuracy
with which we have obtained the initial conditions for the power flow). It does
suffer a major drawback, however, and that concerns the time such a program
takes to execute. If the list of outages has several thousand entries, then the
total time to test for all of the outages can be too long.

We are thus confronted with a dilemma. Fast, but inaccurate, methods
involving the ¢ and d factors can be used to give rapid analysis of the system,
but they cannot give information about MVAR flows and voltages. Slower, full
AC power flow methods give {ull accuracy but take too long.

Pick outage i from the list and remove
that component from the power flow
model

Y

List of Possible *
Outages

Run an AC Power Flow on the
current medel updated to reflect
the outage

e

Test for overioads and voltage
limit violations. Report all
limit violations in an alarm
list.

Alarm List

!

Last outage done?
* No

Yes

i=1+1

End

FIG. 11.8 AC power flow security analysis.
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Fortunately, there is a way out of this dilemma. Because of the way the
power system is designed and operated, very few of the outages will actually
cause troubie. That is, most of the time spent running AC power flows will go
for solutions of the power flow model that discover that there are no problems.
Only a few of the power flow solutions will, in fact, conclude that an overload
or voltage violation exists.

The solution to this dilemma is to find a way to select contingencies in such
a way that only those that are likelv to result in an averload or voltage limit
violation will actually be studied in detail and the other cases will go
unanalyzed. A flowchart for a process like this appears in Figure 11.9. Selecting

Select the bad cases from the full
case list and store in a short list

Short List of most-
tikely bad cases

List of Possible !
QOutages

Pick outage i from the short list and
remove that component from the power
p| flow model

¥

Run an AC Power Flow on the
current model updated to reflect
the outage

1

Test for overloads and voltage
limit violations. Report all

limit violations in an alarm -
list.

Alarm List

v

Last outage done?

*No

i=i+l

Yes

End

FIG. 11.9 AC power flow sccurity analysis with contingency case selection.
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the bad or likely trouble cases from the full outage case list is not an exact
procedure and has been the subject of intense research for the past 15 ycars.
Two sources of error can arise.

|. Placing too many cases on the short list: this is cssentially the “conservative”
approach and simply leads to longer run times for the security analysis
procedure to cxecute.

2. Skipping cases: here, a case that would have shown a problem is not placed
on the short list and results in possibly having that outage take place and
cause trouble without the operators being warned.

11.3.4 Contingency Selection

We would like to get some measure as to how much a particular ‘outage might
affect the power system. The idea of a performance index seems to fulfill this
need. The definition for the overload performance index (PI} is as follows:

Pi= Y (P““‘"‘)‘ (11.8)

pam max
all branches P{ i
!

If n is a large number, the PI will be a small number if all flows are within
limit, and it will be large if one or more lines are overloaded. The problem then
is how to use this performance index.

Various techniques have been tried to obtain the value of PI when a branch
is taken out. These calculations can be made exactly if n = 1: that is, a table
of PI values, one for each linc in the network, can be calculated quite quickly.
The selection procedure then involves ordering the PI table from largest value to
least. The lines corresponding to the top of the list are then the candidates for
the short list. One procedure simply ordered the PI table and then picked the
top N. entries from this list and placed them on the short list (see reference 8).

However when n = 1, the PI does not snap from near zero to near infinity
as the branch exceeds its limit. Instead, it rises as a quadratic function. A line
that is just below its limit contributes to PI almost cqual to one that is just
over its limit. The result is a PI that may be large when many lines are loaded
just below their limit. Thus the PI's ability to distinguish or detect bad cases
is limited when n = 1. Ordering the PI values when n-= 1 usually results in a
list that is not at all representative of one with the truly bad cases at the top.
Trying to develop an algorithm that can quickly calculate PI when n =2 or
larger has proven extremely difficult.

One way to perform an outage case selection is to perform what has been
called the 1P1Q method (see references 9 and 10). Here, a decoupled power flow
is used. As shown in Figure 11.10, the solution procedure is interrupted after
one iteration (one P — @ calculation and one Q — V calculation; thus, the name
1P1Q). With this procedure, the PI can use as large an n value as desired, say
n = 5. There appears to be sufficient information in the solution at the end of



CONTINGENCY ANALYSIS: DETECTION OF NETWORK PROBLEMS 43i

Begin power flow solution

Build B’ and B" matrices

Full outage l
case list

Model outage case

Solve the P-theta equation for
the  AB's

—

onev = 874+ A0,

-

Solve the Q-V equation for the

\

|

AlEL's J
o

|Ej™ = |E| +AE]

;

Calculate flows and voltages for this case
then calculate the Pl

]

Pick next outage case

PI List
(one entry for
each outage

case)

FIG. 11.10 The 1P1Q contingency selection procedure.

the first iteration of the decoupled power flow to give a reasonable Pl. Another
advantage to this procedure is the fact that the voltages can also be included
in the PI. Thus. a different P1 can be used, such as:

\ 2n . 4 AlE 2m
PI= ¥ (P_‘:fzw}) £ ¥ [ £ : ) (11.9)
all branches P;n“ all buses \A|E| “4
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where A|E,| is the difference between the voltage magnitude as solved at the
end of the 1P1Q procedure and the base-case voltage magnitude. A|E[™" is a
value set by utility engineers indicating how much they wish to limit a bus
voltage from changing on one outage case.

To complete the security analysis, the PI list is sorted so that the Jargest Pl
appears at the top. The security analysis can then start by executing full power
flows with the case which is at the top of the list, then solve the case which is
second, and so on down the list. This continues until either a fixed number of
cases is solved, or until a predetermined number of cases are solved which do
not have any alarms.

11.3.5 Concentric Relaxation

Another idea to enter the field of security analysis in power systems is that an
outage only has a limited geographical effect. The loss of a transmission line
does not cause much effect a thousand miles away; in fact, we might hope that
it doesn’t cause much trouble beyond 20 miles from the outage, although if the
line were a heavily loaded, high-voltage line, its loss will most likely be feit
morc than 20 miles away.

To realize any benefit from the limited geographical effect of an outage, the
power system must be divided into two parts: the affected part and the part
that is unaffected. To make this division, the buses at the end of the outaged
line are marked as layer zero. The buses that are one transmission line or
transformer from layer zero are then labeled layer one. This same process can
be carried out, layer by layer, until all the buses in the entire network are
included. Some arbitrary number of layers is chosen and all buses included in
that layer and lower-numbered layers are solved as a power flow with the outage
in place. The buses in the higher-numbered layers are kept as constant voltage
and phase angle (i.e., as reference buses).

This procedure can be used in two ways: either the solution of the layers
included becomes the final solution of that case and all overloads and voltage
violations are determined from this power flow, or the solution simply is used
to form a performance index for that outage. Figure 11.11 illustrates this
layering procedure.

FIG. 11.11 Layering of outage effects.
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The concentric relaxation procedure was originally proposed by Zaborsky
(see reference 13). The trouble with the concentric relaxation technique is that
it requires more layers for circuits whose influence is felt further from the
outage.

11.3.6 Bounding

A paper by Brandwajn (reference 11) solves at least one of the problems in
using the concentric relaxation method. Namely, it uses an adjustable region
around the outage to solve for the outage case overloads. In reference 11, this
is applied only to the linear (DC) power flow; it has subsequently been extended
for AC network analysis.

To perform the analysis in the bounding technique we define three subsystems
of the power system as follows:

N1 = the subsystem immediately surrounding the outaged line
N2 = the external subsystern that we shall not solve in detail

N3 = the set of boundary buses that separate N1 and N2

The subsystems appear as shown in Figure 11.12. The bounding method is
based on the fact that we can make certain assumptions about the phase angle
spread across the lines in N2, given the injections in N1 and the maximum
phase angle appearing across any two buses in N3. In Appendix 11A of this
chapter we show how to calculate the AP, and the AP, injections that will
make the phase angles on buses k and m simulate the outage of line
k-m.

If we are given a transmission line in N2 with flow f9 then there is a
maximum amount that the flow on pq can shift. That is, it can increase from

FIG. 1112 Layers used in bounding analysis.
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i to its upper limit or it can decrease to its lower limit. Then,

Afm = smaller of [(f7 — f30 (f 2= (11.10)
Further, we can transiate this into a maximum change in phase angle difference

as follows:
|

qu: ‘7'(.0;1_94) ' (11]1)
xPQ
or
Afpy = i (AD, — AG,) (11.12)
qu
and finally:
(AB, — AB)™ = A g o (11.13)

Thus. we can define the maximum change in the phase angle difference across
pg. Reference 11 develops the theorem that.

A9, - AB,| < |AY, — A (11.14)

where i and j are any pair of buses in N3, Ad, is the largest Af in N3, and A9,
15 the smallest Af in N3 (sec Appendix 11B).

Equation 11.14 is interpreted as follows: the right-hand side, 1A0; — AB;l,
provides an upper limit to {he maximum change in angular spread across any
circuit in N2. Thus, it provides us with a limit as to how far any of the N2
circuits can change their flow. By combining Egs. 11.13 and 11.14 we obtain:

AfTx,, < 1A0, — AB;] (11.15)

Figure 11.13 showsa graphical interpretation of the bounding process. There
are (wo cases represented in Figure 11.13: a circuit on the top of the figure that

| ‘ . aﬁ,__;;'_ﬁ;!ﬂoad
l A, Ao pq
0

|48, ~ 28
| \ Apg*pg
| | T
0

|46, A8

FIG. 11.13 Interpretation of bounding.
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cannot go over limit, while that on the bottom could. In each case, the
horizontal line represents the change in flow on circuit pg times its reactance,
Af,qX,: the dotted line, labeled Af 77" x ., represents the point where circuit pg
will go into overload and is determined as explained previously. Any value of
Af,qX,, to the right of the dotted line represents an overload.

The solid line labeled [A8; — Af)| represents the upper limit on Af,, x,,.
Thus, if the solid line is below (to the left) of the dotted line, then the
circuit theory upper limit predicts that the circuit cannot go into overload;
if on the other hand, the solid line is above (to the right of) the dotted
line, the circuit may be shifted in flow due to the outage so as to violate
a limit.

A completely safe N2 region would be one in which the maximum |Af, — A6,
upper limit is small enough to be less than all of the Af7*x,, limits. In fact,
as the N1 region is enlarged, the value of |Af; — Af;| will become smaller and
smaller. Therefore, the test to determine whether the NI region encompasses
all possible overloaded circuits should be as follows:

All circuits in N2 are safe from overload if the value of |Af; — A6, is less
than the smallest value of Af 7 x,, over all pairs pq, where pg corresponds
to the buses at the ends of circuits in N2

If this condition fails, then we have to expand N1, calculate a new [Af; — A6,
in N3, and rerun the test over the newly defined N2 region circuits. When an
N2 is found which passes the test, we are done and only region N1 need be
studied in detail.

References 10 and 12 extend this concept to screening for AC contingency
effects. Such contingency selection/screening techniques form the foundation
for many real-time computer security analysis algorithms.

EXAMPLE 11B

In this example, we shall take the six-bus sample system used previously and
show how the bounding technique works so that not all of the circuits in the
system need be analyzed. Note that this is a small system so that the net savings
in computer time may not be that great. Nonetheless, it demonstrates the
principles used in the bounding technique quite well.

We shall study the outage of transmission line 3-6. The DC power flow will
be used throughout and the initial conditions will be those shown in Figure
4.12. The MW limits on the transmission lines are shown in the table
at the top of the next page.



43 POWER SYSTEM SECURITY

Line MW Limit
1-2 30
1-4 50
1-5 40
2-3 20
2-4 40
2-5 20
2-6 30
3.5 20
3-6 60
4-5 20
5-6 20

In this example, we shall proceed in steps. Step A will analyze the system as if
the N1 and N3 regions consist of only line 3-6 itself, as shown in Figure 11.14.
If the bounding criteria is met, no other analysis need be done as it will establish
that no overloads exist anywhere in the system. [f the bounding criteria fails,
we still proceed to step B. Step B expands the bounded region from line 3-6 to
include all buses which are once removed from buses 3 and 6; that is, it includes
buses 2, 3, 5, and 6 as shown in Figure 11.15, and in this case the boundary of
the region, N3, consists of buses 2 and 3.

To start, we need to calculate Afp" and then Af 55 x,, as given in Egs.
11.10 through 11.13. These values are given below where the flows and flow
limits are all converted to per unit on a 100 MVA base. (The line reactances
are found in the appendix to Chapter 4.)

MW Limit 2
Line (per unit) (per unit) A T Xpq Af o x5
1-2 0.30 0.253 0.047 0.20 0.0094
i-4 0.50 0.416 0.084 0.20 0.0168
1-5 0.40 0.331 0.069 0.30 0.0207
2-3 0.20 0.018 0.182 0.25 0.0455
2-4 0.40 0.325 0.075 0.10 0.0075
58 * 0.20 0.162 0.038 0.30 00114
2-6 0.30 0.248 0.052 0.20 0.0104
3-5 0.20 0.169 0.031 0.26 0.00806
3-6 0.60 0.449 — . — -
4-5 0.20 0.041 0.159 0.40 0.0636

3-6 0.20 0.003 0.197 0.30 0.0591

For step A, we use Eq. 11A.13 from Appendix 11A to calculate 8336 and dg 36 s
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FIG. 11.15 Step B of Example 11B.
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shown below.

(X33 — X36)Xa6
X3¢ — (X33 + Xgg — 2X36)

- X 3
Koz = Xeo)Xse _ _ _ 11953
X3g — (Xu + X66 - X36)

= 0.12865

53.36 =

06,36 =

Then using Eq. 11A.11
|ABy — Afg| =0.111437

According to the criterion in Eq. 11.14, the value |A6; — A8,| must be less that
the smallest value of A8, — Af,| which equals Af7:*x,, and is found in the
table above to be at line 2-4. Since |A0; — Afg| = 0.111437 and the minimum
|AB, — A8;| is |AB, — AB,| which has a value of 0.0075, the criteria fails. We
must proceed to step B.

Step B requires that we calculate |Af; — A0;| for buses 2 and 5. This value
is 0.003564 and the bounding criteria is satisfied.

If we had used the d factors for the six-bus system as shown in Example
11A, we could simply find all the line flows for the 3-6 outage as shown in the

table below.

MW Limit 52
Line (per unit) (per unit) 2ot
1-2 0.30 0.253 0.257
1-4 0.50 0416 0.416
1-5 0.40 0.331 0.322
2-3 0.20 0.018 —0.220 overload
2-4 0.40 0.325 0.316
2-5 0.20 0.162 0.148
2-6 0.30 0.248 0.508 averload
3-5 0.20 0.169 0.380 overload
3-6 0.60 0.449 —
4-5 0.20 0.041 0.320
5-6 0.20 0.003 0.191

Note that three overloads exist on lines 2-3, 2-6, and 3-5, which are all within
the bounded region N1+ N3 in Figure 11.15.

APPENDIX 11A
Calculation of Network Sensitivity Factors

First, we show how to derive the generation-shift sensitivity facters. To start,
repeat Eq. 4.36.
0=[X]P , (11A.1)
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This is the standard matrix calculation for the DC load flow. Since the DC
power-flow model is a linear model, we may calculate perturbations about a
given set of system conditions by use of the same model. Thus, if we are
interested in the changes in bus phase angles, Af, for a given set of changes in
the bus power injections, AP, we can use the following calculation.

A8 = [X AP (11A.2)

In Eq. I1A.1, it is assumed that the power on the swing bus 1s equal to the
sum of the injections of all the other buscs. Similarly, the net perturbation
of the swing bus in Eq. 11A.2 is the sum of the perturbations on all the other
buses.

Suppose that we are interested in calculating the generation shift sensitivity
factors for the generator on bus i. To do this, we will set the perturbation
on bus i to +1 and the perturbation on all the other buses to zero. We can
then solve for the change in bus phase angles using the matrix calculation in
Eq. 11A3

AB = [X][+ ']‘”mw" (11A3)

—1 |—ref row

The vector of bus power injection perturbations in Eq. 11A.3 represents the
situation when a | pu power increase is made at bus i and is compensated by
a | pu decrease in power at the relerence bus. The Ab values in Eq. 11A.3 are
thus equal to the derivative of the bus angles with respect to a change in power
injection at bus i. Then, the required sensitivity factors are

a-=df/=fd [l- 6,4t )]
7i dP, dP‘ x, n m

1 /dg, d8 1
= (J o~ —"‘) = (X — Xmi) (11A.4)
x,\dP, dPF, L
where
40, & .
X, = — = n" clement from the A0 vector in Eq. 11A3
: do,, i .
X = T — m™ element from the AO vector in Eq. 11A.3

x, = line reactance for line /

A line outage may be modeled by adding two power injections to a system,
one at each end of the line to be dropped. The line is actually left in the system
and the effects of its being dropped are modeled by injections. Suppose line k
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BUS n BUS m
LINES TO LINES TO
REMAINDER g " REMAINDER
OF NETWORK /’j ——— OF NETWORK
LINE k
- LINE k BEFORE
[ OUTAGE
\ /
/
e
LINE k
LINE k AFTER
OUTAGE
/
LINE kK OUTAGE
SIMULATED WITH
INJECTIONS AT
s BUS n AND BUS m
P —
AP" an APm

FIG. 11.16 Line outage modeling using injections.

from bus n to bus m were opened by circuit breakers as shown in Figure 11.16.
Note that when the circuit breakers are opened, no current flows through them
and the line is completely isolated from the remainder of the network. In the
bottom part of Figure 11.16, the breakers are still closed but injections AF, and
AP, have been added to bus n and bus m, respectively. If AP, = B, where P,,
is equal to the power flowing over the line, and AF, = —B,,, we will still
have no current flowing through the circuit breakers even though they are
closed. As far as the remainder of the network is concerned, the line is
disconnected.

Using Eq. 11A.2 relating to A8 and AP, we have

A8 =[X]AP
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where

so that

define

9nv Bm« an

A8, AB,,, AP,
gn’ gm’ ﬁnm

AP,
AP=|

AP,

m

AB, = X AP, + X, AP,
A0, = X, yAP, + XpmAPy

(11A.5)

to exist before the outage, where B, is the flow on line &
from bus n to bus m

to be the incremental changes resulting from the outage

to exist after the outage

The outage modeling criteria requires that the incremental injections AP,
and AP, equal the power flowing over the outaged line after the injections are
imposed. Then, if we let the line reactance be x,

where

then

and

giving

Pom =

or

P, =AP,= —AP, (11A.6)

Pllm = "1" (en = gm)

X

Agu » (Xnn - Xnm)APn

(11A.7)
Ab,, = (X, — X AF,
8, =0, + A8, _
. (11A.8)
6, =0, + Ab,
| = 1 1
Z (B, - 0n) = —(6,— 8,) +— (A8, - A6,,)
Xy Xk Xi
(11A.9)

-~

1
an = an+ —(Xnu + Xmm - 2an )APA
X
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Then (using the fact that P, is set to AP,)

1
AP, = P, (11A.10)

1 - k1 (X + Xopm — 2X,,)

Xk

Define a sensitivity factor § as the ratio of the change in phase angle 8, anywhere
in the system, to the original power P,, flowing over a line nm before it was
dropped. That is,

>

b

(11A.11)

éi.m =

iy -}
3

If neither n or m is the system reference bus, two injections, AP, and AP, are
imposed at buses n and m, respectively. This gives a change in phase angle at
bus i equal to

A8, = X;,AP, + X; AP, (11A.12)

Then using the relationship between AF, and AP, the resulting é factor is

St = KXo = Ximbxe (11A.13)
' Xk — (Xnn + X.-mn . 2Xnm)

If either n or m is the reference bus, only one injection is made. The resulting
d factors are

s = —Z’f‘—)ﬂ‘— for m = ref
(xl G Xmu)
= _X""ﬁ‘— for n = ref (11A.14)
(xk - Xmm)

If bus i itself is the reference bus, then §, ,,, = 0 since the reference bus angle is
constant.
The expression for d, , is

1
— (A8, — A8))
A _x '
S i
! (AB,- B Ao,)
_x! Pnn an
- (G, nm — Oj,mm) (11A.15)

Xy
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if neither i nor j is a reference bus

i ((Xin ) Xl'm)xk —3 (X]n = ij)xk)
d/ k = — U T = e

o

Xy

f"E(Xirv == Xjn = Xim + ij)
Xy
X — (Xm! -+ Xmm - anm)

(11A.16)

The fact that the a and d factors are linear models of the power system allows
us to use superposition to extend them. One very useful extension is to use the
a and d factors to model the power system in its post-outage stale; that is, to
generate factors that model the system’s sensitivity after a branch has been lost.

Suppose one desired to have the sensitivity factor between line ¢ and
generator bus i when line k was opened. This is calculated by first assuming
that the change in generation on bus i, AP, has a direct effect on line ¢ and an
indirect effect through its influence on the power flowing on line k, which, in
turn, influences line / when line k is out. Then

Afy = an AP + d; Ay (HAIT)
However, we know that
Af, = ayAP, (11A.18)
therefore,
Af, = a AP + dy ja AP = (as + dy wa) AP, (11A.19)

We can refer to a,; + d, dy as the “compensated generation shift sensitivity.”

The compensated sensitivity factors are useful in finding corrections to the
generation dispatch that will make the post-contingency state of the system
secure from overloads. This will be dealt with in Chapter 13 under the topic
of “security-constrained optimal power flow.”

APPENDIX 1B
Derivation of Equation 11.14

Equation 11.14, repeated here as Eq. 11B.1:
|A0, — A8, | < |Af; — Ab;| (11B.1)
is proved as shown in reference 11 (the proof is attributed to Mosiehi).
Suppose that buses i and j have the highest and lowest values of A6 in the

N3 region. Then the following both hold:

Af; > A,
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and
Af; < Ab;

for all buses f in N3. Taking any external bus in N2, call it bus e, we shall
state that

A0, < AB, (11B.2)
and '

AG, > Ab; (11B.3)

Proof: Suppose Eq. 11B.2 is not true and there exists a bus ¢’ such that

A0, > A8,
and, further, suppose that
Af,. > A6, (11B4)

for all the buses in N3. This implies that Eq. 11B.4 holds for the union of buses
in N2 and N3. If we now look at the network as a DC power flow network,
with no impedances to ground, and only the two injections at buses k and m,
then all incremental power flows leaving node e’ must be positive, since the
incremental flows leaving node e’ are found from

Afee= — (A8, — Ab,) (11B.5)
xe'e

However, since the network in N2 and N3 is strictly passive, and there are no
impedances to ground, this violates Kirchoff’s current law, which requires all
branch flows incident to a bus to sum 10 Zero. The only way for this to be true
would be if all flows were zero; that is, all incremental angle spreads were equal.
We can continue this reasoning to the neighbor buses of €’ until we reach node
i and conclude that

A8, = Af, (11B.6)

which contradicts Eq. 11B4; thus, Eq. 11B.2is proved. Equation 11B.3is proved
in a similar fashion. Then, as a result, Eq. 11B.1 is also proved.

PROBLEMS

11.1  Figure 11.17 shows a four-bus power system. Also given below are the
impedance data for the transmission lines of the system as well as the
generation and load values. :
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i Bus 1 poee Bus 2
(REFERENCE)

— Bus 4 R
FIG. 11.17 Four-bus network for Problem 114

— ——

Line Line rectance (pu)
-2 ‘ 0.2
1-4 0.25
2-3 0.15
2-4 0.30
3-4 0.40
Bus Load (MW) Generation (MW)
| 150
2 350
3 220
4 230

a. Calculate the generation shift sensitivity coefficients for a shift in
generation from bus 1 to bus 2.

b. Caiculate the line outage sensitivity factors for outages on lines 1-2,
1-4, and 2-3.

In the system shown in Figure 11.18, three generators-are serving a load
of 1300 MW. The MW flow distribution, bus loads, and generator
outputs are as shown. The generalors have the following characteristics.

Generator No. P (MW) Prax (MW)
1 100 600
2 90 400
3 100 500




PROBLEMS 447

— g 100 MW
| —= 350 Mw CKTA

r

300 MW

ASSUME NO LOSSES
N THIS NETWORK

300 MW
FIG. 11.18 Three-generator system for Problem 11.2.

The circuits have the following limits:

CKT A 600 MW max
CKT B 600 MW max
CKT C 450 MW max
CKT D 350 MW max
Throughout this problem we will only be concerned with flows on the

circuit labeled A, B, C, and D. The generation shift sensitivity coefficients,
a,;, for circuits, A, B, C, and D are as follows.

CKT Shift on Gen. 1 Shift on Gen. 2

A 0.7 0.08

B 02 ¢ 0.02

& 0.06 0.54

D 0.04 0.36
Example: AP,,.. =a,; x AP,

if
/=C and i=2
A}’f.d,,‘ = (0.54)AP,

Assume a shift on gen. 1 or gen. 2 will be compensated by an equal
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(opposite) shift on gen. 3. The line outage sensitivity factors d, , are

fd K
i B C D

A X 08 021 014

B 09 X 006 004

t | c 006 012 X 0.82
D 004 008 073 X

As an example, suppose the loss of circuit k will increase the loading
on circuit £ as follows.

Poiow, = Priow, (before outage) + ds & X Friow. (before outage)

f=A and k=B
The new flow on Z would be
F"OWA Lt PflawA o (O'S)Pflawn

a. Find the contingency (outage) flow distribution on circuits A, B, C,
and D for an outage on circuit A. Repeat for an outage on B, then
on C, then on D. (Only one circuit is lost at one time.) Are there any
overloads?

b. Can you shift generation from gen. | to gen. 3, or from gen. 2 to gen.
3, so that no overloads occur? If so, how much shift?

11.3 Given the three-bus network shown in Figure 11.19 (see Example 4B),

where
s =02 pu
%3 =04pu
X3 =025 pu

the [ X] matrix is

02118 0.1177 0
0.1177 0.1765 0
0 0 0
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Bus 1 —-L Bus 2

Bus 3
(5 l(REFERENCE 8, =0)

FIG. 11.19 Three-bus system for Problem 11.3.

Use a 100-MVA base. The base loads and generations are as follows.

Load Gen. Gen. min Gen. max
Bus (MW) (MW) (MW) (MW)
1 100 150 50 250
2 300 180 60 250
3 100 170 60 300

a. Find base power flows on the transmission lines.

b. Calculate the generation shift factors for line 1-2. Calculate the shift
in generation on bus 1 and 2 so as to force the flow on line 1-2 to
zero MW. Assume for economic reasons that any shifts from base
conditions are more expensive for shifts at the generator on bus 1 than
for shifts on bus 2, and that the generator on bus 3 can be shifted
without any penalty.

Using the system shown in Example 11B, find NI, N2 and N3 for the
outage of the line from bus 2 to bus 4. Do you need to expand region
N1? Where are the overloads, if any? (Use the same branch flow limits
as shown in Example 11B.)

Using the data found in Figure 11.7, find the base-case bus phase angles
and all line lows using the following bus loads and generators: all loads
are 100 MW and all generators are also at 100 MW. Assume line flow
limits as shown in the following table.
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Line MW Limit
1-2 70
1-4 90
1-5 70
2-3 20
2-4 50
2-5 40
2-6 60
3-5 30
3-6 70
4-5 30
5-6 20

For a line outage on line 1-4, find the change in phase angle across each
of the remaining lines and see if the phase angle change across buses |
and 4 meets the bounding criteria developed in the text.

11.6 Using the data from Problem 11.2, calculate the performance index, PI,
for each outage case. Use a value of n = 1 and n = 5; that is for

2n
Pl = pee
all%\es (ﬁow maxu)

Which PI does a better job of predicting the case with the overload?
Explain why.

FURTHER READING

The subject of power system security has received a great deal of attention in the
engineering literature since the middle 1960s. The list of references presented here is
therefore large but also quite limited nonetheless.

Reference 1 is a key paper on the topic of system sccurity and energy control system
philosophy. Reference 2 provides the basic theory for contingency assessment of power
systems. Reference 3 covers contingency analysis using DC power flow methods.
Reference 4 is a broad overview of security assessment and contains an excellent
bibliography covering the literature on security assessment up to 1975.

The use of AC power flows in contingency analysis is possible with any AC load flow
algorithm. However, the fast-decoupled power flow algorithm is generally recognized as
the best for this purpose since its Jacobian matrix is constant and single-line outages
can be modeled using the matrix inversion lemma. Reference 5 covers the fast-decoupled
power flow algorithm and its application.
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Correcting the generation dispatch by sensitivity methods is covered by reference '
6. The use of linear programming to solve power systems problems is covered in
reference 7.

References 8-12 cover some of the literature on contingency selection, and reference
13 gives a technique for solving the power flow using an approximation called concentric
relaxation. References 14 and 15 give an indication of recent research on dynamic
security assessment; that is, detecting fault cases that may cause dynamic or transient
stability problems. Finally, reference 16 is concerned with the emerging area of voltage
stability, which seeks to find contingencies which will cause such severe voltage problems
as to bring on what is known as a “voltage collapse.” '

|. DyLiacco, T. E., “The Adaptive Reliability Control System,” IEEE Transactions on
Power Apparatus and Systems, Vol. PAS-86, May 1967, pp. 517-531.

 El-Abiad. A. H., Stage, G. W., "Automatic Evaluation of Power System Per-
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Apparatus and Systems, Vol. PAS-81, February 1963, pp. 712-716.

3. Baughman, M., Schweppe, F. C., “Contingency Evaluation: Real Power Flows from

a Linear Model.” IEEE Summer Power Meeting, 1970, Paper CP 689-PWR.

4 Debs, A S. Benson, A. R. “Security Assessment of Power Systems,” Systems
Engineering For Power: Status and Prospects, U.S. Government Document, CONF-
750867, 1967, pp. 1-29.

5. Stott, B., Alsac, O, “Fast Decoupled Load Flow,” JEEE Transactions on Power
Apparatus and Systems, Vol PAS-93, May/June 1974, pp. 859-869.

6. Thanikachalam, A., Tudor, J. R., “Optimal Rescheduling of Power for System
Reliabilily,” 1EEE Transactions on Power Apparatus and Systems, Vol. PAS-90,
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pp. 107-112.

10. Ejebe, G. C., VanMeeteren, H. P, Wollenberg, B. F. “Fast Contingency Screening
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12 An Introduction to State
Estimation in Power Systems

12.1 INTRODUCTION

State estimation is the process of assigning a value to an unknown system state
variable based on measurcments {rom that system according to some criteria.
Usually, the process involves imperfect measurements that are redundant and
the process of estimating the system states is based on a statistical criterion
that estimates the true value of the state variables to minimize or maximize the
selected criterion. A commonly used and familiar criterion is that of minimizing
the sum of the squares of the differences between the estimated and “true” (i€,
measured) values of a function.

The ideas of least-squares estimation have been known and used since the
early part of the nineteenth century. The major developments in this area have
taken place in the twentieth century in applications in the aerospace field. In
these developments, the basic problems have involved the location of an
aerospace vehicle (i.e., missile, airplane, or space vehicle) and the estimation of
its trajectory given redundant and imperfect measurements of its position and
velocity vector. In many applications, these measurements are based on optical
observations andjor radar signals that may be contaminated with noise
and may contain system measurement errors. State estimators may be both
static and dynamic. Both types of estimators have been developed for power
systems. This chapter will introduce the basic development of a static-state
estimator.

In a power system, the state variables are the voltage magnitudes and relative
phase angles at the system nodes. Measurements are required in order to
estimate the system performance in real time for both system security control
and constraints on economic dispatch. The inputs to an estimator are imperfect
power system measurements of voltage magnitudes and power, VAR, or
ampere-flow quantities. The estimator is designed to produce the “best
estimate” of the system voltage and phase angles, recognizing that there are
errors in the measured quantities and that there may be redundant measure-
ments. The output data are then used in system control centers in the
implementation of the security-constrained dispatch and control of the system
as discussed in Chapters 11 and 13.

453
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122 POWER SYSTEM STATE ESTIMATION

As introduced in Chapter 11, the problem of monitoring the power flows and
voltages on a transmission system is very important in maintaining system
security. By simply checking each measured value against its limit, the power
system operators can tell where problems exist in the transmission system-—and,
it is hoped, they can take corrective actions to relieve overloaded lines or
out-of-limit voltages.

Many problems are encountered in monitoring a transmission system. These
problems come primarily from the nature of the measurement transducers and
from communications problems in transmitting the measured values back to
the operations control center.

Transducers from power system measurements, like any measurement device,
will be subject to errors. If the errors are small, they may go undetected and
can cause misinterpretation by those reading the measured values. In addition,
transducers may have gross measurement errors that render their output
useless. An example of such a gross error might involve having the transducer
connected up backward; thus, giving the negative of the value being measured.
Finally, the telemetry equipment often experiences periods when communi-
cations channels are completely out; thus, depriving the system operator of any
information about some part of the power system network.

It is for these reasons that power system state estimation techniques have been
developed. A state estimator, as we will sce shortly, can “smooth out” small
random errors in meter readings, detect and identify gross measurement errors,
and “fill in” meter readings that have failed due to communications failures.

To begin, we will use a simple DC load flow example to illustrate the
principles of state estimation. Suppose the three-bus DC load flow of Example
4B were operating with the load and generation shown in Figure 12.1. The only
information we have about this system is provided by three MW power flow
meters located as shown in Figure 12.2.

Only two of these meter readings are required to calculate the bus phase
angles and all load and generation values fully. Suppose we use M, and M,
and further suppose that M,, and M;, give us perfect readings of the flows on
their respective transmission lines.

M3 = S MW = 0.05 pu
M32 - 40 MW =0.4‘0pu

Then, the flows on lines 1-3 and 3-2 can be set equal to these meter readings.

1
Jia= ;“‘(01 —03) = M,; =005 pu

13

1
Sf32=—(03 = 0;) = M3, =040 pu
X23
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Bus 1 60 MW Bus 2
—
: p—3 100 MW
—
65 MW
40 Mw‘t
PER UNIT REACTANCES
{100 MVA BASE):
Xyp =0.2
X3 =04 - '()
o =D 35 MW
— 5 MW
Bus 3

FIG. 12.1 Three-bus system from Example 4B.

Bus 1 Bus 2

¢

mM12

O___

M13

M32

o O

Meter location

Bus 3

" FIG. 122 Meter placement.

Since we know that 8, = 0 rad, we can solve the f,, equation for 0,, and the
3 equation for d,, resulting in

8, =0.02rad
#, = —0.10 rad
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We will now investigate the case where all three meter readings have slight
errors. Suppose the readings obtained are

M,, =62 MW = 0.62 pu
MIJ = 6Mw =0.06 pu
M,, = 37 MW = 0.37 pu

If we use only the M, y and M, readings, as before, we will calculate the phase
angles as follows:

6, = 0.024 rad
f, = —0.0925 rad

6, = 0 rad (still assumed to equal zero)

This results in the system flows as shown in Figure 12.3. Note that the predicted
flows match at M, and M;,, but the flow on line 1-2 does not match the
reading of 62 MW from M, ,. If we were to ignore the reading on M, ; and use
M, , and M,,, we could obtain the flows shown in Figure 12.4.

All we have accomplished is to match M, ,, but at the expense of no longer
matching M, ,. What we need is a procedure that uses the information available
from all three meters to produce the best estimate of the actual angles, line
flows, and bus load and generations.

Before proceeding, let’s discuss what we have been doing. Since the only
thing we know about the power system comes to us from the measurements,

Bus 1 Bus 2
" — > 58.25 MW
M12
== e
|
102 MW
68 MW M13
" g, =0.024 37 wa 6, = -0.0925
6 MW&
M32 6;=0
g
34 MW
Bus3

FIG. 123 Flows resulting from use of meters M,; and M,,.
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Bus 1 Bus 2
. —3= 62 MW
M12
e
( )“ 99 MW
_+
69.875 MW| M13
8, =0.0315 37 MW1\ 8, = -0.0925
M32 8; =
7.875 MW'L
g
29.125 MW
Bus 3

FIG. 124 Flows resulting from use of meters M, , and M,,.

we must use the measurements to estimate system conditions. Recall that in
each instance the measurements were used to calculate the bus phase angles at
bus 1 and 2. Once these phase angles were known, all unmeasured power flows,
loads, and generations could be determined. We call 8, and 8, the state variables
for the three-bus system since knowing them allows all other quantities to be
calculated. In general, the state variables for a power system: consist of the bus
voltage magnitude at all buses and the phase angles at all but one bus. The
swing or reference bus phase angle is usually assumed to be zero radians. Note
that we could use real and imaginary components of bus voltage if desired. if
we can use measurements to estimate the “states” (i.e., voltage magnitudes and
phase angles) of the power system, then we can go on to calculate any power
flows, generation, loads, and so forth that we desire. This presumes that the
network configuration (i.e., breaker and disconnect switch statuses) is known
and that the impedances in the network are also known. Automatic load tap
changing autotransformers or phase angle regulators are often included in a
network, and their tap positions may be telemetered to the control as a
measured quantity. Strictly speaking, the transformer taps and phase angle
regulator positions should also be considered as states since they must
be known in order to calculate the flows through the transformers and
regulators. :

To return to the three-bus DC power flow model, we have three meters
providing us with a set of redundant readings with which to estimate the two
states , and 8,. We say that the readings are redundant since, as we saw earlier.
only two readings are necessary to calculate 6, and 6,, the other reading 1s
always “extra.” However, the “extra” reading does carry useful information
and ought not to be discarded summarily.
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This simple example serves to introduce the subject of static-state estimation,
which is the art of estimating the exact system state given a set of imperfect
measurements made on the power system. We will digress at this point to
develop the theoretical background for static-state estimation. We will return
to our three-bus system in Section 12.3.4.

123 MAXIMUM LIKELIHOOD WEIGHTED LEAST-SQUARES
ESTIMATION

12.3.1 Introduction

Statistical estimation refers to a procedure where one uses samples to calculate
the value of one or more unknown paramelers in a system. Since the samples
(or measurements) are inexact, the estimate obtained for the unknown parameter
is also inexact. This leads to the problem of how to formulate a “best "estimate
of the unknown parameters given the available measurements.

The development of the notions of state estimation may proceed along
several lines, depending on the statistical criterion selected. Of the many criteria
that have been examined and used in various applications, the following three
are perhaps the most commonly encountered.

\. The maximum likelihood criterion, where the objective is to maximize the
probability that the estimate of the state variable, &, is the true value of
the state variable vector, x (i.e., maximize P(X) = x).

2. The weighted least-squares criterion, where the objective is to minimize
the sum of the squares of the weighted deviations of the cstimated
measurements, Z, from the actual measurements, Z.

3. The minimum variance criterion, where the object is to minimize the
expected value of the sum of the squares of the deviations of the estimated
components of the state variable vector from the corresponding com-
ponents of the true state variable vector.

When normally distributed, unbiased meter error distributions are assumed,
each of these approaches results in identical estimators. This chapter will utilize
the maximum likelihood approach because the method introduces the measure-
ment error weighting matrix [R] in a straightforward manner.

The maximum likelihood procedure asks the following question: “What is
the probability (or likelihood) that I will get the measurements I have
obtained?” This probability depends on the random error in the measuring
device (transducer) as well as the unknown parameters to be estimated.
Therefore, a reasonable procedure would be one that simply chose the estimate
as the value that maximizes this probability. As we will see shortly, the
maximum likelihood estimator assumes that we know the probability density
function (PDF) of the random errors in the measurement. Other estimation
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schemes couid also be used. The “least-squares™ estimator does not require that
we know the probability density function for the sample or measurement errors.
However, if we assume that the probability density function of sample or
measurement error is a normal (Gaussian) distribution, we will end up with
the same estimation formula. We will proceed to develop our estimation
formula using the maximum likelihood criterion assuming normal distributions
for measurement errors. The result will be a “least-squares™ or more precisely
a “weighted least-squares” estimation formula, even though we will develop
the formulation using the maximum likelihood criteria. We will illustrate this
method with a simple electrical circuit and show how the maximum likelihood
estimate can be made.

First, we introduce the concept of random measurement error. Note that we
have dropped the term “sample” since the concept of a measurement is much
more appropriate to our discussion. The measurements are assumed to be in
error: that is, the value obtained from the measurement device is close to the
true value of the parameter being measured but differs by an unknown error.
Mathematically, this can be modeled as follows.

Let 2™ be the value of a measurement as received from a measurement
device. Let "¢ be the true value of the quantity being measured. Finally,
let 4 be the random measurement error. We can then represent our
measured value as

zmeas — zlruc 4 ’1 (121)

The random number, #, sérves to modei the uncertainty in the measurements.
If the measurement error is unbiased, the probability density function of # is
usually chosen as a normal distribution with zero mean. Note that other
measurement probability density functions will also work in the maximum
likelihood method as well. The probability density function of 1 is

I
PDF(n) = — — exp(—n?/2¢%) (12.2)
o\/2n

where o is called the standard deviation and ¢? is called the variance of the
random number. PDF () describes the behavior of 5. A plot of PDF(y) is shown
in Figure 12.5. Note that o, the standard deviation, provides a way to model
the seriousness of the random measurement error. If g is large, the measurement
is relatively inaccurate (i, a poor-quality measurement device), whereas a
small value of ¢ denotes a small error spread (i.e., a higher-quality measurement
device). The normal distribution is commonly used for modeling measurement
errors since it is the distribution that will result when many factors contribute
to the overall error.
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PDF (n)

|
¢ 20 3¢

FI1G. 12.5 The normal distribution.

12.3.2 Maximum Likelihood Concepts

The principle of maximum likelihood estimation is illustrated by using a simple
DC circuit example as shown in Figure 12.6. In this exam ple, we wish to estimate
the value of the voltage source, x'™¢, using an ammeter with an error having
a known standard deviation. The ammeter gives a reading of =T, which is
equal to the sum of z{* (the true current flowing in our circuit) and n, (the
error present in the ammeter). Then we can write

zrlncus e zllrue +n, (]23)

meas

Since the mean value of 4, is zero, we then know that the mean value of z]
is equal to z'*¢. This allows us to write a probability density function for z7** as

1 __(,meas _ _trse)2
PDFGE) = cxp[ - __2__7-1.)_] (12.4)
g,/ 28 201

where ¢, is the standard deviation for the random error ;. If we assume that
the value of the resistance, r,, in our circuit is known, then we can write

1 W
i —(z?m T x)
r
PDF@]**) = —=cxp| - ‘ (125)

l a,\/ 2n 20

1

— | Ammeter
\ 2 meas
1

) 1){ e (volts)

LY = b

o

FIG. 12.6 Simple DC circuit with current measurement.



MAXIMUM LIKELIHOOD WEIGHTED LEAST-SQUARES ESTIMATION 461

Coming back to our definition of a maximum likelihood estimator, we now
wish to find an estimate of x (called x*') that maximizes the probability that
the observed measurement z7<** would occur. Since we have the probability
density function of z[**, we can write

zmeas 4 g gmeas
[

prob(z'z‘°“)=j " PDF(z™*) 2z asdz - 0

= PDF(zrlnens) dzrlneas (]26)

The maximum likelihood procedure then requires that we maximize the
value of prob(z7*), which is a function of x. That is,

max prob(z7<*) = max PDF(z**") dz7** (12.7)

X

One convenient transformation that can be used at this point is to maximize
mcnS)

the natural logarithm of PDF(z{**) since maximizing the Ln of PDF(z]
will also maximize PDF(z7***). Then we wish to find

max La[PDF(z]**)]

or

i r
max| —Ln(e,/20) — ————5—
. ( I\/ ) 203

Since the first term is constant, it can be ignored. We can maximize the function in
brackets by minimizing the second term since it has a negative coefficient, that is,

) -
:rlneas — X
Ty

max| —Ln(e [20) —
* @ 20}

is the same as
min| —————— (12.8)

The value of x that minimizes the right-hand term is found by simply taking
the first derivative and setting the result to zero:

( meas l )2 ( meas 1 )
't —-—x -z ==X
r - L S (12.9)

2 2
dx 207 r,o;
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1
7, 7
+
9) Tx"u' (volts)
i ry ra

i

FIG. 127 DC circuit with two current measurements.

or

xeil - rlzTCIS

To most readers this result was obvious from the beginning. All we have
accomplished is to declare the maximum likelihood estimate of our voltage as
simply the measured current times the known resistance. However, by adding a
second measurement circuit, we have an entirely different situation in which the
best estimate is not so obvious. Let us now add a second ammeter and resistance
as shown in Figure 12.7.

Assume that both r, and r, are known. As before, model each meter reading
as the sum of the true value and a random error:

zmcas = eruc + n
' ' . (12.10)

meas __ lrue
23 =1z + M2

where the errors will be represented as independent zero mean, normally
distributed random variables with probability density functions:

1 —(n)?
PDF(n,) = - —=— exp( )
' al\/in 20%

_ 2
PDF(y,) = ‘——1-:: cxp(—('lz—)-)
v

2
g4/ 21 203

(12.11)

and as before we can write the probability density functions of zTe* and z7°* as

i
PDF(zy J= -==Ep sesspg—sss
o/ 27 203
(12.12)

|
PDF(z5%) = Pl e
a3/ 2 203
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The likelihood function must be the probability of obtaining the measure-
ments 27 and z9°%. Since we are assuming that the random errors 1, and 7,
are independent random variables, the probability of obtaining z7** and z3°*
is simply the product of the probability of obtaining z7*** and the probability

,,mcas

of obtaining z5

prob(zT** and z7**) = prob(zy"**) x (prob(z3°*)
PDF(z™) PDF(z7°*) dz7** dz7**

1 2
- (zr;nas o X\

_ 1 - ry /
. P
a3/ 2m 203
1\
| gmeas . x
X ——~l—: exp . S dzPe dzT°%
/ 2
0,4/ 21 203

(12.13)
To maximize the function we will again take its natural logarithm:

max prob(zT* and z7*)

x

i 1} ( I %8
(zr:xcls il 1) (zl’;ta.\ s X)
— r R ra
= max | = Ln(eJ 20) = ———F3———" Lo(ds/ 28)m—rraimg—
x Zal 205 _J
2 2
(-mca> X) (:rj‘r-cas s l Y)
, r 5
=min| S A e (12.14)
« 201 263
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y meas meas

Zy Z;
=Sy
et _ \101 r,o;

= - 1215
rict  rlo}

If one of the ammeters is of superior quality, its variance will be much smaller
than that of the other meter. For example, if a3 « o, then the equation for x**
becomes

giving

.xeﬂl ~ zr;cas X rz

Thus, we see that the maximum likelihood method of estimating our unknown
parameter gives'us a way to weight the measurements properly according to
their quality.

It should be obvious by now that we need not express our estimation
problem as a maximum of the product of probability density functions. Instead,
we can observe a direct way of writing what is needed by looking at Eqs. 12.8
and 12.14. In these equations, we see that the maximum likelihood estimate of
our unknown parameter is always expressed as that value of the parameter that
gives the minimum of the sum of the squares of the difference between each
measured value and the true value being measured (expressed as a function of
our unknown parameter) with each squared difference divided or “weighted”
by the variance of the meter error. Thus, if we are estimating a single parameter,
x, using N, measurements, we would write the expression

NWI meas g 2
min J(x) = Y [?Lu_zf.(X)L
x =1 o]

(12.16)
where

f; = function that is used to calculate the value being measured by the i
measurement

o? = variance for the i*" measurement

J(x) = measurement residual

N,, = number of independent measurements

I

zeas — i measured quantity

Note that Eq. 12.16 may be expressed in per unit or in physical units such as
MW, MVAR, or kV.
If we were to try to estimate N, unknown parameters using N,, measurements,
we would write
. Nem [z, = fi(x gy Xg0 . ooy Xn )P
min Ky s Xp,) = Z [ (x, _zﬁ N.)]

(5 T 5 T Xy i=1 g;

(12.17)
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The estimation calculation shown in Eqs. 12.16 and 12.17 is known as a
weighted least-squares estimator, which, as we have shown earlier, is equivalent
to a maximum likelihood estimator if the measurement errors are modeled as
random numbers having a normal distribution.

12.3.3 Matrix Formulation
If the functions f(x,, x,,..., xy,) are linear functions, Eq. 12.17 has a closed-
form solution. Let us write the function fi(x,, x,,...,xy,) as

f,-(xl. Xaye ooy Xn )= f,-(x) = h“xl -+ h,-zXz +...4+ hm.x”‘ (12.18)

Then, if we place all the f, functions in a vector, we may write

f,(x)

rz(x)

f(x) = = [H]x (12.19)

fx,.(x)
where
[H] = an N,, by N, matrix containing the coefficients of the linear functions f(x)
N,, = number of measurements

N; = number of unknown parameters being estimated

Placing the measurements in a vector:
zrlneas
z?cas

gmes = | 72 (12.20)

zlﬁel.

m

We may then write Eq. 12.17 in a very compact form.

min J(x) = [2™* — f(x)] "[R™'][z™* — f(x)] (12.21)
where '

ot

(R] =
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[R] is called the covariance matrix of measurement errors. To obtain the general
expression for the minimum in Eq. 12.21, expand the expression and substitute
[H]x for f(x) from Eg. 12.19.

min J(x) = {27 [R~ "]z — x"[H]T[R™"}2™

x

e [R-[H]x + < T[HVTRTIHD) (1222)

Similar to the procedures of Chapter 3, the minimum of J(x) 18 found when
aJ(x)jox; =0, fori=1,..., N,; this is identical to stating that the gradient of
J{x). VJ(x), is exactly zero.

The gradient of J(x) is (sec the appendix to this chapter)

VJ(x) = —~ 2[H]"[R™']z™* + 2[H]T[R '][H]x
Then VJ(x) = 0 gives
x = [[H]'IR 'iLHT)*LHT IR e (1223)

Note that Eq. 12.23 holds when N, < N,; that s, when the number of parameters
being estimated is less than the number of measurements being made.
When N, = N,,, our estimation problem reduces to

xesl = [1’1] = llmtns (1224)

There is also a closed-form solution to the problem when N, > Ny, although
in this case we are not estimating x to maximize a likelihood function since
N, > N, usually implics that many different values for x*! can be found that
cause [(x*%) to equal z"* for all i = 1...., N, exactly. Rather, the objective
is to find x*' such that the sum of the squares of x&' is minimized. That 1s,

Ng
min ) x/ = x'x (12.23)

x i=1

subject to the condition that 2™ = [H]x. The closed-form solution for this
case 18
x&t = [H]T[[H][H] T]— 1 meas (1226)

In power system state estimation, underdetermined problems (i.e, where
N, > N,,) are not solved, as shown in Eq. 12.26. Rather, “pseudo-measurcmems"
are added to the measurement set to give a completely determined or
overdetermined problem. We will discuss pseudo-measurements in Section
12.6.3. Table 12.1 summarizes the results for this section.
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TABLE 12.1 Estimation Formulas

Case Description Solution Comment
N, < N,, Overdetermined  x*' = [[H]"[R"'JH]]"! x*' is the maximum
% {H]T[R™1]zmes likelihood estimate

of x given the
measurements z™*

N, = N, Completely X% [H] 1ghea X fits the measured
determined quantities to the
measurements z™*
exactly

N, > N,, Underdetermined x* = [H]T[[H][H]"] 'z™* x**is the vector of
minimum norm that
fits the measured
quantities to
the measurements
exactly. (The norm
of a vector is equal
to the sum of the
squares of its
components)

12.3.4 An Example of Weighted Least-Squares State Estimation

We now return to our three-bus example. Recall from Figure 12.2 that we have
three measurements to determine 8, and 6,, the phase angles at buses 1 and 2.
From the development in the preceding section, we know that the states ¢, and
0, can be estimated by minimizing a residual J(0,, 8,) where J(8,, 8,) is the
sum of the squares of individual measurement residuals divided by the variance
for each measurement.

To start, we will assume that all three meters have the following characteristics.

Meter full-scale value: 100 MW
Meter accuracy: +3MW

This is interpreted to mean that the meters will give a reading within + 3 MW of
the true value being measured for approximately 99% of the time. Mathe-
matically, we say that the errors are distributed according to a normal probability
density function with a standard deviation, o, as shown in Figure 12.8.

Notice that the probability of an error decreases as the error magnitude
increases. By integrating the PDF between — 3¢ and + 3o we come up with a
value of approximately 0.99. We will assume that the meter’s accuracy (in our
case +3 MW) is being stated as equal to the 3¢ points on the probability density
function. Then +3 MW corresponds to a metering standard deviation of
g= 1MW =001 pu.
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True value of

Ic) |quantity being
LDL | measured
o
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-3¢ -20 -0 | g 20 30 reading

FIG. 12.8 Normal distribution of meter errors.

The formula developed in the last section for the weighted least-squares
estimate is given in Eq. 12.23, which is repeated here.

xtsi o [[H]T[Rf k}[H]]— I[H]T[RM I]Zmeas

where
«&t = vector of estimated state variables

[H] = measurement function coeflicient matrix
[R] = measuremcnt covariance matrix

zmess — yector containing the measured values themselves

For the threc-bus problem we have

gclﬂl
O 1227
h [9*;‘} Ut

To derive the [H] matrix, we need to write the measurements as a function
of the state variables 0, and 8,. These functions are written in per unit as

1 :
Ad].l E= fll = 6-7 (01 b 62) = 591 = 562
1
M= fia= 04 6, — 83) = 2.58, (12.28)

1
My; = f32 = 03‘5 (03— 0,) = —46,

The reference-bus phase angle, 03, is still assumed to be zero. Then
5 =5
[(H]=425- 0
0o -4
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The covariance matrix for the measurements, [R], is

2
Thi2
2
OM13

[R]=

2
OM32

469

0.0001

Note that since the coefficients of [H] are in per unit we must also write [R]

and z™* in per unit.

Our least-squares “best” estimate of @, and 0, is then calculated as

= :

= |

, [ 0.0001 -
Jest 5 .5
[9‘]=[ 2 0 0.0001 25 0
g -5 0 —4]
I 0.0001 0 =4
_["0.0001 “'Toe62
x[ 543 9 0.0001 0.06
=5 B =4 ;
L 0.0001 0.37
_[ 312500 —250000]‘[ 32500]
~250000 410000 | — 45800

i

[ 0.028571}

—0.094286

where

0.62
0.06

0.37

lm eas =

From the estimated phase angles, we can calculate the power flowing in
each transmission line and the net generation or load at each bus. The results
are shown in Figure 12.9. If we calculate the value of J(8,, 8,), the residual, we
get

— f13(0,, Bﬁ + [23; — £32(00,, 92)]2

J(0,,6,) = 7 ij(f’;, 92)]f % (213

012 a f: 0'%1
_ (062 — (56, — 50;))° | [0.06 — (2.56,))"  [037 +(46,)]"
0.0001 0.0001 0.0001

(12.29)
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Bus 1 Bus 2
My,
—=61.4 MW

————

b3~ 99.1 MW
.
o Tee

68.5 MW Mg

9, = 0.028571

71 MwJ'

4_0

30.6 MW

Bus 3

FIG. 129 Three-bus example with best estimates of 0, and 0,.

Suppose the meter on the M,; transmission linc was superior in quality to
those on M, , and M,,. How will this affect the estimate of the states? Intuitively,
we can reason that any measurement reading we get from M, will be much
closer to the true power flowing on line 1-3 than can be expected when
comparing M,, and M;, to the flows on lines 1-2 and 3-2, respectively.
Therefore, we would expect the results from the state estimator to reflect this
if we set up the measurement data to reflect the fact that M,, is a superior
measurement. To show this, we use the following metering data.

Meters M, and M;,: 100 MW full scale
+3 MW accuracy
(6 =1 MW =001 pu)

Meter M,y 100 MW full scale
+0.3 MW accuracy
(g =0.1 MW = 0.001 pu}

The covariance matrix to be used in the least-squares formula now becomes

ofp12 1x10°*
[R] = Tiris =) = 1 x107¢

) (I 1 x107?
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We now solve Eq. 12.23 again with the new [R] matrix.

T1x10-2 s =5

91]: [ 5 25 0 1x10-° 25 0
0, | -5 0 —4]

L 1x10°¢ 0 —4

i, [1x10°* o6
525 0

1 x 107° !
-5 0 -4 x e
i 1 x 1074 0.37

[ 6.5 x 10° —25 x 105]”1[ 1.81 x 105]
—2.5 x 10° 4.1 x 108 —0.458 x 10°
n[ 0.024115

~ | —0.097003

From these estimated phase angles, we obtain the network conditions shown
in Figure 12.10. Compare the estimated flow on line 1-3, as just calculated, to
the estimated flow calculated on line 1-3 in the previous least-squares estimate.
Setting 043 to 0.1 MW has brought the estimated flow on line 1-3 much
closer to the meter reading of 6.0 MW. Also, note that the estimates of flow on
lines 1-2 and 3-2 are now further from the M,, and M,, meter readings,
respectively, which is what we should have expected.

Bus 1 Bus 2

2 —>= 60.55 MW
M!?
O —>-99.35 MW

66.58 MW —2=

MI3
6, =0.024115 -0.087003
6.03 MW{ '
i
: O
-~ 32.77 MW
} Bus 3

FIG. 12.10 Three-bus efample with better meter at M, ,.
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124 STATE ESTIMATION OF AN AC NETWORK

12.4.1 Development of Method

We have demonstrated how the maximum likelihood estimation scheme
developed in Section 12.3.2 led to a least-squares calculation for measurements
from a linear system. In the least-squares calculation, we are trying to minimize
the sum of measurement residuals:

New T, f. 2
min J(x) = E'—%(i)l—- (12.30)

x i=1 a;

In the case of a linear system, the f,(x) functions are themselves linear and
we solve for the minimum of J(x) directly. In an AC network, the measured
quantities are MW, MVAR, MVA, amperes, transformer tap position, and
voltage magnitude. The state variables are the voltage magnitude at each bus,
the phase angles at all but the reference bus, and the transformer taps. The
equation for power entering a bus is given in Eq. 421 and is clearly not a linear
function of the voltage magnitude and phase angle at each bus. Therefore, the
{{x) functions will be nonlinear functions, except for a voltage magnitude
measurement where [,(x) is simply unity times the particular x; that corresponds
to the voltage magnitude being measured. For MW and MVAR measurements
on a iransmission line from bus i to bus j we would have the following terms
in J(x):

(MW= - [ E.".'_z(_Gifl_:I E‘ukzl_(foﬂlgl)q'Lf_s"fﬂff 8B L)]}i (12.31)
) Tw,
and

ay

[MVAREE™ — [ | (B, + B) — | Eil | (sin(0:=0,) Gy cos(¥, = 6)By)]}”

5
OMVAR;

(12.32)
A voltage magnitude measurement would result in the following term in J(x):

meas __ i [7 )2
(1E/|™* — [E)° (12.33)

Similar functions can be derived for MVA or ampere measurements.

If we do not have a linear relationship between the states (| E| values and
values) and the power flows on a network, we will have to resort to an iterative
technigue to minimize J(x). A commonly used technique for power system state
estimation is to calculate the gradient of J(x) and then force it to zero using
Newton’s method, as was done with the Newton load flow in Chapter 4. We
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will review how to use Newton's method on multidimensional problems before
proceeding to the minimization of J(x).

Given the functions g,(x), i=1,...,n, we wish to find x that gives
gdx) = g%, for i = 1,...,n. If we arrange the g; [unctions in a vector we can
write

gl —g(x)=0 (12.34)
by perturbing x we can write
g — g(x + Ax) = g** — g(x) — [g'(x)]Ax = 0 (12.35)

where we have expanded g(x + Ax) in a Taylor’s series about x and ignored
all higher-order terms. The [g'(x)] term is the Jacobian matrix of first derivatives
of g(x). Then

Ax = [g'(x)]"'[g** - g(x)] (12.36)

Note that if g is identically zero we have
Ax = [g'(x)] " '[—g(x)] (12.37)

To solve for g**, we must solve for Ax using Eq. 12.36, then calculate
x"" = x + Ax and reapply Eq. 12.36 until either Ax gets very small or g(x)
comes close to g*.

Now let us return to the state estimation problem as given in Eq. 12.30:

m - N 2
o Hx)ome 7 2 ,,;(X)]'

X i=1 £

We first form the gradient of J(x) as

EXy
éx,
V. J(x) = ﬁi(_’f)
aXZ
L
Cof, o, o 1 r ]
et E 22wy ] = z, —f,(x
B B B = [z, —fi(x)]
=2 of, of, o 1 (12.38)
- = [z, — £,(x)]
8x; 0x%; 0x, a3




474 AN INTRODUCTION TO STATE ESTIMATION IN POWER SYSTEMS

If we put the f(x) functit;ns in a vector form f(x) and calculate the Jacobian

of f(x), we would obtain
of, of, o ]

Ox, 0Ox; 0x3

o, oy M (12.39)

0x - '
0x, 0x3 0x4

—_ . . i

We will call this matrix [H7]. Then,

Mof, of, o §
dx, 0x, 0x,
(Hl=| of, o, o (12.40)

0x, 0x, 0x;

And its transpose is

Cof, o, oy ]
8x, 0x; 0x;

[(HIT =] of, . of, o, | (12.41)

dx, 0xy Ox,

Further, we write

Equation 12.38 can be written

z, — fi(x)
V. J(x) = —2[H] r‘[R]~l z;, — f5(x) (12.43)
L ;

To make V, J(x) equal zero, we will apply Newton's method as in Eq. 12.37,
then :

B [‘iv-zi(ﬁ]" IE_VxJ(x)] (12.44)
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The Jacobian of V, J(x) is calculated by treating [H] as a constant matrix;

z; — fy(x)

A s et AHTTIRTY 25 — %)

= —2[H]"(R]"'[-H]

= 2[H]"[R]) [H] (12.45)
Then

Ax = (LH)'ERT'CHT) ‘{z[H]T[R] : ‘[Z‘ “:“""]}

z; — fi(x)
= [[H]"[R]™'[H]1"'[HIT[R] | z, — fy(x) (12.46)

Equation 12.46 is obviously a close parallel to Eq. 12.23. To soive the AC
state estimation problem, apply Eq. 12.46 iteratively as shown in Figure 12.11.
Note that this is similar to the iterative process used in the Newton power flow
solution.

12.4.2 Typical Results of State Estimation on an AC Network

Figure 12.12 shows our familiar six-bus system with P + jQ measurements on
each end of each transmission line and at each load and generator. Bus voltage
1s also measured at each system bus.

To demonstrate the use of state estimation on these measurements, the
base-case conditions shown in Figure 11.1 were used together with a random
number generating algorithm to produce measurements with random errors.
The measusements were obtained by adding the random errors to the base-case
flows, loads, generations, and bus-voltage magnitudes. The errors were generated
so as to be representative of values drawn from a set of numbers having a
normal probability density function with zero mean, and variance as specified
for each measurement type., The measurement variances used were

P + jO measurements; o = 5 MW for the P measurement
o =5 MVAR for the Q measurement
Voltage measurement: o= 383kV

The base conditions and the measurements are shown in Table 12.2. The
state estimation algorithm shown in Figure 12.11 was run to obtain estimates
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FIG. 1211 State estimation solution algorithm.

fot the bus-voltage magnitudes and phase angles given the measuremenis shown
in Table 12.2. The procedure took three iterations with x° initially being set o
1.0 pu and Orad for the voltage magnitude and phase angle at each bus,
respectively. At the beginning of each iteration, the sum of the measurcment
residuals, J(x) (see Eq. 12.30}, is calculated and displayed. At the end of each
iteration, the maximum A|E| and the maximum A8 are calculated and
displayed. The iterative steps for the six-bus system used here produced the
results given in Table 12.3.

The value of J(x) at the end of the iterative procedure would be zero if all
measurements were without error or if there were no redundancy in the
measurements. When there are redundant measurements with ecrors, the value
of J(x) will not normaily go to zero. Its value represents a measure of the overall
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‘" P + jQ measurement ———

kV measurement -————.

FIG. 12.12 Six~bﬁs systern with measurements.



478 AN INTRODUCTION TO STATE ESTIMATION I

TABLE 12.2 Base-Case Conditions

N POWER SYSTEMS

Base-Case Value

Measured Value

Measurement kV MW MVAR KV MW MVAR
My, 241.5 238.4

Mg, 107.9 16.0 113.1 20.2
M, 28.7 —15.4 31.5 —13.2
M, 43.6 20.1 38.9 21.2
Mis 35.6 1.3 157 94
My, 241.5 2378

Mo: 50.0 744 -48.4 719
My, =278 12.8 —34.9 9.7
Maa 33.1 46.1 32.8 383
M, 15.5 154 17.4 220
Mse 26.2 12.4 22, 15.6
My, 29 =123 8.6 —119
My, 246.1 250.7

My 60.0 89.6 55.1 90.6
M,, -29 5.7 =21 10.2
M-« 19.1 23.2 17.7 239
M 43.8 60.7 433 58.3
My, 227.6 2251 _

M. 70.0 70.0 71.8 719
Mg, —425 —19.9 —40.1 —143
My 316 —45.1 ~298 443
Mas 4.1 —49 0.7 -174
My 226.7 2252

Mys 70.0 70.0 720 677
Mgy —-40 -28 -2 -1.5
Mg, 345 =1%.5 —36.6 VTS
M-, -15.0 --18.0 —11.7 —-222
Mg, —18.0 —206.1 —+25.1 -299
M 16 9.7 —21 ~08
My 231.0 228.9

M., 70.0 70.0 72.3 60.9
Mes -16 39 1.0 29
Ms2 -257 —16.0 =19.6 -223
Mg, —428 —579 —46.8 -51.1
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TABLE 12.3 Iterative Results of State Estimator Solution

J(x) at Beginning Largest A|E| at Largest A6 at End

of Iteration End of Iteration of Iteration
Iteration (pu) (pu V) (rad)
1 3696.86 0.1123 0.06422
2 43.67 0.004866 0.0017
3 40.33 0.0000146 0.0000227

fit of the estimated values to the measurement values. The value of J(x) can,
in fact, be used to detect the presence of bad measurements.

The estimated values from the state estimator are shown in Table 12.4,
together with the base-case values and the measured values. Notice that, in
general, the estimated values do a good job of calculating the true (base-case)
conditions from which the measurements were made. For example, measure-
ment M,, shows a P flow of 8.6 MW whereas the truc flow is 2.9 MW and the
estimator predicts a flow of 3.0 MW.

The example shown here started from a base case or “true” state that was
shown in Table 12.2. In actual practice, we only have the measurements and.
the resulting estimate of the state, we never know the “true” state exactly and
can only compare measurements with estimates. In the presentations to follow,
however, we will ieave the base-case or “true” conditions in our illustrations
to aid the reader.

The results in Table 124 show one of the advantages of using a state
estimation algorithm in that, even with measurement errors, the estimation
algorithm calculates quantities that are the “best” possible estimates of the true
bus voltages and generator, load, and transmission line MW and MVAR values,

There are, however, other advantages to using a state estimation algorithm.
First, is the ability of the state estimator to detect and identify bad measure-
ments, and, second, is the ability to estimate quantities that are not measured
and telemetered. These are introduced later in the chapter.

125 STATE ESTIMATION BY ORTHOGONAL DECOMPOSITION

One problem with the standard least-squares method presented earlier in the
chapter is the numerical difficulties encountered with some special state
estimation problems. One of these comes about when we wish to drive a state
estimator solution to match its measurement almost exactly. This is the case
when we have a circuit such as shown in Figure 12.13. All of the actual flows
and injections are shown in Figure 12.13 along with the values assumed for the
measurements. i

In this sample system, the measurément of power at bus 1 will be assumed
to be zero MW. If the value of zero is dictated by the fact that the bus has no
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TABLE 124 State Estimation Solution

Rase-Case Value Measured Value Estimated Value

Measurement k¥~ MW MVAR kV MW MVAR kV MW MVAR

My, 241.5 2384 240.6

Mg, 107.9  16.0 1131 202 1119 187
My, 287 —15.4 3.5 =132 304 —14.4
Mg 436 201 389 212 448 212
Mys 356 113 . 357 9.4 368 118
My> 241.5 237.8 2399

Mg, 500 744 484 719 415 703
My, -2718 128 ~349 9.7 -29.4 119
M, 331 461 328 383 324 453
M 155 154 174 220 156 148
My 262 124 23 150 259 108
Mss 29 —123 86 —11.9 30 —126
My 246.1 250.7 244.7

Me;s 60.0  89.6 551 90.6 595 874
Ms, -29 5.7 —21 102 —-3.0 2
Mo 191 232 177 239 192 229
Mig. 438 60.7 433 583 433 583
Mys 227.6 2257 226.1

Mo 700 70.0 718 719 702 702
Mg, —42.5 —199 —40.1 —14.3 —436 —20.7
M. —316 —45.1 —29.8 —443 —309 444
Mys 41 —49 0.7 174 43 -5
Mys 226.7 225.2 225.3

Mys 700 70,0 720 617 718 694
M. ~40  ~-28 ~21 -5 -42 =25
M, ~345 —135 —366 —17.5 356 —136
M, —150 180 —117 =222 —151 —174
Mg, —180 -26.1 ~25.1 ~299 —18.1 258
My L6 =97 ~21 =08 13 =101
My 231.0 2289 230.1

Mo 700 70.0 723 609 . 689 658
My 16 39 10 29 —-12 44
Ms, —257 —160 —19.6 —-223 ~254 —145

Mg, —428 —579 —46.8 —51.1 -423 —557
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M12=32

»-29.41 MW

100 MW
70.59 MW T
M1=0
load = 0 MW M
100 MW
-
<2941 MW

FIG. 12.13  Zero injection system example.

load or generation attached to it, then we know this value of zero MW with
certainty and the concept of an error in its “measured™ value is meaningless.
Nonetheless, we proceed by setting up the standard state estimator equations
and specifying the value of the measurement o for M, as: 6, = 1072 This
results in the following solution when using the state estimator equations as
shown in Eq. 12.23:

P, estimate on line 1-2 = 30.76 MW
Pryow estimate on line 3-2 = 72.52

Injection estimate on bus [ = 0.82

The estimator has not forced the bus injection to be exactly zero; instead, it
reads 0.82 MW. This may not seem like such a big error. However, if there are
many such buses (say 100) and they all have errors of this magnitude, then the
estimator will have a large amount of load allocated to the buses that are known
to be zero.

At first, the solution to this dilemma may seem to be simply forcing the o
value to a very small number for the zero injection buses and rerun the
estimator. The problem with this is as follows. Suppose we had changed the
zero injection ¢ to oy, = 107'% Hopefully, this would force the estimator to
make the zero injection so dominant that it would result in the correct zero
value coming out of the estimator calculation. In this case, the [H"R™'H]
matrix used in the standard least-squares method would look like this for the
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sample system:

(50 —50

(Hl=|0 —40
L7.5 —50
f107*

[R] = 1074
L 1028

then
[HTR-'H] = [ 56.—25 P 10f° —37.5 x l()i":]

| —37.5 x 102 25.0 x 10%°

Unfortunately, this matrix is very nearly singular. The reason is that the terms
in the matrix are dominated by those terms which are multiplied by the 102¢
terms from the inverse of the R matrix, and the other terms are so small by
comparison that they are lost from the computer (unless one is using an
extracrdinarily long word length or extra double precision). When the above
is presented to a standard matrix inversion routine or run into a Gaussian
elimination solution routine, an error message results and garbage comes out
of the estimator.

The solution to this dilemma is to use another algorithm for the least-squares
solution. This algorithm is called the orthogonal decomposition algorithm and
works as follows.

12.5.1 The Orthogonal Decomposition Algorithm

This algorithm goes under several different names in texts on linear algebra. It
is often called the QR algorithm or the Gram-Schmidt decomposition. The
idea is to take the state estimation least-squares equation, Eq. 12.23, and
climinate the R™! matrix as follows: let

[R=Y] = R~ 12R-12 (12.47)
where = -
1
Uml
1
[R"V2] = — (12.48)
1
L Gosed

then
[HTR™'H] ' = [HTR R 'Y:H] ' = [HTH" (12.49)
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with
[H] = (R™'?][H] (12.50)
Finally. Eq. 12.23 becomes
X = [HTH] ' (HT ] (12.51)
where
z/meas — [R - 1/2] Zmeas (12'52)

The idea of the orthogonal decomposition algorithm is to find a matrix [Q]
such that:

[H] = [QILUV] (12.53)

(Note that in most linear algebra text books, this factorization would be written
as [H'] = [Q][R]; however, we shall use [Q][U] so as not to confuse the
identity of the [R] matrix.)

The matrix [Q] has special properties. It is called an orthogonal matrix so that

fenrel1 =1 (12.54)

where [1] is the identity matrix, which is to say that the transpose of [Q] is
its inverse. The matrix [U] is now upper triangular in structure, although, since
the [H] matrix may not be square, [U] will not be square either. Thus,

hyy by qy1 412 s || YW1 Uiz
[H =| hy, by | =[0)U]=|da 422 Q3| O ‘22 (12.55)

Lhy, Ky 43y 932 4as 0 0

Now, if we substitute [Q1[U] for [H'] in the state estimation equation:

x = [UTQTQU] ' [UMQT]Y (12.56)
or
X = [UTU] U™ (12.57)
since
(Q'Ql1=1
and
i=[07)7 (12.58)

Then, by rearranging we get

[L,'Tu]xesl = [Urji (1259)
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and we can eliminate U7 from both sides so that we are left with

[(Ulx™ =1 (12.60)
or
Uy Uy 2
xtsl
0 uy [ ’} =4 (12.61)
X3
0 0 #;
This can be solved directly since U is upper triangular:
et (12.62)
Uzz
and
I
XT = = (8 — uppx§ (12.63)

Uy

The Q matrix and the U matrix are obtained, for our simple two-state—three-
measurement problem here, using the Givens rotation method as explained in
reference 15.

For the Givens rotation method, we start out to define the steps necessary
to solve:

[QTI[H] = [U] (12.64)

l:hn hll]

hyy ha,

[un “12]
0 Uz

The [Q] matrix must be orthogonal, and when it is multiplied times [H], it
eliminates the h,, term. The terms in the [Q] matrix are simply:

where [H] is a 2 x 2 matrix;

and [U] is

where

(12.65)
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and

hy,

Jhi + k3,

(12.66)

The reader can easily verify that the [Q] matrix is indeed orthogonal and that:

1:“11 u,z]z[l (Chll +Sh22) ] (12'67)
0 U,y 0 (—‘Sh‘ll + Chzz) ‘

When we solve the 3 x 2 [H] matrix in our three-measurement two-state
sample problem, we apply the Givens rotation three times to eliminate h,y, hsy,
and h,,. That is, we need to solve

By hyg Upp Ug2
(QT% hyy hyy{=| 0 uxp (12.68)
[h;, hys 0 0

We will carry this out in three distinct steps, where each step can be represented
as a Givens rotation. The result is that we represent [Q"] as the product of
three matrices:

(@71 = [N][N.1[N] (12.69)

These matrices are numbered as shown to indicate the order of application. In
the case of the 3 x 2 [H] matrix,

¢c s O .
[(N]=]| —-s ¢ O (12.70)
0 0 1

where ¢ and s are defined cxactly as before. Next, [N,] must be calculated so
as to eliminate the 31 term which results from [N,J[H]. The actual procedure
loads [H] into [U] and then determines each [N] based on the current contents
of [U]. The [N,] matrix will have terms like

’

d 0 s
[NJ=| 0 1 0 (12.71)

1

-5 0 ¢

’
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where ¢ and s are determined from [N,J[H]. Similarly for [N;]:

I 0 0
N]J=]|0 ¢ s (12.72)
0 -5 ¢

Fos our zero injection example, we start with the [H] and [R] matrices as
shown before:

50 =50
[H]=1|0 —-4.0
75 =50
and
-4
[R] = 1
10—20

Then, the [ H'] matrix is

50 x 102 —50 % 102 ]
[H] = 0 —40 % 10?
75 % 10" —50 x 10*° ]

MI12=32

103.11 MW
7271 MW
Mi=0
load =0 MW M32-72
103.11 MW
e
- 303MW | ( )

FIG. 12.14 State estimate resulting from orthogonal decomposition algorithm.
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and the measurement vector is
32
7
0

Ny
I
2

The resulting state estimate is shown in Figure 12.14. Note particularly that
the injection at bus 1 is‘estimated to be zero, as we desired.

The orthogonal decomposition algorithm has the advantage that measure-
ment weights can be adjusted to extreme values as demonstrated by the
pumerical example shown. As such, its robust numerical advantages have made
it a useful algorithm for power system state estimators.

12.6 AN INTRODUCTION TO ADVANCED TOPICS IN
STATE ESTIMATION

12.6.1 Detection and ldentification of Bad Measurements

The ability to detect and identify bad measurements is extremely valuable to a
power system's operations department. Transducers may have been wired
incorrectly or the transducer itself may be malfunctioning so that it simply no
longer gives accurate readings. The statistical theory required to understand
and anlayze bad measurement detection and identfication 1s straightforward
but lengthy. We are going to open the door to the subject in this chapter. The
serious student who wishes to pursue this subject should start with the chapter
references. For the rest, we present results of these thecries and indicate
application areas.

To detect the presence of bad measurements, we will rely on the intuitive
notion that for a given configuration, the residual, J(x), calculated after the
state estimator algorithm converges, will be smaliest if there are no bad
measurements. When J(x) is small, a vector x (ie., voltages and phase angles)
has been found that causes all calculated flows, loads, generations, and so forth
to closely match all the measurements. Generally, the presence of a bad
measurement value will cause the converged value of J(x) to be larger than
expected with x = x

What magnitude of J(x) indicates the presence of bad measurements?

The measurement errors are random numbers so that the value of J(x) is
also a random number. If we assume that all the errors are described by their
respective normal probability density functions, then we can show that J(x)
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has a probability density function known as a chi-squared distribution, which
is written as y2(K). The parameter K is called the degrees of freedom of the
chi-squared distribution. This parameter is defined as follows:

K =N, — N,

5

where

N,, = number of measurements (note that a P + jQ measurement counts as
two measurements)

N, = number of states = (2n — 1)

n = number of buses in the network

It can be shown that when x = x°, the mean value of J(x) equals K and the
standard deviation, ¢, equals ﬁK.

When one or more measurements are bad, their errors are frequently much
larger than the assumed + 3o error bound for the measurement. However, even
under normal circumstances (i.c., all errors within +30), J(x) can get to be
large—although the chance of this happening is small. IT we simply set up a
threshold for J(x), which we will call ¢, we could declare that bad measurements
are present when J(x) > t,. This threshold test might be wrong in one of two
ways. If we set ¢, to a small value, we would get many “false alarms.” That is,
the test would indicate the presence of bad measurements when, in fact, there
were none. If we set t, to be a large value, the test would often indicate that
“all is well” when, in fact, bad measurements were present. This can be put on
a formal basis by writing the following equation:

prob(J(x) > t,|J(x) is a chi-squared) = a (12.73)
with K degrees of
freedom

This equation says that the probability that J(x) is greater than t; is equal
to o, given that the probability density for J(x) is chi-squared with K degrees
of freedom.

This type of testing proceduse is formally known as hypothesis testing, and the
parameter a is called the significance Jevel of the test. By choosing a value for
the significance level a, we automatically know what threshold ¢, to use in our
test. When using a t, derived in this manner, the probability of a “false alarm”
is equal to «. By setting o to a small number, for example o = 0.01, we would
say that false alarms would occur in only 1% of the tests made. A plot of the
probability function in Eq. 12.73 is shown in Figure 12.15.

In Table 12.3, we saw that the minimum value for J(x) was 40.33, Looking
at Figure 12.12 and counting all P + jQ measurements as two measurements,
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| at J(X) =ty

Prob (J (X} > 51) (X) is
chi-squared with K dof)

|
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| —

K y b oJ—

FIG. 12.15 Threshold test probability function.

we see that N, is equal to 62. Therefore, the degrees of freedom for the chi-square
distribution of J(x) in our six-bus sample system is

K=N,—N=N,—-(2n-1)=5l
where
N,=62 and n=6

If we set our significance level for this test to 0.01 (i.e. « = 0.01 in Eq. 12.73),
we get a t; of 76.6.* Therefore, with a J(x) = 40.33, it scems reasonable to
assume that there are no “bad” measurements present.

Now let us assume that one of the measurements is truly bad. To simulate
this situation, the state estimation algorithm was rerun with the M, , measure-
ment reversed. Instead of P =31.5 and Q¢ = —13.2, it was set to P = -3L.5
and Q = 13.2. The value of J(x) and the maximum A[E| and A6 for each
iteration for this case are given in Table 12.5. The presence of bad data does
not prevent the estimator from converging, but it will increase the value of the
residual, J(x).

The calculated flows and voltages for this situation are shown in Table 12.6.
Note that the number of degrees of freedom is still 51 but J(x) is now 207.94 at
the end of our calculation. Since ¢, is 76.6, we would immediately expect bad

TABLE 12.5 [Iterative Resuits with Bad Measurement

J(x) at Beginning Largest A|Ej at Largest Afl at End
of Iteration End of Iteration - of Iteration
[teration (pu) (pu V) (rad)
1 3701.06 0.09851 0.06416
2 211.13 0.004674 0.001481
3 207.94 0.00002598 0.00004848

* Standard tables of #2(K) usually only go up to K = 30. For K > 30, a very close approxi-
mation to z(K) using the normal distribution can be used. The student should consult any standard
reference on probability and statistics o see how this is done.
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TABLE 126 State Estimation Solution with Measurement M,, Reversed

AN INTRODUCTION TO STATE ESTIMATION IN POWER SYSTEMS

Base-Case Value

Measured Value

Estimated Value

Measurement  kV MW MVAR kV MW MVAR KV MW MVAR
My, 241.5 2384 2406

Mg, 1079 160 1131 202 993 219
M,, 287 —154 =315 132 250 —12.2
M,, 436 201 389 212 406 219
M,s 356 113 357 94 337 123
My, 241.5 237.8 2399

Mg, 500 744 484 719 s44 610
M,, I8 U2 —349 97 -244 92
My, 331 461 328 383 350 441
M, 155 154 174 220 163 147
Mg 262 124 223 150 251 113
M,, 29 —123 86 —119 13 =122
My, 246.1 250.7 244.6

Mg, 600 896 551 90.6 614 863
M;, —29 57 —21 102 -3 58
M, 191 232 177 239 —205 222
My, 438 60.7 433 583 432 582
My, 227.6 225.7 226.1

M, 700 700 718 719 69.0 700
M., —425 —19.9 —40.1 —143 —396 —219
M., —31.6 —45.1 —298 —443 «33.5 —43.1
M,, 41 —49 07 —174 41 =50
Mys 226.7 225.2 2253

M, 700 700 720 677 718 69.3
M, D =28 -1 —i5 —41 =26
M, -345 —135 —366 —17.5 —327 —14.7
M., —150 —180 ~117 222 —158 =172
Mg, —180 —26.1 —25.1 —299 —193 =251
Mg 16 -97 -21 -08 01 —96
Myg 2310 2289 230.0

Mo 700 700 723 609 669 667
Mg —-16 39 10 29 —0.1 39
M, —257 =160 196 —223 * 246 —150
Mg, —428 —57.9 —468 —51.1 —423 556
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measurements at our 0.01 significance level. If we had not known ahead of
running the estimation algorithm that a bad measurement was present, we
would certainly have had good reason to suspect its presence when so large a
J(x) resulted. : ,

So far, we can say that by looking at J(x), we can detect the presence of bad
measurements. But if bad measurements are present, how can one tell which
measurements are bad? Without going into the statistical theory, we give the
following explanation of how this is accomplished.

Suppose we are interested in the measurement of megawatt flow on a
particular line. Call this measured value 2;. In Figure 12.16(a) we have a plot
of the normal probability density function of z;. Since we assume that the error
in z; is normally distributed with zero mean value, the probability density
junction is centered on the true value of z;. Since the errors on all the
measurements are assumed normal, we will assume that the estimate, x**' is
approximately normaily distributed and that any quantity that is a function of
X is also an approximately normally distributed quantity. In Figure 12.16(b),
we show the probability density function ior the calculated megawatt flow, f,
which is a function of the estimated state, x**. We have drawn the density
function of f, as having a smaller deviation from its mean than the measurement
z, to indicate that, due to redundancy in measurements, the estimate is more
accurate. :

The difference between the estimate, f;, and the measurement, z;, is called
the measurement residual and is designated y;. The probability density function
for y; is also normal and is shown in Figure 12.16(c) as having a zero mean
and a standard deviation of a,,. If we divide the difference between the estimate
f, and the measurement z; by o, we obtain what is called a normalized
measurement residual. The normalized measurement residual is designated yi°™
and is shown in Figure 12.16(d) along with its probability density function,
which is normal and has a standard deviation of unity. If the absolute value
of y™™ is greater than 3, we have good reason to suspect that z; is a bad
measurement value. The usual procedure in identifving bad measurements is
to calculate ail f; values for the N, measurements once x*! is available from
the state estimator. Using the z; values that were used in the estimator and the
f; values, a measurement residual y; can be calculated for each measurement.
Also, using information from the state estimator, we can calculate o, (see
references for details of this calculation). Using y; and o,,, we can calculate a
normalized residual for each measurement. Measurements having the largest
absolute normalized residual are labeled as prime suspects. These prime
suspects are removed from the state estimator calculation one at a time, starting
with the measurement having the largest normalized residual. After a measure-
ment has been removed, the state estimation calculation (see Figure 12,11) 18
rerun. This results in a different x*' and therefore a different J(x). The
chi-squared probability density function for J(x) will have to be recalculated,
assuming that we use the same significance level for our test. If the new J(x)
is now less than the new value for 1;, we can say that the measurement that
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was removed has been identified as bad. If, however, the new J(x) is greater than
the new t,, we must proceed to recalculate fi(x*),0,,, and then y{*™ for cach
of the remaining measurements. The measurement with the largest absolute
yr°™ is then again removed and the entire procedure repeated successively until
J(x) is less than t;. The references at the end of this chapter discuss a problem
that the identification process may encounter, wherein several measurements
may need to be removed to eliminate one “bad” measurement. That is, the
identification procedure often cannot pinpoint a single bad measurement but
instead identifies a group of measurements, one of which is bad. In such cases,
the groups must be eliminated to eliminate the bad measurement.

The ability to detect (using the chi-squared statistic) and identify (using
normalized residuals) are extremely useful features of a state estimator. Without
the state estimator calculation using the systein measurement data, those
measurements whose values are not obviously wrong have little chance of being
detected and identified. With ihe state estimator, the operations personnel have
a greater assurance that quantities being displayed are not grossly in error.

12.6.2 Estimation of Quantities Not Being Measured

The other useful feature of a state estimator calculation is the ability to calculate
(or estimate) quantities not being telemetered. This is most useful in cases of
failure of communication channels connecting operations centers to remote
data-gathering equipment or when the remote data-gathering equipment fails.
Often data from some network substations are simply unavailable because no
iransducers or data-gathering equipment were ¢ver installed.

An example of this might be the failure of all telemetry from buses 3, 4, 5,
and 6 in our six-bus system. Even with the loss of these measurements, we can
run the state estimation algorithm on the remaining measurements at buses 1
and 2, calculate the bus voltage magnitudes and phase angles at all six buses,
and then calculate all network generations, loads, and flows. The results of such
a calculation are given in Table 12.7. Notice that the estimate of quantities at
the untelemetered buses are not as close to the base case as when using the full
set of measurements (i.e., compare Table 12.7 to Table 12.4).

12.6.3 Network Observability and Pseudo-measurements

What happens if we continue to lose telemetry so that fewer and fewer
measurements are available? Eventually, the state estimation procedure breaks
down completely. Mathematically, the matrix

([H1T[R™'][H]]

in Eq. 12.46 becomes singular and cannot be inverted. There is also a very
interesting engineering interpretation of this phenomenon that allows us to alter
the situation so that the state estimation procedure is not completely disabled.
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TABLE 12.7 State Estimation Solution with Measurement at Buses 1 and 2 Only

Base-Case Value Measured Value Estimated Value

Measurement kV. MW MVAR kV MW MVAR kV MW MVAR
My, 241.5 2384 238.8

Me; 1079  16.0 1131 202 1124 205
M, 287 —15.4 315 -132 306 —134
My, 436  20.1 389 212 447 194
M, 356 113 35.7 9.4 371 14.6
My, 241.5 2378 237.6

Mg, 500 744 484 719 482 717
M, —-278 128 —349 9.7 -296 111
My, 331 46.1 328 383 30.5 462
M, 155 154 174 220 16.1 16.8
M 262 124 223 150 224 152
My, 29 123 86 —119 28 —117
My, 246.1 241.4

Mg, 60.0  89.6 272 %49
M;, —-29 5.7 —-8.7 5.5
M, 191 232 151 253
Ms 438  60.7 209 640
My, 227.6 2250

M. 700  70.0 67.6  61.2
My, —425 —199 —436 —18.9
M., —316 —45.1 -29.3 =397
My« 41 —49 53 26
My, 226.7 2214

My s 70,0  70.0 719 767
Mg, —40 -—28 —-52 —48
M;, -345 —13.5 —-359 —159
Ms, —150 -18.0 —15.5 —19.0
My, —180 —26.t —140 -28.0
M, 1.6 —9.7 —14 =90
My, 231.0 226.2

Mg 700  70.0 405 772
Mg -1.6 3.9 1.4 34
M, —257 —16.0 -219 188

Mg, -428 —519 —200 —618
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If we take the three-bus example used in the beginning of Section 12.2, we
note that when all three measurements are used, we have a redundant set and
we can use a Jeast-squares fit to the measurement values. If one of the
measurements is lost, we have just enough measurements to calculate the staes.
If, however, two measurements are lost, we are in trouble. For example, suppise
M, and M,, were lost leaving only M,,. If we now apply Eq. 1223 in a
straightforward manner, we get

i 1
M, = /2 263(01 -0y = 50, - 592

Then
[H] =[5 *-3}

[R] = [o412] = [0.0001]
and

I

[zl] [[_2][0»00011"‘[5 —SJT[S — 57[0.0001] ~ (0.55)
=[ 2500 —2500

-1
[5s —5][0.0001 ~10.55 12.74)
2500 2500] 1L 171(0.55) (12.94)

The matrix to be inverted in Eq. 12.74 is clearly singular and, therefore, we
have no way of solving for 85" and #5". Why is this? The reasons become quite
obvious when we look at the one-line diagram of this network as showmn in
Figure 12.17. With only M, , available, all we can say about the network 1s that

Bus 1 Bus 2

r

My,

O__ o g

—O

Bus 3

F1G. 12.17 “Unobservable” measurement set.



496 AN INTRODUCTION TO STATE ESTIMATION IN POWER SYSTEMS

the phase angle across line 1-2 must be 0.11 rad, but with no other information
available, we cannot tell what relationship 6, or 6, has to 8,, which is assumed
to be 0 rad. If we write down the equations for the net injected power at bus
1 and bus 2, we have

P, =156, — 56,
12.75
P, = — 56, + 90, 2.5)
If measurement M, , is reading 55 MW, (0.55 pu), we have
8, — 0, =0.11 ' (12.76)

and by substituting Eq. 12.75 into Eq. 12.76 and eliminating f,, we obtain

P, = 16P, — 1.87 (12.77)
Furthermore,
Py=—P — P,=—06P, + 187 (12.78)

Equations 12.77 and 12.78 give a relationship between Py, P,, and Py, but we
still do not know their correct values. The technical term for this phenomenon
is to say that the network is unobservable; that is, with only M, ; available, we
cannot observe (calculate) the state of the system.

It is very desirable to be able to circumvent this problem. Often a
large power-system network will have missing data that render the network
unobservable. Rather than just stop the calculations, a procedure is used that
allows the estimator calculation to continue. The procedure involves the use of
what are called pseudo-measurements. If we look at Eqs. 12.77 and 12.78, it is
obvious that 8, and 6, could be estimated if the value of any one of the bus
injections (i.e., P;, P,, or Py) could be determined by some means other than
direct measurement. This value, the pseudo-measurement, is used in the state
est:mator just as if it were an actual measured value.

To determine the value of an injection without measuring it, we must have
some knowledge about the power system beyond the measurements currently
being made. For example, it is customary to have access to the generated MW
and MVAR values at generating stations through telemetry channels (i.c., the
generated MW and MVAR would normally be measurements available to the
state estimator). If these channels are out and we must have this measurement
for observability, we can probably communicate with the operators in the plant
control room by telephone and ask for the MW and MVAR values and enter
them into the state estimator calculation manually. Similarly, if we needed a
load-bus MW and MVAR for a pseudo-measurement, we could use historical
records that show the relationship between an individual load and the total
system load. We can estimate the total system load fairly accurately by knowing
the total power being generated and estimating the network losses. Finally, if
we have just experienced a telemetry failure, we could use the most recently
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Bus 1 Bus 2 Bus 3
M,
MV\

FIG. 12.18 Unobservable system showing importance of location of pseudo-
measurements.

estimated values from the estimator (assuming that it is run periodically) as
pseudo-measurements. Therefore, if needed, we can provide the state estimator
with a reasonable value to use as a pseudo-measurement at any bus in the system.

The three-bus sample system in Figure 12.18 requires one pseudo-
measurement. Measurement M, , allows us to estimate the voltage magnitude
and phase angle at bus 2 (bus 1I's voltage magnitude is measured and its phase
angle is assumed to be zero). But without knowing the generation output at
the generator unit on bus 2 or the load on bus 3, we cannot tell what voltage
magnitude and phase angle to place on bus 3; hence, the nctwork is un-
observable. We can make this three-bus system observable by adding a
pseudo-measurement of the net bus injected MW and MVAR at bus 2 or
bus 3, but not at bus 1. That is, a pseudo-measurement at bus 1 will do no
good at all because it tells nothing about the relationship of the phase angles
between bus 2 and bus 3.

When adding a pseudo-measurement to a network, we simply write the
equation for the pseudo-measurement injected power as a function of bus
voltage magnitudes and phase angles as if it were actually measured. However,
we do not wish to have the estimator treat the pseudo-measurement the same
as a legitimate measurement, since it is often quite inaccurate and is little better
than a guess. To circumvent this difficulty, we assign a large standard deviation
to this measurement. The large standard deviation allows the estimator
algorithm to treat the pscudo-measurement as if it were a measurement from
a very poor-quality metering device.

To demonstrate the use of pseudo-measurements on our six-bus test system,
all measurements were removed from buses 2, 3, 4, 5, and 6 so that bus 1 had
all remaining measurements. This rendered the network unobservable and
required adding pseudo-measurements at buses 2, 3, and 6. In the case, the
pseudo-measurements were just taken from our base-case power flow. The
results are shown in Table 12.8. Notice that the resulting estimates are quite
close to the measured values for bus 1 but that the remaining buses have large
measurement residuals. The net injections at buses 2, 3, and 6 do not closely
match the pseudo-measurements since the pseudo-measurements were weighted
much less than the legitimate measurements.
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TABLE 128 State Estimation Solution with Measurements at Bus 1 and Pseudo-
measurements at Buses 2, 3, and 6

Base-Case Value Measured Value Estimated Value

Measurement kv MW MVAR  kV MW MVAR kV MW MVAR

My, 2415 2384 2384

Mg, 1079 160 113.1 202 1114 195
M,, 287 —154 38 —132 333 125
M, 436 201 89 212 407 219
M, s 356 113 357 94 374 101
My, 241.5 236.2

Ms» 500 744 Pseudo: 500 744 375 617
M,, ~778 128 ~321 105
M, 3131 461 195 449
M« 155 154 141 115
Maq 262 124 00 127
My, 29 =123 60 —119
My, 246.1 240.5

Mgs 600 89.6 Pseudo: 600 896 526 866
Ms, ~29 57 -60 57
M, 9.0 232 143 195
Mas 438 607 42 614
Mya 2276 2238

Mia 700 700 519. 733
M., —42.5 —19.9 G 218
M., ~31.6 —45.1 183 —446
Mys 41 —49 60 —69
My 2267 2240

My 700 700 639 555
Meq 40 =28 59 04
Mi; 345 —135 : 363 —118
M,, ~150 —180 ~137 <144
M., —180 -26.1 ~13.6 —229
My 16 -97 55 —59
My, 231.0 2249

Mo 700 700 Pseudo: 700 700 779 134
Mg, -16 39 -55 03
Mg, 257 —160 —293 -156

Mg, —428. =579 —432 —58.1
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127 APPLICATION OF POWER SYSTEMS STATE ESTIMATION

In this last section, we will try to present the “big picture” showing how
state estimation, contingency analysis, and generator corrective action fit
together in a modern operations control center. Figure 12.19 is a schematic
diagram showing the information flow between the various functions to be
performed in an operations control center computer system. The system gets
its information about the power system from remote terminal units that
encode measurement transducer outputs and opened/closed status information
into digital signals that are transmitted to the operations center over com-
munications circuits. In addition, the control center can transmit control
information such as raise/lower commands to generators and open/close
commands to citcuit breakers and switches. We have broken down the
information coming into the control center as breaker/switch status indications
and analog measurements. The analog measurements of generator output must
be used directly by the AGC program (see Chapter 9), whereas all other daia
will be processed by the state estimator before being used by other programs.

In order to run the state estimator, we must know how the transmission
lines are connected to the load and generation buses. We call this information
the network topology. Since the breakers and switches in any substation can
cause the network topology to change, a program must be provided that reads
the telemetered breaker/switch status indications and restructures the electrical
model of the system. An example of this is shown in Figure 12.20, where the
opening of four breakers requires two electrical buses to represent the substation
instead of one electrical bus. We have labeled the program that reconfigures
the electrical model as the network topology program.* The network topology
program must have a complete description of each substation and how the
transmission lines are attached to the substation equipment. Bus sections that
are connected to other bus sections through closed breakers or switches are
designated as belonging to the same electrical bus. Thus, the number of electrical
buses and the manner in which they are interconnected can be changed in the
model to reflect breaker and switch status changes on the power system itself.

As seen in Figure 12.20, the electrical model of the power system'’s trans-
mission system is sent to the state estimator program together with the analog
measurements. The output of the state estimator consists of all bus voltage
magnitudes and phase angles, transmission line MW and MVAR flows
calculated from the bus voltage magnitude and phase angles, and bus loads
and generations calculated from the line flows. These quantities, together with
the electrical model developed by the network topology program, provide the
basis for the economic dispatch program, congtingency analysis program, and
generation corrective action program. Note that since the complete electrical
model of the transmission system is available, we can directly calculate bus
penalty factors as shown in Chapter 4.

* Alternative names that are often used for this program are “system status processor” and
“network configurator.”
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 APPENDIX
Derivation of Least-Squares Equations

One is often confronted with problems wherein data have been obtained by
making measurements or taking samples on a process. Furthermore, the
quantities being measured are themselves functions of other variables that we
wish to estimate. These other variables will be called the state variables and
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designated x, where the number of state variables is N,. The measurement values
will be called z. We will assume here that the process we are interested in can

be modeled using a linear model. Then we say that each measurement z, is a
linear function of the states x;; that is,

Z‘ = h'(x) = hilxl + h,‘zXz + . ® = + h,‘N’xNS % (lel)

We can also write this equation as a vector equation if we place the hj;
coefficients into a vector h; that is,

h, = ) (12/’\2)

Then Eq. 12A.1 becomes
(12A.3)

(S
i
=
el ]
»

where

Xx.,

Finally, we can write all the mecasurcment equations in a compact form

z=[H]x (12A4)
where
o
I
= )
L ZNm
IRITERLT hyn,
; h h
[Hf) = ?1 22
L hNMI e thNs

where row i of [H] is-equal to vector h (see Eq. 12A.2).
With N,, measurements we can have three possible cases to solve. That is,
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N,, the number of states, is either less than N,, equal to N, or greater than
N,. We will deal with each case separately.

The Overdetermined Case (N, > ;)

In this case, we have more measurements or samples than state variables;
therefore, we can write more equations, h(x), than we have unknowns x;. One
way to estimate the x; values is to minimize the sum of the squares of difference
between the measurement values z; and the estimate of z; that is, in turn, a
function of the estimates of x,. That is, we wish to minimize

Non
Jx) =Y [z — hixp, x50, X301 (12A.5)

i=1

Equation 12A.5 can be written as

Nm
Jx) =Y (z—hx)? (12A.6)

i=1
and this can be written in a still more compact form as
J(x) = (z — [H}x)"(z - [H]x) (12A.7)

If we wish to find the value of x that minimizes J(x), we can take the first
derivative of J(x) with respect to each x; (j = 1,..., N) and set these derivatives
to zero. That is,

aJ(x)

WX 0 forj=1...N, (12A.8)
B.tj

1f we place these derivatives into a vector, we have what is called the gradient
of J(x), which is written V, J(x). Then,

: [ aJ(x) ]
ox,
v J(x) = | &J(x) (12A.9)
i dx,

? L ¢

Then the goal of forcing each derivative to zero can be written as

V., J(x)=0 ' (12A.10)

i
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where 0 is a vector of N elements, each of which is zero. To solve this problem,
we will first expand Eq. 12A.T:

J(x) = (z — [H]x)"(z — [H]¥)
=27z — x"[H]"z —2"[H]x + xT[H]"[H]x (12A.11)

The second and third term in Eq. 12.A.11 are identical, so that we can write
J(x) =27z — 22"[H]x + xT[H]TEH]x (12A.12)

Before proceeding, we will derive a few simple relationships.

The gradient is always a vector of first derivatives of a scalar function that
is itself a function of a vector. Thus, if we define F(y) to be a scalar function,
then its gradient V,F is:
™ oF 7
0y
dF
V,F=| 0y (12A.13)

Ay

L yn

Then, if we define F as follows:
by

F=yb=[y, y» ] sz (12A.14)

where b is a vector of constants b, i=1,.... 1, then, F can be expanded as

and the gradient of F is

™ oF 7
0
Vi b,
oF
bl ol b,

VE=| & |=| " |=b (12A.16)

' b

| oF *

L 9y,
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1t ought to be obvious that writing F with y and b reversed makes no
difference. That is,
F=by=y"b (12A.17)
and, therefore, V,(b7y) = b.
Suppose we now write the vector b as the product of a matrix [A] and a

vector u.
b=[A4]u (12A.18)

Then, if we take F as shown in Eq. 12A.14,

F=y™b=y"[A]u (12A.19)
we can say that '
V,F =[A]u (12A.20)
Similarly, we can define
b” =u'[A4] (12A.21)

If we can take F as shown in Eq. 12A.17,
F =Ty =u"[4ly
then
V,F =[4]"u (12A.22)

Finally, we will look at a scalar function F that is quadratic, namely,

F=y"[Aly
Y1
Gyy @3 7
2
=0y y2 - Vol @21 ai2 .
Ya
n n
=) Yidijy; (12A.23)
i=1j=1
Then
[ oF 7] ¢
ay,
OF |+ | 2a 1 + 2ay302 + -
V,F= 0y, |=| 2a3y, + 2425, + "
dF
— ayll-d

= 2[A]y (12A.24)
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Then, in summary:

i L. F=1"D V,F=b
Z-F=b'y V,F=b
3 F=yTAlu  V,F=[A]u (12A.25)
4 F= uT[A‘Jy V)F = [A 'l'u
5. F=y"[4ly  V,F=2[A)y

We will now use Eq. 12A.25 to derive the gradient of J(x), that is V. J, where
J(x) is shown in Eq. 12A.12. The first term, z7z is not a function of x, so we
can discard it. The second term is of the same form as (4) in Eq. 12A.25, so that,

V.(—22T[H])x) = —2[H]"z (12A.26)
The third term is the same as (3) in Eq. 12A.25 with [H]"[H] replacing [A];
e VxT[H]T[H]x) = 2[H]"[H]x (12A.27)
Then from Egs. 12A.26 and 12A.27 we have

V.3 = —2(H]"z + 2[H]"[H]x (12A.28)

But, as stated in Eq. A.10, we wish to force V J to zero. Then

~2[H]"z + 2[H])"[H]x =0
or

x = [[H)'[H]) '[H]"2 (12.29)

If we had wanted to put a different weight, w;, on each measurement, we
could have written Eq. i2A.6 as

Nm
Jo) = 3, wilzi — hix)* (12A.30)

i=1
which can be written as

J(x) = (z - [H]1)[W)z - [H]x)
where [ W] is a diagonal matrix. Then

J(x) = 27 [W]z — x[H]"[W]z — 2" [W][H]x + x"[H] " [W][H]x
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If we once again use Eq. 12A.25, we would obtain

V.J = —2[H]"[W]z + 2[H]T[W][H]x
and
V=0
gives

x = (CHYTTWILHD) ' [H1 T W]e (12A31)

The Fully-Determined Case (N, = N,)

In this case, the number of measurements is equal to the number of state
variables and we can solve for x directly by inverting [H].

x'=[(H] 'z (12A.32)

The Underdetermined Case (N,, < N))

In this case, we have fewer measurements than state variables. In such a case,
it is possible to solve for many solutions x** that cause J(x) to equal zero. The
usual solution technique is to find x** that minimizes the sum of the squares
of the solution values. That is, we find a solution such that

Ny
Y x? (12A.33)

is minimized while meeting the condition that the measurements will be solved
for exactly. To do this, we treat the problem as a constrained minimization
problem and use Lagrange multipliers as shown in Appendix 3A.

We formulate the problem as

Minimize: Y X
R i (12A.34)
Subject to: =Y hyx; fori=1,...,N,
i=1
This optimization problem can bé written in vector—matrix form as
min xTx
(12A.35)

subject to z = [H]x
The Lagrangian for this problem is

£ = xTx + Az — [H]x) (12A.36)
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Following the rules set down in Appendix 3A we must find the gradient of ¥
with respect to x and with respect to A. Using the identities found in Eq. 12A.25
we get

V.9 =2—[H]"A=0
which gives
P
X = 5 [H] .
and

V,=2—-[H]x=0
which gives

z=[H]x
Then
= % [HI[H]™*
or
A = 2[HI[H]"] 'z
and finally,

x = [H]T[[HI[H]"] 'z (12A.37)

The reader should be aware that the matrix inversion shown in Eqs. 12A.29,
12A.32, and 12A.37 may not be possible. That is, the [[H]T[H]] matrix in Eq.
12A.29 may be singular, or [H] may be singular in Eq. 12A.32, or [[HI[H]"]
may be singular in Eq. 12A.37. In the overdetermined case (N, > N,) whose
solution is Eq. 12A.29, and the fully determined case (N,, = N,) whose solution
is Eq. 12A.32, the singularity implies what is known as an “unobservable”
system. By unobservable we mean that the measurements do not provide
sufficient information to allow a determination of the states of the system. In
the case of the underdetermined case (N, < N,) whose solution is Eq. 12A.37,
the singularity simply implies that there is no unique solution to the problem.

PROBLEMS

12.1 Using the three-bus sample syst,cmi shown in Figure 12.1, assume that
the three meters have the following characteristics.

Meter Full Scale (MW) = Accuracy (MW) ¢ (pu)

M, 100 +6 0.02
M,, 100 +3 0.01
M., 100 +0.6 0.002

a. Calculate the best estimate for the phase angles 8, and 6, given the
following measurements.
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Meter Measured Value (MW)

M,, 60.0
M, 40
M,, 40.5

g |

b. Calculate the residual J(x). For a significance level, o, of 0.0, does
J(x) indicate the presence of bad data? Explain.

12.2 Given a single transmission line with a generator at one end and a load
at the other, two measurements are available as shown in Figure 12.21.
Assume that we can model this circuit with a DC load flow using the
line reactance shown. Also, assume that the phase angle at bus 1 1s 0 rad.
Given the meter characteristics and meter readings telemetered from the
meters, calculate the best estimate of the power flowing through the
transmission line.

X=0.1pu

‘f

MIZ MZ'I

. -
|

Bus 1 Bus 2

F1G. 12.21  Measurement configuration for Problem 12.2.

Meter Standard Meter
Meter Full Scale (MW) Deviation (o) in Full Scale Reading (MW)
M, 2 200 ! 1 62
M,, 200 ‘ 5 —-52

Note: M,, measures power flowing from bus 1 to bus 2; M,, measures
power flowing from bus 2 to bus 1. -
Use 100 MVA as base.

123 Youare given in the following network with meters at locations as shown
in Figure 12.22.

Branch Impedances (pu)

X,y % 025
IXlS = 0.50
X,, =040

X0 =0.10
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Load 1 Load 2

Bus 1 peenne Bus 2

Bus 3 e Bus 4
(Reference)

6,=0

FIG. 1222 Four-bus system with measurements for Problem 12.3.

Measurement Values Measurement Errors
M,y =—T05 0,5 =001
M,, =721 a4, = 001
M, =212 0,5 =002

a. Is this network observable? Set up the least-squares equations and try
to invert [HTR 'H].

b. Suppose we had a measurement of generation output at bus 3 and in-
cluded it in our measurement set. Let this measurement be the following:

My, = 92 MW with o = 0.015

Repeat part a including this measurement.

Given the network shown in Figure 12.23, the network is to be modeled
with a DC power flow with line reactances as follows (assume 100-MVA

bascy X2 = 0.1 pu

x;3 =025 pu

The meters are all of the same type with a standard deviation of
@ = 0.01 pu for each. The measured values are:

M, = 105 MW
M, = 98 MW
My, = —135 MW
M, = 49 MW
M,, = 148 MW

a. Find the phase angles which result in a best fit to the measured values.
b. Find the value of the residual function J.

¢. Calculate estimated generator output of each generator and the
estimated power flow on each line.
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Bus 1 Bus2 Bus3 '

m2‘1 m23 m32

FIG. 1223 Network for Problem 12.4.

4. Are there any errors in the measurements? If you think so, explain
which meters are apt to be in error and why. Remove the suspected
bad measurement and try to resolve the state estimator.

You are to purchase and install a set of programs that are to act as a
monitor for the system security of a major utility company. You have
solicited bids from major manufacturers of computer systems and are
responsible for reviewing the technical contents of each bid. One of the
manufacturers proposes to install a system with the flowchart and
description given in Figure 12.24.

Bidders design:

BLOCK 1: Build power flow model with a saved
power flow case. System operator manually enters
changes to networkisuch as lines out and loading
and generation commitment and generation dis-
patch. Resulting power flow model should match
conditions of real power system as best as possible.

i

BLOCK 2: Using the power flow model built in
BLOCK 1, run a DC load flow on all possible line -
and generator outages. Those cases that show any
overloads are placed into a second list called the
“possible trouble list”.

.

BLOCK 3: Using the “possible trouble list” built in
BLOCK 2, run a Fyll Newton Power Flow on each
case in the “possible trouble list™ and report any over-
loads or voltage limit violations as alaris to the oper-
ator. J

FIG, 1224 Diagram for Problem 12.5.
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a. Write down as many of the design flaws that you can find in this
bidder’s design.
b. Create a new design that you think will be 2 state-of-the-art system.

FURTHER READING

State estimation originated in the aerospace industry and only came to be of interest
to power systems engineers in the late 1960s. Since then, state estimators have been
installed on a regular basis in new energy control centers and have proved quife useful.
References 1-4 provide a good introduction to this topic. Reference 4, in particular, is
a carefully written overview with a good bibliography of literature up to 1974. References
5 and 6 show the variety of algorithms used to solve the state-estimation problem.

The remaining references cover some of the subtopics of state estimation. The usc of
the state estimator to detect bad measurements and model parameter errors is covered
in references 7-10. Network observability ‘determination is covered in references 11 and
12. Methods of automatically updating the network model topology to malich switching
status are covered in references 13 and 14. Finally, orthogonal decomposition methods
are covered in references 15 and 16. J ‘
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13 Optimal Power Flow

13.1 INTRODUCTION

The optimal power flow of OPF has had a long history in its development. It
was first discussed by Carpentier in 1962 (reference 1) and took a long time to
become a successful algorithm that could be applied in everyday use. Current
interest in the OPF centers around its ability to solve for the optimal solution
that takes account of the security of the system.

In Chapter 3, we introduced the concept of economic dispatch. In the
economic dispatch we had a single constraint which held the total generation
to equal the total load plus losses. Thus, the statement of the economic dispatch
problem results in a Lagrangian with just one constraiat

L=Y F(P)+ MPu + Poses = L. P, (13.1)

bt

If we think about the single “generation equals load plus losses” constraint:
Froadi Plasses - Z P = 0 (132)

we realize that what it is actually saying is that the generation must obey the
same conditions as expressed in a power flow—with the condition that the
entire power flow is reduced to one simple equality constraint. There is good
reason, as we shall see shortly, to state the economic dispatch calculation in
terms of the generation costs, and the entire set of equations needed for the
power flow itself as constraints. The power flow equations were introduced in
Chapter 4. This formulation is called an optimal power flow.

We can solve the OPF for the minimum generation cost (as in Chapter 3)
and require that the optimization calculation also balance the entire power
flow—at the same time. Note also that the objective function can take different
forms other than minimizing the generation cost. It is common to express the
OPF as a minimization of the electrical losses in the transmission ‘system, or
to express it as the minimum shift of generation and other controls from an
optimum operating point. We could even allow the adjustment of loads in order
to determine the minimum load shedding schedule under emergency conditions.
Regardless of the objective function, however, an OPF must solve so that the
entire set of power constraints are present and satisfied at the solution.

514
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Why set up the generation dispatch calculation as an OPFY.

1. 1f the entire set of power flow equations are solved simultaneously with
the generation cost minimization, the representation of incremental losses is
exact. Further, with an objective function that minimizes the losses themselves,
the power flow equations are quite necessary.

2. The economic dispatch solutions in Chapter 3 only observed the genera-
tion limits P;” < P, < P;}. With all of the power flow constraints included in
the formulation, many more of the power system limits can be included. These
include limits on the generator reactive power, @ < @; < @/, limits on the
voltage magnitude at generation and load buses, |E;|~ < |E;| < |E;|*,and flows
on transmission lines or transformers expressed in either MW, amperes or MVA
(e.g. MVA; < MVA,; < MVAS). This set of operating constraints now allows
the user to guarantee that the dispatch of generation does not, in fact, force
the transmission system into violating a limit, which might put it in danger of
being damaged.

3 The OPF can also include constraints that represent operation of the
system after contingency outages. These “security constraints” allow the OPF
to dispatch the system in a defensive manner. That is, the OPF now forces the
system to be operated so that if a contingency happened, the resulting voltages
and flows would still be within limit. Thus, constraints such as ihe following
might be incorporated: :

|E;|” < |E| (with line nm out) < 1 Eel™ (13.3)

MVA; < MVA;; (with line nm out) < MVAS (13.4)

which implies that the OPF would prevent the post-contingency voltage on
bus k or the post-contingency flow on line ij from exceeding their limits for an
outage of line nm. This special type of OPF is called a “security-constrained
OPF,.” or SCOPF. )

4 In the dispatch calculation developed in Chapter 3, the only adjustable
variables were the gencrator MW outputs themselves. In the OPF, there are
many more adjustable or “control” variables that be be specified. A partial list
of such variables would include:

Generator voltage.

LTC transformer tap position.

Phase shift transformer tap position.

Switched capacitor settings.

Reactive injection for a static VAR compensator.
Load shedding.

DC line flow.
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Thus, the OPF gives us a framework to have many control variables adjusted
in the effort to optimize the operation of the transmission system.

5. The ability to use different objective functions provides a very flexible
analytical tool.

Given this flexibility, the OPF has many applications including:

1. The calculation of the optimum generation pattern, as well as all control
variables, to achieve the minimum cost of generation together with
meeting the transmission system limitations.

2. Using either the current state of the power system or a short-term load
forecast, the OPF can be set up to provide a “preventative dispatch™ if
security constraints are incorporated.

3. In an emergency, that is when some component of the system is
overloaded or a bus is experiencing a voltage violation, thc OPF can
provide a “corrective dispatch” which tells the operators of the system
what adjustments to make to relieve the overload or voltage violation.

4. The OPF can be used periodically to find the optimum setting for
generation voltages, transformer taps and switched capacitors or static
VAR compensators (sometimes called * voltage--VAR"™ optimization). ‘

5. The OPF is routinely used in planning studies to determine the maximum
stress that a planned transmission system can withstand. For example,
the OPF can calculate the maximum power that can safely be transferred
from one area of the network to another,

6. The OPF can be used in economic analyses of the power system by
providing “bus incremental costs” (BICs). The BICs are useful to deter-
mine the marginal cost of power at any bus in the system. Similarly, the
OPF can be used to calculate the incremental or marginal cost of
transmitting power from one outside company-—through its system—to
another outside company.

13.2 SOLUTION OF THE OPTIMAL POWER FLOW

The optimal power flow is a very large and very difficult mathematical
programming problem. Almost every mathematical programming approach
that can be applied to this preblem has been attempted and it has taken
developers many decades to develop computer codes that will solve the OPF~
problem reliably. ‘

Chapter 3 introduced the concept of the lambda-iteration methods, the
gradient method and Newton's method. We shall review all of these here and
introduce two new techniques, the linear programming (LP) method and the
interior point method. The attributes of these methods are summarized next.
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e Lambda iteration method: Losses may be represented by a [ B] matrix, or
the penalty factors may be calculated outside by a power flow. This forms
the basis of many standard on-line economic dispatch programs.

e Gradient methods: Gradient methods are slow in convergence and arc
difficult to solve in the presence of inequality constraints.

e Newton’s method: Very fast convergence, but may give problems with
inequality constraints. : ,

e Linear programming method (LPOPF): One of the fully developed methods
now in common use. Easily handles inequality constraints. Nonlinear
objective functions and constraints handled by linearization.

e Interior point method: Another of the fully developed and widely used
methods for OPF. Easily handles inequality constraints.

We introduced and analyzed the lambda-iteration method in Chapter 3. This
method forms the basis of standard on-line economic dispatch codes. The
technique works well and can be made to run very fast. It overlooks any
constraints on the transmission system and does not produce a dispatch of the
generation that will avoid overloads, voltage limit violations, or security
constraint violations. g

We shall derive the gradient method using the same mathematics used in
Chapter 3, only with various advanced models of the transmission system
instead of the “load plus losses equals generation” constraint used in Chapter
3. It is then a simple step to go on to develop the Newton’s method applied
with these same constraints. Finally, the LPOPF and interior point methods are
presented.

The objective function in the CPF is usually minimized. In some cases, such
as power transfers, it may be maximized. We shall designate the objective
furction as f. The equations that guarantee that the power flow constraints are
met will be designated as

g(z) =0 (13.5)

Note that here we shall only be concerned with a variable vector z. This vector
contains the adjustable controls, the bus voltage magnitudes, and phase angles,
as well as the fixed parameters of the system, Later, we shall break the variables
up into sets of state variables, control variables, and fixed parameters.

The OPF can also solve for an optimal solution with inequality constraints
on dependent variables, such as line MVA flows. These will be designated

h™ <h(z) <h* (13.6)

In addition, limits may be placed directly on state variables or. control
variables:

rTsz<z?t (13.7)
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The OPF problem then consists of minimizing (or maximizing) the objective
 functior; subject to the equality constraints, the inequality constraints, and the
state and control variable limits.

The developments and illustrative examples in this chapter concentrate (but
not exclusively) on the LPOPF technique. The method is widely used and only
requires an AC or DC power flow program, plus a suitable LP package for
solving illustrative examples and (homework) problems.

13.2.1 The Gradient Method

In this section, we shall consider the objective function to be total cost of
generation (later examples will demonstrate how other objectives can be used).
The objective function to be minimized is:

Y. F(FR)

all gen.

where the sum extends to all generators on the power system, including the
generator at the reference bus.
We shall start out defining the unknown or state vector x as:

B }on each PQ bus
x = |Ej

6, oneach PV bus

(13.8)

another vector, vy, is defined as:

= 0,
on the reference bus
[ Ey }

net
k

y= 3t }on each PQ bus . (13.9)
ok

P'k‘:\
|, =

Note that the vector y is made up of all of the parameters that must be specified.
Some of these parameters are adjustable (for example, the generator output,
P, and the generator bus voltage). Some of the parameters are fixed, as far
as the OPF calculation is concerned, such as the P and' Q at each load bus.
To make this distinction, we shall divide the y vector up into two parts, u and p:

y= [“] 'j (13.10)
P

}on each QF bus
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where u represents the vector of control or adjustable variables, and p represents
the fixed or constant variables. Note also that we are only representing cquahty
constraints at this point.

Finally, we shall define a set of m equations that govern the power flow:

P(IE|,0) — P

g(x, y) =| QEL6) — 0
P,(|E|,8) — Pyt for each PV (gen.) bus k, not
including the reference bus

}for cach PQ (load) bus.i y4 )

Note that these equations are the same bus equations as shown in Chapter 4
for the Newton power flow (Eq. 4.18).

We must recognize that the. reference-bus power generation is not an
independent variable. That is, the reference-bus generation always changes to
balance the power flow; we cannot specify it at the beginning of the calculation.
We wish to express the cost or objective function as a function of the control
variables and of the state variables. We do this by dividing the cost function
as follows:

cost = Y. FiP) + FeelPrt) (31

gen

where the first summation does not include the reference-bus, The P, are all
independent, controlled variables whereas P, is a dependent variable. We say
that the P, arc in the vector u and the P, is a function of the network voltages
and angles:

P = P (IE|, 0) (13.13)

r

then the cost function becomes:

Y F(P) + Fo[Pu(IEl, 0)] = {(x, 0) (13.14)

gen

We can now set up the Lagrange equation for the OPF as follows:

PL(x, u, p) = f(x, u) + A'g(x, v, p) , (13.15)
where B
x = vector of state variables’

u = vector of control variables

p = vector of fixed parameters

A = vector of Lagrange niultipliers :

g = set of equality constraints representing the power flow equations

f = the objective function
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This Lagrange equation is perhaps better seen when written as:

P(IEL,0) — P}

Q.(|El,8) — O
Lx,u,p) =Y F(P)+ Fe[Pre(IELO) TN i T p— T
X, u,p ;%—,n (F) ¢ [Frer 1+ [4142 ] R(E}0) — PI*

(13.16)

We now have a Lagrange function that has a single objective function and m
Lagrange multipliers, one for each of the m power flow equations.

To minimize the cost function, subject to the constraints, we set the gradient
of the Lagrange function to zero:

VL =0 (13.17)

To do this, we break up the gradient vector into three parts corresponding to
the variables x, u, and &

§ T
Ve, =a£=g+[@] 2 ' (13.18)
ox ox ox
T
v%=€$=€{+[9§] i (13.19)
du Ju du

Some discussion of the three gradient equations above is in order. First, Eq.
13.18 consists of a vector of derivatives of the objective function with respect
to the state variables, x. Since the objective function itself is not a function of
the state variable except for the reference bus, this becomes:

[ @ 8P |
e (P, il .od
3Py ) g,

é 0P (13.21)

—""Fre Pre Al
ap. il ')BIEd

; 5 i

s
]
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The [dg/éx] term in Eq. 13.18 actually is the Jacobian matrix for the Newton
power flow, which was developed in Chapter 4. That is:

[oP, ¢ép 0P, OBy 1
26, O|E,| 00, @lE;|
60, 70, 90, Qi

20, JE @6, O|E,

[?]: 0P, P, (13.22)
. 20, 8l

20, 90,

30, O\E,|

L

Note that this matrix must be transposed for use in Eq. 13.18.

Equation 13.19 is the gradient of the Lagrange function with respect to the
control variables. Here the vector of /duis a vector of derivatives of the objective
function with respect to the control variables: |

19
EEFAP.)T

Dl 5~ 5
Ju é}';Fz(Pz)

2

(13.23)

The other term in Eq. 13. 19, [dg/éu), actually consists of a matrix of all zeros
with some —1 terms on the diagonals, which correspond to equations in
g(x, u, p) where a control variable is present. Finally, Eq. 13.20 consists simply
of the power flow equations themselves.

The solution of the gradient method of OPF is as follows:

1. Giver a set of fixed parameters p, assume a starting set of control
variables u.

2. Solve a power flow. This guarantees that Eq. 13.20 is satisfied.

3. Solve Eq. 13.19 for lambda;

T o
& e r‘_g-] e 13.24
Lox éx ( )

4 Substitute 4 into Eq. 13.18 to get the gradient of £ with respect to the
control variables.
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Bus 1 Bus4

Bus 2 l l Bus 3

FIG. 13.f Four-bus system for Example 13A.

The gradient will give the direction of maximum increase in the cost fanction
as a function of the adjustments in each of the v variables. Since we wish to
decrease the obijective function, we shall move in the direction of the negative
of the gradient. The gradient method gives no indication how far along the
negative gradient direction we should move. Assuming that a distance is picked
that reduces the objective, one must start at step 2 above, and repeat steps
2,3, and 4 over and over until the gradient itself becomes sufficiently close to the
zero vector, indicating that all conditions for the optimum have been reached.

EXAMPLE 13A

The following is a very simple example presented to show the meaning of each
of the elements in the gradient equations. Example 13B will be a more practical
example of the gradient method.

The four-bus system in Figure 13.1 will be modeled with a DC power flow.
The following are known: |

P, Pyyand 6, =0

Line reactances: X, X4, X245 X23 ané X34
Cost functions: Fy(P;) and Fy(P,) !

All |E| values are fixed at 1.0 per unit volts

The only independent control variable in this problem is the generator output
Py, or:

g (13.25)
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The state variables are 8, 8,, and 83, or:
x=| 6, (13.26)

We wish to minimize the total generation cost while maintaining a solved DC
power flow for the network. To do this with the gradient method we form the
Lagrangian:
P0,...0,) P
& =F(P)+ FE[PO,...0)]+ 4 4 15][ PO, ...8,) P (13.27)
Py8,...0,)— Py

In terms of the equations presented earlier.

f(x, u) = F{(P) + K,[Py(8, ...0,)] (13.28)
Py0,...0,) - P,
gix,u)=| Py8,...8,)— P, (13.29)

Py6,...0,) — Py

Note that in g(x, u), the P, is the control variable and P2 and P, are fixed.
We shall now expand g(x, u) as follows:

Pi@,...04)—P 1
W07 Lo+ 0, - 020 - P
g(x, u) = P_,(Hl...(i,,)—PzJ =| X1 Xia
Pi0;...0)~ P -
; (13.30)
The result is:
0, P,
gx,uwy=[B) 0| —| P (13.31)
0, Py

and the Lagrange function becomes:

9, |'P1 \
Fi(P) + F[Py0, ... 001+ [4 4 45]| [B]] 6, _[Pz) (13.32)
' 0, Py
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We now proceed to develop the three gradient components:

VZ, =gx,w)=0

(13.33)

which simply says that we need to start by always maintaining the DC power

flow:
B! Pl
0] = [(B17Y P,
05 P,
The next component:
Cow| [ors on]
a0, ap, &6, i
I
ik o0F, &P,
A_lf = _ = e B‘ ;\- = 0
*=1%, || 2r, 06, + (8] .
o | |or, or, 5
L 06,d Lép, a6y

This can be used to solve the vector of Lagrange multipliers:

Ay

ha| = (=DIBI

A

where

opP,
a0,
op,
28,
aP,

-,

38,

oP, |
86,
aP,
80,

e,

oF,
0P,

;563_

X14

{13.34)

(13.35)

(13.36)

(13.37)
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It can be easily demonstrated that:

[ or,
20, ]
P,
BT 'l =2 | =| -1 13.38
[B] 30, ( )
- {
P,
36,
so that
% 1
=11 L (13.39)
0P,
Ha 1
Finally,
=1
d
sl @ (13.40)
cu
0
and :
i; 1
°F, og"| . JoF F, oF, @F,
V_g:if?ﬁ._fz; 1l m b [ @ 6] 1 OF, | _9oF _0oF,
¢P,  du ; P, 0P, 0P, 0dP
s 1

(13.41)

the gradient with respect to the control variable is zero when the two
incremental costs are equal, which is the common economic dispatch criterion
(assuming neither generator is at a limit). Since the DC power flow represents
a linear lossless system, the resuit simply confirms that the gradient method
will produce a result that is the same as economic dispatch.

EXAMPLE 13B

In this example, we shall minimize the real power losses (MW losses) on the
three-bus AC system in Figure 13.2. To work this example, the student must
be able to run an AC power flow on the three-bus system. (This example is
taken from reference 4.)

Given the three-bus network shown in Figure 13.2, where

Py + j@5 = 2.0 + j1.0 per unit
and
P, = 1.7 per unit
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Bus 1 Bus 2
Reference

FIG. 132 Three-bus example for Example 13B.

In this problem, the generation at bus 2 will be fixed, the only control variables
will be the voltage magnitude at buses 1 and 2. That is

u:[”f”:\ (13.42)
|E;|

The state variables will be the phase angles at buses 2 and 3 and the voltage
at bus 3:

x=| 8, (13.43)

The fixed parameters are

6,

P
gl (13.44)
Py

Qs

We shall solve for the minimum losses using the gradient method. This requires
that we solve, repcatedly, the following:

B Plo” es

3|E
VL, = IEdl (13.45)

OProsses

0| E,|
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Starting at an initial set of voltages: L ‘
E[P [11 '
e Lo 40
2 .

1 1 T
L”“‘] =['E"J + (= (VL) (13.47)

we proceed using

|E,| |E,|

where a was set to 0.03 after several trials.
As previously:

P)(E|,0) — P,
g(x, u) = | Py(|E[,0) — Py (13.48)
Q(|E}, 0) — Q5

where the above represents the AC power flow equations as shown in Chapter
4. When we take the derivative,

(ep, op, 0P, ]
892 693 alE3[
ig |9 @I (13.49)
ox | 60, 00, J|E,] |

00y 90y 90y
L0, 00, O|E;|d

these derivatives are calculated as shown in Chapter 4, Eq. 4.22 and the above
represents the Jacobian matrix that would be used in the Newton power flow
solution to this network. Similarly:

0P, 0B

d|E,| @|E,l
Og | .0B 0B (13.50)
cu dE,| d|E;]

0Q; 90y

WC|E(| ©O|E,|<

One special note, the ohjective function, P, can be expressed in two
different ways. The first is simply to write out the losses as:

Pmm,=Re( X FR) (13.51)

both lines
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or one can use the simple observation that since P, and P, are fixed, any change

in the losses due to adjustments of ¥, and ¥; will be directly reflected in changes
in P,. That is, AP, = AP, and

— o (13.52)

f=P (13.53)
and then:

(13.54)

Kl
LO|Es|

The solution to the first AC power flow, with

° JL
[‘E"] =[ '] (13.55)

|E,| 0.9
gives per unit losses of 0.3906 (39.06 MW losses on 100-MVA base). The
reference-bus power, P, is 0.6906 per unit MW. Taking this solved power flow

as the starting point, we have:

8.14 814 1.54

iﬁz 696 120 385 {13.56)
‘X
—45 —785 100
0
o
o _1a36 (13.57)
ox
414
2, 0.743
T
i =(—1)[5§] g-i= ~098 (13.58)

Ay —0.154
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oP,
a | _[5.533] (6
cu er, | Lo (259
v,
ogl" [o 3354 5.0
—_— = 1 .
[6J 4.94 45 6.96] o
Then,
T a
o [og] . 2.25
Aﬁ‘ = — 4| — L = .
o (_611] - [—1.78] S
43

and, with ¢ = 0.03, we obtain a new set of voltages:

iEII]‘ [u:l [ 2.25 ]o [o.gsJ
= - .03 = 13.62
I:IE2| 0.9 —1.787 1.03 ( )
This represents the new control variable settings that must be fed back to the
AC power flow.

The new AC power flow, with the above new voltages, results in P, =

0.2380 per unit and the generation at the reference bus of P, = 0.5380.
Another iteration of the gradient calculation yields P,,., = 0.2680 per unit for

a controls setting of:
v, .86
[ ‘} = [0 86J (13.63)
V, 0.86

Note that for this simple problem, the gradient is able to find a reduction in
losses after the first itération, but the next iteration caused the losses to increase.
Eventually, it wili need tuning, in the form of additional adjustments to the
value of &, so that it will not simply oscillate around a minimum. Further, we
never specified any voltage limits for ¥, and V. As we reduce losses, we may
very well run into voltage limits on buses 1 or 2, or both. Here, the gradient
method loses whatever simplicity it has and tends to become unmanageable.
This would further be the case if we were to place a limit on ¥, which would
be a functional inequality and would be very difficult to express in the gradient
formulation we have used.

13.2.2 Newton’s Method

The problems with the gradient method lie mainly in the fact that the direction
of the gradient must be changed quite often and this leads to a very slow
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convergence. To speed up this convergence,

we can use Newton's method, where

we take the derivative of the gradient with respect to x, u, and 4. Then. the
optimal solution becomes:

- - 6 -I |
Sve V¥ -V,
0x du
Ax VL,
¢ a
Aul = =l V2 —VEZ -V V&, (13.64)
ox u
Al V¥,
0 0 (
LfV.,‘t’,, vy, V%,
0X Ju CA -

The form of Eq. 13.22 is essentially the same as that derived in Section 3.5 on
Newton's method. This matrix equation is a very formidable undertaking to
compute and manipulate. It is extremely sparse and requires special sparsity
fogic.

Handling inequality constraints is very difficult in either gradient or Newton
approaches. The usual method is to form a constraint “penaity” function as
follows. Suppose the voltage at a bus must meet limits:

|E™" < |Eil < |E[™ (13.65)

[t is possible to enforce this constraint by inventing the following exterior
penalty functions:

K(Ej —E™")?
h(EE,-I) B 0
K(E;|™ — |E|)*

for |E;| < |E;}™"
for E within limits

for |E| > | E;™

(13.66)

This penalty function is shown in Figure 13.3.

Penalty

|
I 1

| ] min | | max

FIG. 133 Exterior penalty functions for voltage rﬁagnimdc violations.
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To solve the OPF with the voltage inequality constraint, we add the penalty
function to the objective function, f. The resulting function will be large if the
voltage is outside its limit, and thus the OPF will try to force it within its limits
as it minimizes the objective.

Since Newton's method has the second derivative information built into it,
it does not have great difficulty in converging and it can handle the inequality
constraints as well. The difficulty with Newton's method arises in the fact that
near the limit the penalty is small, so that the optimal solution will tend to
allow the variable, a voltage in the example above, to float over its limit. The
seemingly simple tuning procedure of raising the value of K may eventually
cause the matrices to become ill-conditioned and the method fails. When there
are few limits to be concerned with and the objective function is “shallow,”
that is, the variability of f with adjustments in the control, variables is very low,
Newton's method is the best method to use.

References 5-7 give examples of the development of Newton's method to
soive the full AC OPF.

133 LINEAR SENSITIVITY ANALYSIS

Before continuing with the discussion of the lincar programming and interior
OPF methods, we shall develop the concept of linear sensitivity analysis. Linear
sensitivity coeflicients give an indication of the change in one system quantity
{e.g, MW flow, MVA flow, bus voltage. etc.) as another quantity is varied (c.g.
generator MW output, transformer tap position, etc.) These linear relation-
ships are essential for the application of linear programming. Note that as the
adjustable variable is changed, we assume th: . the power system reacts so as
to keep all of the power flow equations solved. As such, linear sensitivity
coefficients can be expressed as partial derivatives for example:

shows the sensitivity of the flow (MVA) on line (i to j) with respect to the power
generated at bus k.

Some sensitivity coefficients may change rapidly as the adjustment is made
and the power flow conditions are updated. This is because some system
quantities vary in a nonlinear relationship with the adjustment and resolution
of the power flow equations. Thié is especially true for quantities that have to
do with voltage and MVAR flows. Sensitivities such as the variation of MW
flow with respect to a change in generator MW output are rather linear across
a wide range of adjustments and lead to the usefulness of the DC power flow
equations and the “a™ and “d" factors introduced in Chapter 11.

For this reason, the value represented by a sensitivty coefficient is only good
for small adjustments and the sensitivities must be recalculated oiten.
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13.3.1 Sensitivity Coefficients of an AC Network Model

The following procedure is used to linearize the AC transmission system model
for a power system. To start, we shall define two general equations giving the
power injection at a bus. That is, the net power flowing into a transmission
system from the bus. This function represents the power flowing into trans-
mission lines and shunts at the bus:

*
P(lE},0) = Re[(z E[(E; - tijE})yU3*> i Ei(E:‘ Zyshunh) ]
J 1

¥ (13.67)
Q;(|E|,0)= lm[(z E,[(E; — tiJEj)},U]') + Et(Ei 2; Yshuny
where J
E =|E|L8;
£; = the transformer tap in branch ij
y;; = the branch admittance

Venun, = the sum of the branch and bus shunt admittances at bus i

Then, at each bus:
Pi(|E[-0) = Psem - Plozd.

(13.68)
Q;(IEL 0) = Q-cni - Qio-d.—
The set of equations that represents the first-order approximation of the AC
network around the initial point is the same as generally used in the Newton
power flow’algorithm. That is:

¢p, ap, P,
— L A|E|+) — A0 —— At;; = AP,
01Eli I il Zag} f+ZajU E‘J geni ( 53
13.69)
2Q; 00, : 09,
AlE|+ Y —=A0, + > = At; =
z a|EJ‘ l JI Z 691 J Z at'j ij AQ““‘
This can be placed in matrix form for easier manipulation:
[ ep. 0P, 7 7 p
2lE,| @6, TN ALE] _ = _a—(PJ) 1 0 Aty
30, 90, A8, | = a" AP, | (13.70)
0|E,| (3('9I : - Ej(Q,) 01 AQye,
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This equation will be placed into a more compact format that uses the vectors
x and u, where x is the state vector of voltages and phase angles, and u is the
vector of control variables. The control variables are the generator MW,
transformer taps, and generator voltage magnitudes (or generator MVAR).
Note that at any given generator bus we can control a voltage magnitude only
within the limits of the unit VAR capacity. Therefore, there are times when the
role of the state and control are reversed. Note that other controls can easily
be added to this formulation. The compact form of Eq. 12.30 then is written:

[Jp,}éx = [J,,]Au (13.71)

Now, we will assume that there are several transmission system dependent
variables, h, that represent, for example, MVA flows, load bus voltages, line
amperes, etc., and we wish to find their sensitivity with respect to changes in
the control variables. Each of these quantities can be expressed as a function
of the state and control variables; that is, for example:

" { MVA flow,,(|E|, a)]

(13.72)
[E

where | E, | represents only load bus voltage magnitude.
As before, we can write a linear version of these variables around the

operating point

[ oh, ok, ] [oh, ok, ]
o|E,| 08, | [ AlE,l ou, ou, |[ Au,
Ab=| &h, oh, A8, | +| dhy duy Au, | (13.73)
o|E,| o8, ; du, oh, :
L d e d

where
h, = the line nm MVA flow

h, = the bus k voltage magnitude
Again, we can put this into a compact format using the vectors x and u as before:
Ah = [J,.JAX + [y, ]Au (13.74)
We will now eliminate the Ax variables; that is:

Ax = {J,,]7 [V ]Au (13.75)
Then, substituting:
Ah = [, 10,17 [ 300 + [J,]Au (13.76)
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This last' equation gives the linear sensitivity coefficients between the trans-
mission system quantities, h, and the control variables, u.

134 LINEAR PROGRAMMING METHODS

The gradient and Newton methods of solving an OPF suffer from the difficulty
in handling inequality constraints. Linear programming, however, is very adept
at handling inequality constraints, as long as the problem to be solved is such
that it can be linearized without loss of accuracy.

Figure 13.4 shows the type of strategy used to create an OPF using linear
programming. The power flow equations could be for the DC representation,
the decoupled set of AC equations, or the full AC power flow equations. The
choice will affect the difficulty of obtaining the linearized sensitivity coefficients
and the convergence test used. '

In the formulation below, we show how the OPF can be structured as an
LP. First. we tackle the problem of expressing the nonlinear input-output or
cost functions as a set of linear functions. This is similar to the treatment in
Section 7.9 for hydro-units. Let the cost function be F.(P,) as shown in Figure
135

We can approximate this nonlinear function as a series of straight-line
segments as shown in Figure 13.6. The three segments shown will be represented
as P, P, P, and each segment will have a slope designated:

-
2

S 865750
then the cost function itself is
FAP) = F(PP")+ 5, Py + 8282 + 513 P (13.77)
and
0<Py< Py fork=123 (13.78)
and finally
P.":“P!nin+ Py + Py i (13-79)

The cost function is now made up of a linear expression in the Fj values.

In the formulation of the OPF using linear programming, we only have the
control variables in the problem, We do not attempt to place the state variables
into the LP, nor all the power flow equations. Rather, constraints arc set up
in the LP that reflect the influence of changes in the control varigbles only. In
the examples we present here, the control variables will be limited to generator
real power, generator voltage magnitude, and transformer taps. The control
variables will be designated as the u variables (see earlier in this chapter).

The next constraint to consider in an LPOPF are the constraints that
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Initial power flow conditions

solve power flow equations
(DC or AC power flow)

create linear objective function

obtain linearized constraint
sensitivity coefficients

set up and solve LP for
new control variable settings

not converged converged

convergence test

significant adjustment no significant
of one or more control movement of control
variables variables

FIG. 13.4 Strategy for solution of the LPOPF.

represent the power balance between real and reactive power generated, and
that consumed in the loads and losses. The real power balance equation is:

Plen - Plold - Plou =0 ! (1 380)

The loss term here represents the I?R losses in the transmission lines and
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FIG. 135 A nonlinear cost function characteristic.
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FIG. 13.6 A linearized cost function.

transformers. We can take derivatives with respect to the control variables, u,
and this results in: ) :

z (%)Au - (%::‘:)Au -5 (a?‘”’)Au =0 ‘ (1381)

u du u u u

If we make the following substitution:
Au=u—u° (13.82)
then, the power balance equation becomes

aPl!li LF ?Pload L % s
e e

u u
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where

2P op,
K, - z Ga::n uo =) Z a'gl:d uo _Z __aLﬂ uo (1384)

A similar equation can be written for the reactive power balance:

= du P = du

where the loss term is understood to include 72X as well as the charging from
line capacitors and shunt reactors. A substitution using Au = u — u°, as above,
can also be done here.

The LP formulation, so far, would need to restrict control variables to move
only within their respective limits, but it does not yet constrain the OPF to
optimize cost within the limits of transmission flows and load bus voltages. To
add the latter type constraints, we must add a new constraint to the LP. For
example, say we wish to constrain the MVA flow on line nm to fall within an
upper limit:

MVA flow,, < MVA flow™ (13.86)

We model this constraint by forming a Taylor’s series expansion of this flow
and only retaining the linear terms:

MVA flow,,, = MVA flow], 4 ¥ (;— MVA ﬂow,,,,)Au < MVA flown

u
(13.87)
Again, we can substitute Au = u — u° so we get:
a s
Y = MVA flow,,, Ju < MVA flowp* — K, (13.88)
v \Ou
where
K, = MVA flow], + Y ; MVA flow,,,u° (13.89)
w Ou

Other constraints such as voltage magnitude limits, branch MW limits, etc.,
can be added in a similar manner. We add as many constraints as necessary
to constrain the power system to remain within its prescribed limits. Note, of
course, that the derivatives of P, and MVA flow,,, are obtained from the linear
sensitivity coefficient calculations presented in the previous section.
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13.4.1 Linear Programming Method with Only Real Power Variables

As an introduction to the LPOPF, we will set up and solve a power system
example which only has generator real powers as control variables. Further,
the model for the power system power balance constraint will assume that load
is constant and that the losses are constant. Finally, since the entire mode] used
in the LP is based on a MW-only formulation, we shall use the “a™ and “d”
factors derived in Chapter 11 to model the effect of changes in controls on the
constraints. As indicated in Figure 13.4, we shall solve the LP and then make
the adjustments to the control variables and solve a power flow in each main
iteration. This guarantees that the total generation equals load plus losses, and
that the MW flows are updated properly. The cost functions can be treated as
before using multiple segmented * piecewise linear” approximations.
The “power balance” equation for this case is as follows:

P,+Py+ ...+ Feg=Poa + P,,...; = constant (13.90)

To constrain the power system, we need the expansion of the constraints, such
45 MW flows, bus voltages, etc., as linear functions of the control variables. In
this case. the linear control variables will be represented as a vector w.

Pl
P
gasf - (13.91)

P

ref

This is done with the linear sensitivity approach, as derived in the previous
section. The result is a set of constraints:

h(u) < h”* (13.92)
which is written as
‘ o, Oh 0 +
h(u) = h(u®) + - (u—u’) <h (13.93)
cu

However, we shall observe that the derivatives oh/du can be replaced with the
“q" sensitivity coefficients developed in Chapter 11.
Thus, for a MW flow constraint on linc rs we have:

MW, = MW0, + 3 a,-u(u — u’) € MW (13.94)
or

MW, = ¥ @y < MWES (MWS, -2 a,s-uu") (13.95)
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TABLE 13.1 Line Flows: Power Flow 0

Line Limit cy MW Flow
1-2 30 28.69
1-4 50 43.58
1-5 40 35.60
2-3 20 2.93
2-4 40 33.09
2-5 20 15.51
2-6 30 26.25
3-5 20 19.12
3-6 60 43.77
4-5 20 4.08
5-6 20 1.61

Similar constraints are added for any power system network quantity that is
to held within its limit.

EXAMPLE 13C

We shall use the LPOPF reduced model method to solve an OPF problem.
An LP and an AC power flow will be used to solve a series of dispatch problems.
The transmission system will be the six bus system introduced in Chapter 4,
the MW limits on the transmission lines will be those introduced in Example
11B and shown in Table 13.1. The generator cost functions are those found in
Example 4E and linearized as shown below.

We shall solve a series of LP-AC power flow calculations as follows.

Step 0

Run a base AC power flow (this will be the AC power flow shown in Figure
4.8 and it will be designated as POWER Flow 0 in numbering the various
power flow calculations in this example). Looking at Figure 4.8 and the limit
set we are using from Example 11B, also shown below, we note that there are
no overloads.

The generation values for this power flow are:

P, = 10787 MW, P, = 50 MW, and P; =69 MW power flow 0: result

The total cost for this initial dispatch is 3189.4 R/h.

Step 1

We now set up the LP to solve for the optimum cost with only the power
balance equation in the LP constraint set. By the nature of the cost curve
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TABLE 13.2  Generator Unit Break Point MWs

Break Point Break Point
il Break Point Break Point 4
Unit (unit min) 2 3 (unit max)
1 50 100 160 200
2 3715 70 130 150
3 45 90 140 180

TABLE 13.3 Generator Cost Curve Segment Slope

Generator Siy Siz Sia

1 12.4685 13.0548 13.5875
2 11.2887 12.1110 12.8222
3 11.8333 12,5373 13.2042

segments, we also incorporate the limits on the generators. The generator cost
functions are as follows:

Generator on bus 1:  F,(P,) = 213.1 + 11.669P, + 0.00533P? R/h
with limits of 50.0 MW < P, <2000 MW

Generator on bus 2 Fy(P,) = 200.0 + 10.333F; + 0.00889P2 Rh
with limits of 37.5 MW < P, < 1500 MW

Generator on bus 3 Fy(P3) = 240.0 + 10.833P; + 0.00741P3 R/h
with limits of 45.0 MW < P; < 1800 MW

The LP will be run with the unit cost functions broken into three straight-line
segments such that the break points are located as shown in Table 13.2. The
generator cost function segment slopes are computed as follows:

i DPG) 7 B g) (13.96)

where P, and P;; are the values of P, at the end of the j™ cost curve segment.
The values are shown in Table 13.3. The segment limits are shown in Table 13.4.
The LP cost function is:

[F,(P™") + 124685P;, + 13.0548P,; + 13.5878P,;]
+ [Fy(P™™ +11.2887P;, + 12.1110P;; + 12.8222P;,] (1397)

+ [Fy(P3™) + 11.8333Py, + 12.5373Py; + 13.2042Py3]
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TABLE 13.4 Segment Limits

Segment Min MW Max MW |
P, 0 50

Pi3 0 60

P, 0 40

Py, 0 325

Py 0 60

Py 0 20

Py, 0 45

Py, 0 50

Py, 0 40

Since the F,(P™") terms are constant, we can drop them in the LP. Then, the
cost function becomes:

12.4685P, , + 13.0548P, , + 13.5878P, , + 11.2887P,,
+12.1110P,, + 12.8222P,, + 11.8333P;, (13.98)
+12.5373P,, + 13.2042P,,

The generation, load, and losses equality constraint is
Pl A P2+ P3=Plold + P]oss:s (1399)

The load is 210 MW and the losses from the initial power flow are 7.87 MW.
Substituting the equivalent expression for each generator’s output in terms of
its three linear segments, we obtain:

PT" + Py + Py + Py + PF™ + Py + Py + Py + PT

* P31 & P32 + P33 = Plond + Plosses “3100)

This results in the following after the PP, PB,.q, and P, values are sub-
stituted:

P+ P+ P3+ Py + Pys+ Py + Py + Py + Pay
=210 4 7.87 — 50 — 37.5 — 45 = 85.37 (13.101)

We now solve the LP with the cost function and equality constraint given
above, and with the six variables representing the generator outputs. The
solution to this LP is shown in Table 13.5.
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TABLE 135 First LP Solution

Variable Min MW Solution MW Max MW
Pip 0 0.0 50

P, 0 0.0 60

P, 0 0.0 40

Py 0 328 32.5
Bix 0 7.87 60

| 0 0.0 20

P, 0 45.0 45

Py, 0 0.0 50

Py5 0 0.0 40

The total generation on each generator is:
P, = Pric 4 P + Py + P (13.102)
then the generator optimal outputs are
P, = 50 MW, P, = 77.87 MW, and Py =90 MW LP I result

Note that this solution of necessity will have only one of the variables not at
a break point while the others will be at a break point. Note also that the output
on bus 1 is at its low limit. When we substitute these values for the generation
at buses 1, 2, and 3, and run the power flow, we get the following:

P, = 4883 MW, P, = 77.87 MW, and Py = 90 MW power flow 1: result

The total cost for this dispatch is 3129.1 R/h. This illustrates the fact that the
LP uses a lincar model of the power system and when we put its results into
a nonlinear model, such as the power flow, there are bound to be differences.
Since the losses have changed (to 6.70 MW), the power output of the reference
bus must decrease to balance the power flow. However, the solution to the
optimal LPOPF has the reference-bus power output below ifs minimum of
50 MW. To correct this condition we set up another LP solution with the same
cost function but with a slightly different equality constraint that reflects the
new value of losses. The result of this LP is:

P, = 50 MW, P, =767 MW, and Py = 90 MW LP 1.1: result
Once again, we enter these results into the power flow and obtain:

P, = 49.99 MW, P, = 76.7 MW and Py =90 MW power flow 1.1 result
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TABLE 13.6 Line Flows: Power Flow 1.1

Line Limit MW Flow
12 30 : 428
1-4 50 25.60
1-5 40 20.11
2-3 20 —6.42
2-4 40 48.75°
2.5 20 17.75
2-6 30 20.88
3-5 20 28.91°
3-6 60 54.63
4-5 20 1.84
5-6 20 387

¢ Overloaded line.

The total cost for this dispatch is 3129.6 R/h and the losses are 6.7 MW.
This represents the least cost dispatch that we shall obtain in this example.
As constraints are added later to meet the flow limits, the cost will
increase.

Note also that we have two overloads on the optimum cost dispatch as
shown in Table 13.6.

Step 2
The LP and power flow executions in step | resulted in a less-costly dispatch
than the original power flow, but in doing so we have overloaded two
transmission lines. We shall refer to these overloads as (n — 0) overloads. This
notation means that there are n lines minus zero outages in the network at the
time of the overload. [Later we shall use the notation (n — 1) to indicate that
there are n lines minus one line (that is, a single-line outage) in the network at
the time of the overloads. This notation can be used for further levels of
overload such as (n—2), (n — 3), etc. However, many electric utility trans-
mission operations departments only go as far as (n — 1) in dispatching their
systems.]

We must redispatch the power system at this point to remove the (n — 0)
overloads. To do this, we add two constraints to the LP, one for each overloaded
line. The power flow constraint on line 2-4 is modeled as:

Jra=S30+ a3 (P = PO) % a3y o(Py — P9) + a3 3(Py - P§) < 40
(13.103)

Substituting 48.75 for f3_4, 76.7 for P2, and 90 for P§, we get the following for
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the constraint for line 2-4 (note that a4,y = 0) and, finally, we expand P, and
P, in terms of the segments:

48.75 + 0.31(37.5 + Py + Pag + Pp3 = 76.7)
402245 + Py, + Py + P33 —90) <40 (13.104)

or
031P,, + 0.31Py, + 031P; + 022Py, + 022Py; +022Py5 < 13302

(13.10%)
The constraint for line 3-5 is built similarly and results in:

0.06P,, +0.06P;; + 006P;; + 0.29Ps, + 029Ps; + 0.9y, < 6.492
(13.106)

The solution to the LP gives:
P, = 87.02 MW, P, = 70.0 MW and Py = 59.66 MW LP 2: resuft

Also note that only the first transmission line constraint is binding in the LP,
the remaining constraint is “slack,” that is, it is not being forced up against its
limit. When these values are put into the power flow we obtain:

P, = 81.54 MW, P, = 700 MW and P; = 59.66 MW power flow 2: result
The flows on the two constrained lines are:
fr.a = 3940 MW and fi.s = 2036 MW

The total operating cost has now increased to 3155.0 R/h.

We now run another complete LP-power flow iteration to account for
changes in losses and to bring the constraints closer to their limits. The solution
to the second-iteration LP gives:

P, = 86.16 MW, P, = 733 MW and Py =57.73MW LP 2.1: result

Both transmission line constraints are binding in the second LP. When these
values are put into the power flow we obtain:

P, = 8616 MW, P, = 133 MW and P, = 57.73 MW power flow 2.1: result
The flows on the two constrained lines are: ‘
fr.a = 3999 MW and fy.s = 20.06 MW

The total operating cost has now decreased slightly to 3153.3 R,’h.‘ There are no
more (n — 0) line overloads.
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TABLE 13.7  Line Flows: Power Flow 2.1 (with Line 2-3

Out)

Line Limit MW Flow
1-2 30 18.1
1-4 50 36.37
1-5 40 31.74
2-3 20 .
2-4 40 40.73°
2-5 20 19.19
2-6 30 3111
3-5 20 18.26
3-6 60 39.47
4-5 20 4.59
5-6 20 1.17

¢ Qverloaded line.

Step 3

We have now achieved an optimal dispatch with all (n — 0) overloads met. This
dispatch will satisfy generation and all line flow limits; however, if we have a
transmission line outage contingency, we may have overloads. By modeling the
first contingency overloads, or the so-called (n — 1) overloads, we can guarantee
that should the contingency outage take place, there would be no resulting
overloads. This is the scheme involved in security-constrained OPF, or SCOPF,
and is the subject of Section 13.5.

In this example, to make matters simple we shall only study the result of
one contingency outage. In our sample system, we shall start from the result
of power flow 2.1 and take out line 2-3. The flows that result from this
contingency power flow are shown in Table 13.7.

We now must form a new LP that has the generation, load, losses equality
constraint and the original two (n — 0) line flow constraints done in step 2, and
two new constraints for each of the (n — 1) overloads (i.e, on line 2-4 and line
2-6). To model line 2-4 with line 2-3 removed, we use the following constraint,
as derived in Appendix 11A of Chapter 11.

Aft =Y (Gy + diuay)AP, (13.107)
This now becomes:

=Y (ay +d )P~ PO + ) < [P (13.108)
‘ ‘

The new LP has five constraints. The first result of this LP gives:

P, =91.39 MW, P, = 6696 MW, and P,=5884 MW LP 3: result
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The (n = 0) constraint on line 3-5 is binding and the (n — 1) constraint on line
2-6 is binding. When these values are put into the power flow, we obtain (note
that this power flow has all lines in):

P, = 91.52 MW, P, = 6696 MW, and Py = 58.8 MW power flow 3: result
The flows on the two (n — 0) constrained lines are:
fra=3823 MW and fy5=1994 MW

A second power flow with line 2-3 out is also run with the same generation
values. The results of this power flow show that the two (n — 1) flow constraints

are:
fcz(i:lin“m:y = 3886 MW and fso.glmgent!' = 30.00 MW

The total operating cost has now increased to 3160.5 R/h. A complete second
iteration of the LP and power flows is run and resalts in the following power
flows:

P, =90.53 MW, P, = 6792MW, and P;= 58.84 MW power flow 3.1 result
The flows on the two (n — 0) constrained lines are:
fo, =38354 MW and fy;= 20.00 MW

A second power flow with line 2-3 out is also run with the same generation
values. The results of this power flow show that the two (n — 1) flow constraints
are:

Feeningency = 39 18 MW and [ = 30.09 MW

The total operating cost has now increased to 3159.1 R/h.

1342 Linear Programming with AC Power Flow Variables and Detailed Cost
Functions

OPF programs that optimize the AC power flow of a power system go beyond
the LPOPF introduced in the last section, in several respects.

First, they do not usually use fixed break points. Rather, the break points are
added as needed as the solution progresses and can become close enough so that
no error is perceptible between the piecewise linear approximation and the true
nonlinear input—output curve of the generators. *Second, the AC quantities of
voltage magnitude and perhaps phase angle become variables in the LP and
the constraints are set up as linear functions using the sensitivity coefficients
methods shown in Section 13.3. Usually, however, the nonlinear representations
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of the bus power and reactive poWerwmggations and the line or transformer
MVA flows ‘are not well represented as “fometions. To cope with the
nonlinear n*@onstraims involves restricting the movement of each
variable and then pelassaclizing the equality and inequality constraints quite
often. The result is : it *““converges” on the optimal AC power flow,
meeting all the power flow equality constraints and inequality constraints.
Reference 9 is an example of such an OPF code built around an LP.

i -

135 SECURITY-CONSTRAINED OPTIMAM =

In Chapter 11, we introduced the concept of security analysis and the idea that
a power system could be constrained to operate in a secure manner. Programs
which can make control adjustments to the base or pre-contingency operation
to prevent violations in the post-contingency conditions are called “security-
constrained optimal power flows,” or SCOPF. Q@

We have seen previously that an OPF is distinguished from an econ;—m_
dispatch by the fact that it constantly updageg a power flow of the transmission
system as it progresses toward the mini he objective function. One
advantage of having the power flow updatdffis the fact that gonstraints can be
added to the OPF that refiect the limits-\;vhich must be respected in the
transmission system. Thus, the OPF allows us to reach an optimum with limits
on network components recognized. -

An extension to this procedure is to add constraints that model the limits
on components during contingency conditions. That is, these new “security
constraints” or “contingency constraints” allow the OPF to meet precon-
tingency limits as well as post-contingency limits. There is a price to pay,
however. and that is the fact as we iterate the OPF with an AC power flow,

" we must also run power flows for all the contingency cases being observed. This
is illustrated in Figure 13.7.

The SCOPF shown in Figure 13.7 starts by solving an OPF with (n — 0)
constraints only. Only when it has solved for the optimal, constrained
conditions is the contingency analysis executed. In Figure 137, the contingency
analysis starts by.screening the power system and identifying the potential
worst-contingency cases. As was pointed out in Chapter L1, not all of these
cases are going to result in a post-contingency violation and it is important to
limit the number of full power flows that are executed. This is especially
important in the SCOPF, where each contingency power flow may result in
new contingency constraints being added to the OPF. ‘We assume here that
only the M worst cases screened by the screening algorithm are added. It is
possible to make M = 1, in which case only the worst potential contingency is
added.

Next, all the (n — 1) contingency cases that are under consideration must be
solved by running a power flow with that contingency reflected in alterations
to the power flow model. When the power flow results in a security violation,
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FIG. 13.7 Security-constrained optimal power flow.

the power system model is used to create a contingency constraint. In fact, what
is done is to sum & network sensitivity calculation (See Section 13.3) on the
model with the contingency outage and save the resulting constraint sensitivities.
When all contingency power flows are complete, all the contingency constraints
are added. to the OPF model and it is solved.

Note, in Figure 13.7, there are two main loops to be executed. The loop
labeled “OPF lteration” requires the OPF and each of the contingency power
flows to be re-executed until the OPF has solved with all contingency
constraints met. Next, the outer loop labeled “ Contingency Screening Iteration”
is tried. If the contingency screening algorithm does not pick up any new
contingencies the SCOPF can end; if new contingencies are found, it must add
them to the list and continue. ‘
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Why is all this necessary? The optimum operation conditions for a power
system will often result in violation of system security. This is especially
true when a large amount of interchange power is available at a favorable price.
In this instance, the selling power system can be modeled in the OPF with its
price of production set accordingly, and the OPF will then raise the interchange
up to the point where transmission system components are limiting. Now, when
the contingency analysis is run, there may be many cases which result in
contingency violations and the OPF, with contingency constraints added, will
have to back off the interchange power in order to meet the contingency limits.

it should also be noted that when some contingency constraints are added
to the OPF, it will redispatch generation, and adjust voltages and transformers
to meet these constraints. The process of adjustments may result in many new
contingency violations when the screening algorithm and the power flows are
run. The need to iterate between the OPF and the contingency screening
represents an effort to find the “most constraining™ contingencies.

SCOPF was introduced as step 3 in Example 13C and will also be illustrated
in Example 13D, which follows.

EXAMPLE 13D

This example shows the results of running the same six-bus case used in
Example 13C, with the same generator cost functions. However, we now are
using a full AC OPF so that we will usc line MVA limits and bus voltage limits
as well. The MVA limits are shown in Table 13.8. The bus voltages are aiso
limited, with bus § being the only one to hit its upper limit of 1.0 pu voltage
magnitude.

The full AC OPF has six control variables: three generator outputs and three
generator voltage magnitude schedules. [n addition, the AC OPF can be used
to minimize either MW losses, or to minimize operating cost. Table 13.9
summarizes these results.

TABLE 138 Line MVA Flows: Power Flow 6

Line MVA Limit MVA Flow
1-2 40 32.57
1-4 60 48
1-5 40 37.34
2-3 40 12.61
2-4 60 56.71
2-5 30 21.83
2-6 90 29.03
35 70 30.04
3-6 80 74 86
4-5 20 6.41

5-6 40 9.80
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Note the variety of ways that a power system can be optimized using an
OPF. For example, some power system operators may wish to simply reduce
system losses through the adjustment of generator voltage schedules—this is
often done with hydrosystems where the generator MW outputs must be kept
on a fixed time schedule to meet hydro-requirements.

13.6 INTERIOR POINT ALGORITHM

In 1984, Karmarkar (refeence 10) presented a new solution algorithm for linear
programming problems that did not solve for the optimal solution by following
a series of points that were on the “constraint boundary” but, rather, followed
a path through the interior of the constraints directly toward the optimal
solution on the constraint boundary. This solution was much faster than
conventional LP algorithms.

In 1986, Gill et al. (reference 11) showed the relationship between
Karmarkar's algorithm and the so-called “logarithmic barrier function
algorithm.” This algorithm has become the basis for many OPF solution
algorithms and is explained in reference 12.

In this derivation, no distinction is made between the control variables and
the state variables; rather, all variables are considered in the x vector. The
objective function will be f(x). The constraints will be brokem into equality
constraints and inequality constraints. The equality constraints are g(x) =0
and the inequality constraints are

h™ <hx)<h” (13.109)

where the b~ and h* vectors are the lower and upper limits on the inequality
constraints, respectively. Finally, we restrict the variables themselves to be
within lower and upper bounds

-<x<x? (13.110)

-

X

IA

The first step in transforming this problem is to add slack variables so that all
the equations become equality constraints. We then obtain the following set of
equations:

min f(x)
g(x)=0
h(x) + s, =h"
sy +8y=h" —h"

(13.111)

X+8 =x"

X=X 20,8,,8,84,20
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Note that we now have a set of equations with all equality constraints except
the final consisting of nonnegativity conditions on x — X~ and the slack
variables. These nonnegativity conditions are handled by adding what is called
a “logarithmic barrier function™ to the objective. Basically, this is a form of
penalty function which becomes very large as the function or variable gets close
to zero. The new objective function then looks like:

f,=0x)—n z In(x — x7),— u Z In(s, ), — ¢ Z In(s,), — u z In(s,, ),
J J i i
(13.112)

The parameter, f, is called the “barrier parameter” and is a positive number
that is forced to go to zero as the algorithm converges to the optimum. This
then presents us with the Lagrange equation:

%, =f(x) — ATg(x) — 4[h" —s, — h(x)]
— ATt —h™ —5—8,) — AT(x* —x—s5,) (13.113)
—p ¥ In(x — x )= p Y Infs,); — 4 3 Insy) — # 3 In(sa):
i j i i

The solution to this Lagrangian equation is obtained by setting its gradient to
Zeros

V, %, = Vi(x) — V()72 + VAX) Ay + A — plx — x7)"'e =0
VL= dy+ dy— iy le=0
Vad, = 4y — psy'e =0
V, & =h—ps; 'e=0
V%, = —9(x)
Vi, L= hx)+ s, — h*

— +
Vi L =%x+5—Xx

(13.114)

V}.ﬁ‘%=sh+ssh_h+ +h_

These nonlinear equations are then solved iteratively by Newton’s method, and
the value of u is adjusted toward zero.

The solution produces the values of the dual variables, some of which are
the marginal costs for the real and reactive power at the buses. These bus
incrementat costs, BICs are the subject of the next section. Note that in Chapter
10, the BICs were calculated using an interior point OPF.
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If we take the classical Lagrange equation for an optimal power flow:
L(x, w,p) = I(x, u) + Ag(x, u, p) (13.115)

and we asume that we have an optimal solution to this equation, then we can
ask an interesting question: “What is the change in the optimal operating cost
if we change one of the parameters p?” More specifically: ‘What is the change
in optimal operating cost if we change the power produced or consumed at a
bus in the network?” Thus, what we want is the following derivative:

0¥
P,

If we expand the Lagrange equation as follows:
P} — P(|E|, 6)
y(xv u, p) = Z I‘A(P() #* F;et'[Pnf(/E!v 0)] g [;'l/-‘ls ey m] nﬂ QI(IE,’ 0)

gen

(13.116)

The derivative of & with respect to P, is simple, since the parameters only
appear in the second part of the Lagrange equation. The resulting derivative
for bus i is:

— =4 (13.117)

We see that the interpretation of the vector of Lagrange multipliers is
that they indicate the increment in optimal cost with respect to smali changes
in the parameters of the network. In the case of small change in power, either
consumed or produced at a bus, the Lagrange multiplier for that bus then
indicates the incremental cost that will be incurred as a result of this change
This cost has been given the name “bus incremental cost” or BIC and is the
same incremental cost we dealt with in the beginning of the text, where we
derived the incremental cost of dehvery of power from a generator. A power
system is in economic dispatch when the BIC for each generator matches the
generator’s own incremental cost for the power it is producing.

The BIC is a useful concept for nondispatched generator buses and for
evaluating the marginal cost of wheeling. In some proposed schemes, this bus
incremental cost is used to establish the spot market price for energy.

One point is worth noting before we leave this topic. The above discussion
assumed that one has the vector of Lagrange multipliers for an optimal solution.
However, depending on the method used to solve the OPF, this may not be
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the case. Certainly, in the case of the OPF that-is based on linear programming,
the 4 values are not available unless a special formulation is used—yet we need
the BICs for the buses.

The Lagrange equation at the optimal solution can be used to solve for the
Lambda vector, even through it was not used in the OPF alogorithm. This is
because, at the optimal solution to the OPF, the Lagrange equation 1s assumed
to satisfy, :

V¥ =0 (13.118)

or, for the state variable, x, we have:

Y og "
vxz_ﬁézﬁh[.ﬁ];:o (13.119)

AT )
[‘:%] PN (13.120)

The problem here is that the matrix

og "
[B—xJ (13.121)

has N tows where N equals the number of state variables, and M columns
corresponding to M binding constraints. We shall assume that N < M. The
vector

f

X

D

ot

has N elements and the lambda vector, i, has M clements. Thus, the equation
which can be used to solve for-the lambda vector is overdetermined; that is,
there are morc elements in the lambda vector than rows in the matrix or the
right-hand side. This type of equation has many solutions for the lambda vector.
The correct one is found by applying a least-squares technique, as explained
in Chapter 12 on state estimation. Further, the usual method of solving for the
lambda vector is to apply the QR algorithm (also explained in Chapter 12).
Thus, we can use any method to solve for the optimal state vector for an OPF
and then develop the matrix and right-hand side shown above and solve for
the BIC vector.

(3¥73

EXAMPLE 13E

This exampl,_'e.gives the bus incremental costs for the same six-bus sample used
in' Examples 13C and 13D. For the case where both generation MW and
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TABLE 13.10 Bus Incremental Costs

Bus R/MWh R/MVARQ
1 1222 0

2 11.89 0

3 11.97 0.1

4 12.98 0.81

5 12.59 .. 0.51

6 12.29 0.38

scheduled voltages are adjusted to obtain minimum cost, the bus incremental
costs are given in Table 13.10.

There is a cost for increasing the MW delivered, as well as the MVAR
delivered from or to any bus in the network. In Table 13.10, the bus incremental
costs for delivering MW at buses 1, 2, and 3 are equal to the incremental costs
of the generator cost functions at the optimal dispatch. The bus incremental
cost to deliver MVAR at buses | and 2 is zero since these generators are not
at their maximum VAR limit and can generate incremental MVAR for “free.”
The incremental cost to deliver more MVARs at bus 3 is nonzero since
generator 3 is at maximum VAR limit and one would have to generate the
extra VARs at buses | and 2. Finally, the delivery points have higher bus
incremental costs since they require that all MW and MVAR consumed at these
buses must be delivered via the transmission system, which will cost the system
in MW and MVAR losses. ’

In addition to the bus incremental costs, the procedure outlined above
can also be used to generate the cost of changing the limit at any binding
constraint. In the case of the dispatch used in Table 13.10, line 2-4 is
at an MVA linit and bus 5 is at maximum voltage. The incremental cost with
respect to changing the MVA limit on line 2-4 is —1.01 R/MVA, indicating
that if the limit were increased the system operating cost would decrease. Last
of all, the incremental cost of changing the bus 5 upper voltage limit —88.4 R/pu
volt. ;

PROBLEMS

13.1  You are going to use a linear program and a power flow to solve an
OPF. The linear program will be used to solve constrained dispatch
problems and the power flow will confirm that you have done the correct
thing. For each of the problems, you.should use the power flow data for
the six-bus problem found in Chapter 4. :
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The following data on unit cost functions applies to this problem:

Unit 1 (bus 1): F(P) = 600.0 + 6.0P + 0.002P?
P, =70 MW
P.,. = 2500 MW

Unit 2 (bus 2): F(P) = 220.0 + 7.3P + 0.003P?
Prin = 55 MW
P, = 135 MW

Unit 3 (bus 3) F(P) = 100.0 + 8.0P + 0.004P?
Py = 60 MW
P = 160 MW

When setting up the LP you should usc three straight-line segments with
break points as below:

Unit 1, break points at: 70, 130, 180, and 250 MW
Unit 2, break points at: 55, 75, 95, and 135 MW
Unit 3, break points at: 60, 80, 120, and 160 MW

When using the LP for dispatching you should ignore losses.
Set up the power flow as follows:

Load = 300 MW
Generation on bus 2 = 100 MW
Generation on bus 3 = 100 MW

This should lead to a flow of about 67 MW on line 3-6.

Using the linear program, set up a minimum cost LP for the three
units using the break points above and the generation shift (or “a”)
factors from Figure 11.7. You are to constrain the system so that the flow
on line 3-6 is no greater than 50 MW.

When you obtain an answer from the LP, enter the values for P, and
P, found in the LP into the load flow and see if, indeed, the flow on line
3-6is close to the 30 MW desired. (Be sure the load is still set to 300 MW.)

Using the six-bus power flow example from Chapter 4 with load at 240
MW, try to adjust the MW generated on the three generators and the
voltage on each generator to minimize transmission losses. Keep the
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generators within their economic limits and the voltages at the generators
within 0.90 to 1.07 pu volts. Use the following as MVAR limits:

Bus 2 generator: 100 MVAR max
Bus 3 generator: 60 MVAR max

Using the six-bus power flow example from Chapter 4, set up the base
case as in Problem 13.1 (300 MW load, 100 MW on generator buses
2 and 3). Solve the base conditions and note that the load voltages on
buses 4, 5, and 6 are quite low. Now, drop the line from bus 2 to bus 3
and resolve the power flow. (Note that the VAR limits on buses 2 and
3 should be the same as in Problem 13.2.)

This results in a severe voltage drop at bus 6. Can you correct this
voliage so it comes back into normal range (e.g, 0.90 per unit to 1.07
per unit)? Suggested options: Add fixed capacitance to ground at bus 6,
raise the voltage at onc or more of the generators, reduce the load MW
and MVAR at bus 6, etc.

You are going to solve the foliowing optimal power flow in two different
ways. Given a power system with two generators, P; and P,, with their
corresponding cost functions F,(P,) and F,(P,). In addition, the voltage
magnitudes on the generator buses are also to be scheduled.

The balance between load and generation will be assumed to be
governed by a linear constraint:

Xﬂi}:i:ZﬁﬁP?

In addition, two constraints have been identified and their sensitivities
calculated. The first is a flow constraint where:

Aflow,, = Y af,AP, + ¥ av,A¥,
i ]

The second constraint involves a voltage magnitude at bus k which is
assumed to be sensitive only to the generator voltages:

AV, =} 1AV
[

a. Assume that the initial generator outputs are P{ and P$ and that the
initial voltage magnitudes are ¥§ and V9 and that you have obtained
the initial flow, flow?,, and the initial voltage, ¥}, from a power flow
program.

Further assume that there are limits to be constrained flow and
voltage: flow,,, and flow,, and for the voltage V" and V.
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Express the flow on line nm and the voltage on bus k as linear
functions of the four control variables: Py, Py, V), V.

b. Show how to obtain the minimum cost with the gradient method. Tn
this case. you may assume that the flow constraint and the voltage
constraint are equality constraints where we desire the constraints to
be scheduled to the upper limit. Any matrices in this formulation
should be shown with all terms; if the inverse is needed, just express
it as an inverse matrix-—do not try to show all the terms in the inverse

tself.

c. Show the same minimun cost dispatch solution with an LP where we
break each cost function into two segments.

FURTHER READING

Reference 1 is considered the classic paper that first introduced the concept of
an optimal power flow. References 2 and 3 give a good overview of the techniques and
methods of OPFs. Reference 4 is a good introduction to the basic mathematics of the
gradient method, and references 5-7 cover the Newton OPF method.

Reference 8 shows how the bus incremental costs are calculated using a least-squares
approach. Reference 9 is an excellent paper dealing with the application of linear
programming to the OPF solution. References 10 and I1 introduce the concept of the
interior point algorithm.'References 12 and 13 deal with the application of the interior
point algorithm to the OPF solution. References 14 and 15 talk extensively about how
to incorporate-security constraints into the. OPF, while reference 16 shows some of the
special AGC logic needed when an OPF s holding a line flow constraint.
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