1. INTRODUCTION

.1.1 Historical Development of Statistics

The word '“Statistics” seems to have obtained from the Latin word "Status”
or the Italian word "Statista” or the German word “Statistik” each of
which means "Political State”. In ancient time, the government used to
collect informations about total population, land, wealth, total number of
employees, soldiers etc. to have the idea of the manpower of the country for
formulation of administrative set-up, fiscal, new taxes, levies and military
policies of the government. . ; ‘

More than 2000 years ago, Chandra Gupta Maurya (324-300 B. C.) made
arrangement of collecting official.and administrative statistics and a good
collection of vital statistics and registration of births and deaths were
mentioned in Kautilya's Arthashastra which was published even before
300 B. C. During Akbar's reign, Abul Fazal wrote 'Ain-i-Akbari’ in which a
good account of population and statistical survey was given.

In mid-seventeenth century, the theoretical development in modern
statistics came with the introduction of "Theory of Probability” and
“Theory of Games and Chances". The Franch mathematician Pascal (1623-
1662) solved the famous 'Problem of Points’ which laid the foundation of
the modern theory of probability. In this ficld other important contributor
is James Bernouli (1654-1705) who wrote the first treatise on the “Theory of
Probability.” De Moivre (1667-1754) and Laplace (1749-1820) also worked
on the theory of probability. Gauss (1777-1853) gave the principles of least.
squares and the normal law of errors. Later on, in cighteenth, nincteenth ’
and twentieth centuries, Euler, Lagrange, Bayces, Markov, Khintchine and’
Kolmogorov also developed the thvory of probablhty

Sir F. Galton (1822-1921) gave the concept of regression line. He and his
successor Kerl Pearson (1837-1936) are the pioncer of correlational analysis
and XZtest which play an important role in modern theory of statistics.
W. S. Gosset discovered the Student's distribution which started a new cra
of exact small sample tests. '

Sir R. A. Fisher (1890-1962) who is popularly known as the father of
. statistics, made a number of original work which gave a sound footing of the
subject Statistics' in the diversified ficld such as Genetics, Biometry,
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Education, Agriculture ctc. He is the pioncer in introducing the colnccpt of
. point estimation (cfficiency, sufficien’cy, principle of maximum likelihood
ctc.) fiducial inference and exact sampling distributions. He along with
F. Yates made a remarkable contribution in the ficld of 'Analysis of
Variance' and 'Design of Experiments'. O. H. Hartley and P. C.
Mahalanabis (1893-1972) contribute significant works in the ficld of sample
survey. The above ummbunon-; placed Stamtnc‘: in a very significant
pmmon among ch.nou.

«

1.2 Definitions of Statistics

Different authors defined statistics in a number of ways. Among those some
of the important definitions are given below

Webster defined statistics as "Statistics are classified facts representing
the condition of the people in a state specially those facts which cant be
stated in numbers or in tables of numbers or in any tabular or classified
arrangement.”. ' '

Dr. A. L. Bowley defined "Statistics are numerical statement of facts in any
department of enquiry placed in relation to each other”.

According to Yule and Kendall, "By statistics, we mean quantitative data
affected to a marked extent by a muktiplicity of causes.”

A more exhaustive definitions of statistics is given by Prof. H. Sccrist as
"By statistics we mean aggregate of facts affected to a marked extent by a
multiplicity of causes numerically expressed, enumerated or estimated
according to réasonable standard of accuracy, collected in a systematic
manner for a pre-determined purpose and placed in relation to each other.”

1.3 Uses of Statistics in Different Fields

Now-a-days statistics is not only used for collecting numerical data but also
to develop sound techniques for their handling, analysis ahd drawing valid .
inferehce from them. It is now used widely in different spheres of life—
social, political and also in different fields such as Agriculture, Planning,
'Bio]ogy, Psychology, Education, Economics, Business, Management ctc. In
short, following are the d]ffercnt 1mpor|ant fields where statistics can be
extensively used. g :

i) Agriculture : To have information in regards to total production of a
certain agricultural product, total cultivable land, consumption of different
types of crops, different types and levels of irrigations for different types of
agricultural products, different doggs, of fertilizers and distribution of the
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optimum doses of different fertilizers, livestoek resources and their
development ctc. are usually obtained by agricultural census which mamly
follow statistical methodology. With the progress of time, different new:
varieties are deyeloped. To choose a new varicty which mainly suits our
climatic conditions, with the available resource we can get.maximum
production and to determine the optimum doges of fertilizers and
measurement of irrigated water levels, there is a branch of statistics called
Design of Experiments. This can be apllied to different ficlds such as Diary,
Poultry, Chemical Industry etc. :

For a meaningful and cdrrect decision regarding land reforms, a government
should know the actual distribution of land holdings. In short, ‘Agricultural
Statistics' may play a key role in agricultural development.

ii) Planning: At this age of planning, a govcrnmcﬁt has to take help of the
subject Statistics in case of doing any fruitful planning and policy

_formulation for building sound economy and cconomical development.

Statistical tools are applied in knowing the rate of unemployment, cost of
living expenditure, net profit in a certain management, for determining
poverty line, rate of literacy etc. Thus in every successful planning, sound
and correct analysis of complex statistical data arc required.

iii) Economics : Number of economic problems such as wages, prices,
analysis of time series data, demand analysis, cost and benefit-analysis etc.
require statistical data and proper use of statistical techniques. It also
facilitates the development of the economic theory. Wide application of
statistics and mathematics in the theory of economics led to new theories
called, Economic Statistics and Econometrics.

iv) Business : In the domain of risk and uncertainities a successful

businessman has to make proper use of statistics for making business;

decisions. With the help-of past records provided by statistics, a business-
man should correctly estimate the demand so that the requirement of total

raw material for a certain business period can be determined without

uncertainity. For an example, an ice-cream manufacturer should have

knowledge of the seasonal fluctuation of demand of his products and to ass.s

the number of consumers by having an account of teenagers mainly.

v) Industry : In industry, statistics is widely used to pr()\'ldc quahtv control.
In a production system, the quality of the product should be checked
frequently so that the epeqﬁcatmn of the product is maintained. For this
inspection plan, control chart etc. are extremely -used. In inspection plan a
special typc of sampling is adopted.



An Introduction to the Theory of Statistics

iv) Blology B:olog:ca] research specially genetics and plant-breeding
have wide application of statistical methods. R. A. Fisher made extensive °
use of statistics in biological rescarch, He also developed a number of new
statistical methods for analysing and interpreting data for generalization
c.g. laws of variation heredity etc. A new branch of statistics named:
Biometry which mainly deals with the biological aspects may be
mentioned here. Statistics helps demographic studies which includes the
rates of birth and death, number of inhabitants, emigrants, |mm|grantq
composition of familics, construction of life tables ctc.

vii) Psychology & Education : Statistics is widely used in education and
psychology too, c.g. to determine the reliability and validity of a test,
factor analysis etc. so much so that a new subject called Psychometry has
come into existence in recent years. ’

viil) Medicine.: Statistics is also used for the collection, presentation angd
analysis of observed facts relating to the causes of incidence of disease and
the result obtained from the use of various drugs and medicines. The
cfficiency of manufactured drug or medicine is tested with the available
drugs or medicines by using statistical methods.



2. VARIABLES AND FREQUENCY DiSTRIBUTION

2.1 Population and Sample .

Population means an aggregate of clements possessing certain
characteristics of interest in any particular invcstigatidn or cnquiry. It is
generally named after the characteristics studied. Population may be finite
or infinite. If we are interested to know the yicld of certain crop of the
individual farmer of Bangladesh, the aggregate of all relevant yiclds of
the crop will constitute'the population. Since all the clements are countable
this type population is called finite population. Whereas all possible out
comes (Head and Tail) in successive tosses of a coin is an infinite population.
It is evident from the above discussion that the statistical population
differs from human population.

A sample is a representative part of the population. We are generally

interested to know the properties of the population. Sometimes it is

impractical or even impossible to handle the population because of limited

resources. That is why, inferences about the population arc usually drawn on
__ the basis of the sample. .

|22  Variable ’
* The measurements of elements of a population having certain characteristic

may vary from element to clement either in magnitude or in quality. These
measurable characteristcs are called variables.  *
————— /w

There are/two jtypes of" vanablos—uhtanvq/and quantitative
Quahtahve\a?(bles can be categorised in such a ay that thc categorices

measured. For cxample the out comes of a-coin’ tussmg problem gives
qualitative variable with two categories—hcad or tail, the sex of persons
had two categories—male or female. The cicgorics are somctimes called
attributes. The yield of crops, height of persons, the number of children in a
family etc. may be considered as quantitative variables.

Again quantitative variables may be classified intof :;Dtypw namely, -
discrete variable and continuous variable. When the variable can assume .
only mlegral values, is call discrete variable. For example, the number of
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. children in a farhily. A variable is said to be continuous if it assumes any
value within certain range. For example, the hight of a person.

23 Frequency Distribution

Let us consider the marks out of 100 in Statistics obtained by 100 students ina
certain examination of a University. " : - 6

Table -2.1 _

- Marks of Statistics of 100 Students of a Certain University.

54, 32, 38, 44, 48, 41, 30, .43, 46, 4,
7, 32, 2, 25,4, 3 51, 43, 45 32
51, 50, 34, 38 44, 38 54, 32, 39, 4,
42, 38, 41, 25, 45 36 40, 50, 52, 30,
5, 32, 27, .30, 40, 42, 52, 48, 49, 37,
48 39, 26 54, 47, 49, 38, 26, 27, 49,
47, 49, 32, 51, - 49, 33, 47, 55, 25 28,
37, 36, 44, 33, 48, 34, .29, 37, 39, 40,
50,- 30, 55 48, 3, 3, 27, 53, 28 52
47, 35, 46, 48, 32, 29, 34, 49, 47, . 53

The roprcscntatmn of the data in Table-2.1 do not provide us any uscful
informatiqn and may confuse us because of its large size. To condense these.
mass of data we used to prepare a table usually called frequeney
distribution which describes the pattern of the observations throughout its
range.

Let us consider the marks as varialbe x. The above data are called raw data
or ungrouped data. The condensation of the data without losing any
information of intcrest is given in Table-2.2

Let us arrange the datain ascending or descending order of magnitude which
is commonly termed as array. But this does not reduce the bulk of the data.
A better representation is given in Table -2.2

A notation (/) which is usually called tally mark is pu't against cach valie
of the variate x, when it occurs. Having occured four times, the fifth
‘occurance is represented by putting a cross tally (\) on the first four tallies.
The technique facilities the counting of the tally marks at the end. The
total numbcr of tally marks is known as frequency corroapondmg to the value 7
of the vanablo ‘
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Table -2.2.
Fte;:luency distribution of Marks of 100 Students.
Marks Tally -| Frequency| Marks Tally Frequency
g Marks : Marks
5 11 3 a | 6
2 11/ 3 12 1/ 2
27 /" - 3 3 W -3
28 // 2 H“ - 3
-9 /] , ik 45 /4 2
.30 111 4 % | - 2
31 -0 47 TR 6
32 TN 7 18 Vas Y14 6
.33 // 2 19 TR/ 6
34 /! 2 30 /17 3
% ¥ 1 Sk 1.
36 /1! 3 52 /17 3
37 /11 3, 33 /11 3
38 T 5 4 TN 3
39 - 3 35 // 2
40 /1! 3

In the Table -2.2 the frequency of the mark 38 is 5 i.c. 5 students got 38 marks.
This representations, though better than any_array does not condense the
data to a great extent. Instead of considering the frequencies for cach value

of x, we can obtain the frequcncxcs for a certain interval of marks, say, -

25 < x <29, 30 < x <34 and so on. These intervals of the variable x are known
as the class intervals of x. The lowest value of a class is called lower limit
“and the highest value of the same class is called the upper limit of the -
class interval. The diffcrence between the upper-and lower limits of the
class is called the length of the class interval. The average of the lower and
upper limits of a class interval is called the mid value of the class interval.

The ]owcr I|m1t upper limit and the mid-value of the ¢ s interval

e Lo .25+29 o
25<x<29are 25,29 andf—é—-‘z 27 respectively.

When either the lower limit of the first class interval or the upper limit of
the laﬂt class interval or both are not specified, it i< called opcﬁ class
interval. Open class intervals are somctimes seen in the erqucncv
" distribution of ages.

ry
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The raw data in Table-2.1 may further be condensed in the form of Table-2.3

Table-2.3
" Frequency distribution of marks of 100 Sh.ldents

.

Class Interval of ' Tally Marks " Frequency

Marks l

25—29 N TR /17 : 13
30—34° IR Y TIN 15
35—39 I TS 15
40— | R R 16
549 | TN 2
3054 ML I PN 1 17
35—59 // : 2

- The frequecy distribution  in Tablc-2.3 is usua]ly'ca‘llcd discrete frequency
distribution. .

If we deal with a continuous variable, it is not possible to arrange the data
in the class intervals of the above type. Let us consider the distribution ot
ages. If our intervals are 25—29, 30:-34, then the person in the ages between
29 and 30 years can not be taken into consideration in such a case. To avoid
this difficulty we may form ‘the continuous class intervals with
mrrvkp(mdme7 hvpothctlcal frequencics as given below

_ Table -2.4
Frequency Distribution of Ages

Class intervals R K ‘Frequency

2 (Age in years)
25—30) 2
3035 5
35—40 9
40—45 10
15—30 6

G 50—535 3

gnstruction of a Frequency Distribution : Following are the steps for the
onstruction of a froquoncv distribution. , e s .

1) Find out range by subtracting the lowest value from the highest value
of the variable x.

2), The numbu of class intervals should noét be too large or too small,
usually it lies between 5 and 20, considering the practical situation. Having
fixed the number of classes, divide the range by it and the nearest integer to
this value gives the length of class interval. The class mtor\' 1s should be
-vxhau-tl\g mutually (‘\L]l]'—l\t and uxuaHv of cqual Icnb{h

|@
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3)  The table will have three columns having names—class interval,
tally marks and frequency. The first class interval will start with the
smallest value and continue until the interval with the highest value of the
givc'n series of data is rcached.

4)  Give tick mark to each of the values of the original table of raw data
and put tally mark against the appropriate class interval. Thus exhaust all
the values one after another. In case of continuous frequency distribution, the

variable, x should follow either lower limit < x < upper limit or

lower limit < x < upper limit. The' former of the limits is usually
considered. - i

5} Count the number of tally marks corresponding to cach class interval
and write the result in the respective frequency column. For example see
Table -2.3.

4 Graphical Representation of Frequency Distribution

Graphical representation of a frequency distribution is more effective than,
tabuler representation, being casily understandable even to a lay-man. -
Diagrams are essential to convey the statistical intormation to the general
public. It also facilitates the comparison of two or more frequency
distributions. ’

The following types of graphs are generally.used to represent the frequency
~ distribution : ‘ '
i) Dot frequency diagram.
ii) Histogram.
iii)  Frequency polygon.
iv) Cumulative frequency polygon.
v) Cumulative frequency curve or ogive.
i) Dot frequency diagram : In this diagram, we represent variable along
x - axis and a dot along y-axis represents an observation. The number of dots.
corresponding to a certain value of the variable is the frequency of that

value. Dot frequency diagram of frequency distribution given in Table-2.2:s
shown in Fig. 2.1 ’

h |
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: Fig.- 2.1 Dot frequency diagram.

Mﬁstogr&m In drawing histogram, the variable, expressed in continuous
class intervals, are represented along x-axis and-the frequcncxcs alon%
y - axis. On each class interval draw rectangle whose area is proportional
to the frequency of the ccrrospondmg class mtcrvau For equal class intervals
the height of the rectangle is proportional to the frequency of the
corresponding class interval. For unequal class interval, the height is
proportional to the ratio of the frequency to the length of the class The set
of adjacent rectangles so constructed constitute the histogram. To draw
histogram from an ungrouped distribution we have to assume the'

N h h . i

interval (x - '7—) to (x +?) where his the jump from one value to the

next. Similar modification can be carried out in classes of discrete frequency
A . . h . h

distribution. In thatcase, the class interval, becomes { 1 - 7 to {u+s

where 1 and u indicate lower and upper limit of the class and h is the jump
~ from one class to the next. The discrete froqucnn distribution given in
"Table- 2.3 can be arranged in continuous frequcmy distribution as in Table-
25!

Table-2. 5 s
Continuous frequency distribution of the marks of 100 students
: ‘ Mid Cumulative
-Classrlntci'\'al of markﬁ R Frequency frequency.
245295 2 : 13 g3
295345 ° 32 . 15 <77 28
345395 -} . ¥ 15 ; 13
39.5—44.5, T 42 16 39
#5495 - Y| 7 » 8l
495543 . 52 17 8
535-395 57 sl 100

o
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The histdgréh’: corresponding to Table - 2.5 is shown in Fig. 2.;'
, g ‘
50, '

frequency

10 %

Fig. 2.2 Histogram

“Histogram is a very popular graphical representation of the fre,quc,ncy
" distribution and is widely used.

A graph which is almost similar looking like a histogram is known as bar-
diagram which may confuse a beginner. In bar diagram, different time
periods or categories are represented along x - axis and their corresponding
values -are represented along y - axis. A bar diagram differs from a
histogram in the following points :

a). Histogam is used for continuous frequoncy distribution whorcas bar-"
diagram is never used for that.

b)  In histogram the area of a'fectangle is proportional to the frequency.
whereas in a bar-diagram the height of the bar is proportional to the valut,
of the corresponding time pefiod or category. .

©)  The rectangles of a histogram are adjacent whereas the (ectangles of a
bar—chagram may or may not be ad]acent '

Frﬂuency polygon : In frequency polygon the mid-values of the:
continuous class intervdls are represented along x-axis.and the frequencies’
corresponding to the class intervals are represented along the y-axis. The
class frcquencncq are plotted agamst the m1d-valucs of the respective class:

&, o
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'

intervals. These points are then joint by stréighl lines one after another.
The first and the last points arc then brought down at cach end to the x-axis
by joining it to the mid-value of the next out lying interval of zero frequency.

The polygon thus obtained is called frequency polygon. Frcqucm y polygon of
Table- 2.5 is as glvon in Fig. 2.3.

Y

3.
- . r - ¥

\ P
ﬁg 2.3 Frequency polygon

)((Cumulahve frequency polygon : In cumulative frequency polygon the
uppcr limits of the coptinuous class intervals are represented’in x-axis and
the cumulative frequencies are represented to the y-axis. The cumulative

frequency means the cumulative total of the trcqucncws starting from the
lovs.cst class.

A cumulative frequency polvgon is always non-decreasing but may be
parallel to x-axis. :

"v) Ogive : A tree hand curve to smooth a cumulative frequency polygon is
called an ogive.

give.

Cumulative frequency polygon

Fig. 2.4 Cumulative frequency polygon and ogive.
g vy 4
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\/{ requen ' :

If the number of observations are large and the length of class mtcrvais can
be reduced, the frequency polygon will provide a smooth curve usually
~called frequency ;:_urve.

Following are th@iffernt types of frequency curves. , 4

i) . Symmetrical curve.
ii) Moderately asymmetrical (;r skew curve.
iii) .Extremely asymmetrical or J-shaped curve. . el
iv) U-shaped curve. |
\/_ymmetncal curve: A frequency curve is said to be wmmutncalwc N
frequency at the mnd-posmon is maximum and the rate of decrease from the

peak “of the curve is same in both the sides. Evidently it follows that if it
can be folded along a vertical line, the two halves will coincide.

1

" Fig. 2.5 Symmetrical curve.
ii) Moderately asymmelncal or skew curve: A fruqucmy curve is said to be
skew if it lacks in symmetry i.e. the rate of decreasc from the peak point of
the curve in both the sides are not equal. If the rate of decreament is rapid
on the left side giving a longer tail at the right, we get a positively skew
curve. For reverse c.asc, the curve is said to be negatively skew.

Distribution of age of marriage follows a positively skew type of curve.

13
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r
.

Fig. 2.6 (a) Positively skew curve. Fig. 2.6 (b) Negatively skew curve.

iii) Extremely asymmetrical or J-shaped curve: A frequency curve is said to
be J-shaped if the maximum frequency occurs at one end of the distribution.
If the maximum frequency occurs at the left end, then it'gives a positively J-
shaped curve, The distribution of wealth is usually represented by
positively ]-shaped curve. ' L '

-
-

Fig. 2.7 (a) Positively J-s.hapcﬂ Fig. 2.7 (b) Negatively J-shaped
: curve. ' curve.
iv) U-shaped curve: A frequency curve is said to be U-shaped if it looks like
the letter U. In this type of curve, the maximum frequency occurs at both end -
of the distribution while the minimum at the middle, -
The distribution of human death follows a U-shaped curve.

¢ . Fig. 2.8 U-sha pvd' curve,

1§ -



‘3. MEASURES OF LOCATION

3.1 Introduction

In a representative sample, the value of a scries of data have a tendency to

cluster around a -certain point usually ‘at the contre of the series. This |
tendency of clustering the values around the centre of the'series is usually

called central tendency. And its numerical measures are called the measures

of central location. :

3.2 Characteristics of an Ideal Measure of Location ‘

1) It should be rigidly defined.

2) It should be readily comprehensible and ecasy to calculate.

3) It should be based upon all the observations, '

4) It should be suitable for further algebric treatments.

3) It should be affected as small as possible by samplmb tfluctuation.

leferent Measures of Central Lccahon -

There are ﬁve dlffcrcnt measures of central location:
i) Anthmetnc mean or Mean.

ii) Geometric mean.

iii) Harmenic mean. .

iv) Median. ’

v) Mode. "

sum of all observations divided by the number of obserwgtions e.g. the

arithmetic mean or mean  x of n ungrouped observations x;, X Xn is given

n = 2
_ + X3 +eeneene X 1 :
by T et Rttty A TR
) n n : s
i=1 .
-Example 3.1 Find arithmetic mean of2,5,7,9, 4and 3
) . P - 245+7+9+4+3 X Y 3
Solution : The arithmetic mean, x = : e = ? =02

In case of frcqucncy;distributi(m’ (grouped-data) as given in Table -3.1,

S
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‘Table-3.1
Observation frequency
§ X] - 7'.- ‘ f] 3
X3t f2
. Xk fi
k
_Z,fixi Et xl
—_— iy + Xy +tfixk i1 L =
the arithmetic ‘mean, x = e fku‘:-—-—- mae— e 3.2y
B S G ; k n :
" ) ¥ 5_'-[:l
£
_ K
where n = Xf;
izl !

In case of grouped or continuous frequency distribution x;'s are taken to be the
mid-values of the intervals. :
The method of caleulation of mean in (3.2) is known as direct method,
Short-cut method: In this method, we can show the effect of change of
scale and origin of the actual data. If x; and f; are large the calculation of
x by the formula given in (3.2) is time consuming and tedious. The
calculation can be simplified by taking the deviations of the given values
from .any arbitrary value A, origin and dividing by h, scale which is
generally the length of cla-;s interva se¢ of grouped frcqucncv

distribution. We define a new variate,

or,x; =hu;+ A : . i : ' sty mie 43:3)
with the help of (3.2) we get

S i 5
—  Fflua+A)Y o (3.4)
e Sl — h A F oo gyt e soemietd s
¥ =y T .

which’ sh(ms that anthm‘utu mcan is dcpcndont on chan},c of unhm and
scale. .

1§
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,'ﬂ;—_——-—' " . - )
Example 33ijdl arithmetic mcan[by Eirect Ias well asishurt—cutimcthod

“Frdm the frequency distribution of wages with class interval of two Taka
cach from the following data of dally wages received by 35 labourers in a
certain factory.

Class Interval of wages Number of labourers
(Taka) ~ f,
11213 ; 3
13—15 4
1527 ——— "5
1719 SR B
- 19—-21
2123 _ £ =
23—25
Total el 3%

Solution : Calculatinn(arithmctic mean by both the methods.

Table-3.2
Class Interval | Numberof | Mid valuc of New variate
of wages | - labourers classInt. | fix; X8 Ry
(Taka) f, 3 SRR g ¥
- § -9 .- 12 % -3 9
13—15 4 14 % a2 5
1517 5 I I L 3
1719 0 184 180 “\ o .| 0
19—21 6 20 120 Yo bl - g 6
21—23 4 2 88 3.8 1 B.|
2325 L A 7 3 | 9/
"Total % : _ 632, \ /J\/
: i
%ﬁeﬂ method : 33 i ‘2
= }:,f,x, 632

Arithmetic mean, X = SE i =18.06 TK. (app).

15.
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o/ﬁ)oﬂ-cul méthod. ) ;

nthmetlc mean X=hu + A, wherch = Zand A=18
Now we calculate " --:,5 =0.03. [L\ ~£& 1

Therefore, X =003x2+18= 18.06 TK. (app)

Hence the mean daily wages = 18.06 TK. (app) is obtained from both
the mothuds

\/ erty 1: The sum of the deviations of sct of obqorvatmns fmmthorr
. k- e
arithmetic mean is zero, i. e. 2filxi- x ) 0 ; ’a.rmfi‘.a? L W

e

Proof: Let x be the mean of x; w1tl'rfré_qumc1cs_f,- then : z ﬁ W\Lu ?n -y
' k | k-
Ef;(x. x)«fo,- x 2‘,{ = x —nx =0, wheren = Xf;
-*.—‘_—\“\ e i=1

-

i

Proof: Lctus cons:der N constant obervahons which are ; SI¥, tn LH_E 'FS‘IM

- ')L = -
\)V ,_L NAV_A N —)ﬂ‘,) NN = %A%\

ope 3 The sum of the squares of the deviations 15 of a set of observations »
P 5q

is minimum. when t iati re taken about thc arithmetic mean i, ¢. -
k ' = .
" weare to show, Y f; (x1 A) > Zf, (x1 & X ) 'whcrc A is any arbitrary ' -
constant. - * o |
- Proof: Let x be the arithmetic mean of a ¢ct of nborvatmna \; with .
frequencnes fi, also let A be an arbitrary value, wehave, . . \P:
ok, T mﬁ‘—'—'——'. - e .

Z,f (x; - AL) 'Zﬁ(x; \§+ x**A)2 . " p ,%\Rk\/
Ko | ' k- L

= Bfitxi - -"_’2* n (ﬂiz)+,2 Cx A Zfi Oz x) -
N . - S -'7».: / . ‘ - -
third term vanishes due to property 1. Hence we get,

SE(xi- A)? = Tf(x; -7)2 + E(’_T__-_;_})z Asn( x - A_)2 isa positivg ﬁuantity
k kK o e S P

2f (x~ A¥> Yfi(x; - x )2 Hence proved. ' ;

- (€]
2%



.Demerits ;

Mecasures of Location

in of the composite scrics). If ?(i =1, 2,...k) dre

means of k series of sizes n; (i = 1, 2,.eveveeeenes k) respccuvely, then the mean

X of the comp(mtc series obtalned | by the formula. .

n1x1+n2x2+ ..... + N, Xp

><I

My N4+ Nk

I’mof Letx;;, X12, -+ xlnl bcn] nu TS in the f:rst xncs ’*zrr Xp, + - XoNp beny
numbers in the second series and so on Xips xk,) = xknk be ny, numbers in the kth

-

scncs By the, fomula given in (3. Nwe have,

\ —

i x +x F oo A X 3
12 qu/,

i’ x‘_1 =
S =" X9yt Xgpt . +x2n r : R .
X o= and soon .

=
¢

— XgjF XigF e+ Xppy
x =

L Sesar PR

. a

The arithmetic mean X of the composite serics of size NNz - +1y is give by

- (X174 Xqp e F XqNqy 4 (X974 X994 oo FXoNgy 4o (kg Xk T e + Xy )

= % ]
Nyt Ny 4wt Ny
% o= ,._—X-
. N “k i ; ; .
_ _ Y Z"”‘ s <] ;

DXy tNy Xg o wcccasmsbserovsnd « +nk'x'1? i B 1 3
= AN M+ i, + N

U
g :
Merits :

M ltis ngldlv defined and casy to calculate.
(2) It is casy to understand and casy for algebric treatment.
(3) It-takes all the observations into account.
(4) Itis less affected by sampling fluctuation.

» (1) Tt is affected by extreme values.
(2) It is lmpomblc to calculate i the cxtn_mc classu of the frequency
distribution are open.

i
(3) The value of the arithmetic mean mayv not ocgur in the series.

R
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. Y
Egggmgg% The geometric mean of a sct of n non-zero pocm\e
" observations is the nth root of their product. Let X;, X2,..:Xpy D N NON-ZETO

positive observations in a series of data.

1
Thus the geometric mean, G={X1 X X3 XevsicsionX Xp)R S LR e (33)

For example, the geometric mean, G of 2/ 44nd 8is.
1 1< L
(2x4x8) 3=(643 =4 (1

The calculation may sdmetime be simplificd by taking logarithm , that is,
n :
1 o
log G = ~llog x, * log X+t l0g Xpl _ Tlog xi W e (3.6)
n .
* Thus log G is arithmetic mean of log x; 5. The antilog of log G will give the
value of G. If the observations are given in frequency distributian (grouped
data) as given in Table 3.1, then the geometric mean is given by,

‘oo R g k .
G (x] M IS S, )n I R e 3.7)
k | |
1 : ’ ;
Hercalso, log G == 2f; logx; ’ o R
i=1 .

Thus the value of G in a frequency distribution can also be obtained by
considering x;'s as the mid values of theclass intervals.

\%Eﬁmple 3.3 Find geometnc mean of the frequency dlsmbutmn given in

Example 3.2
Solution : ‘Table-3.3
Class Interval 1 Number of Mid values of
R of wages Labourcrs class Int, log x; f, log x;

(Taka) . f; % g ' '
=8 3 12 10792 | 3237
1315 - 1 " 1.1461 45841
15—17 5 |7 . 12041 6.0205
17—19 10 , 18 12333 12,3330
19221 - 6 N 13010 | 7.8060
21—23 4 . 22 | 13424 | 5369
9395 - 3 2 13802 | 1.1406
Total kS o 437117

29,
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e . BINT e PR
. “Weknow, lIpg G = 5 =1.248 b . K‘ b O
Therefore, G =17.74 Tk. (ap o V\'\(\ ‘
e -
Merits :

——T7 It'is rigidly dofined.

2) It takes all the observations into account.

¥

3) Itis not affected much by sampling fluctuation.

4) It gives comparatively more weights to small observations.
Demerits : _ ; ‘
/—.-’-(n‘ . . g o 4 . i
. 1) Itis difficult to understand and to calculate for a student with less -
mathematical knowledge.

2) dtis impossible to calculate if the extreme classces of the frequency
distribution are open.. ‘

3). The value of the geometric mean may not occur in the series.
.

Uses : Geometric mean is mainly used—

1)

to calculate averages of ratios and percentages ;

for the construction of index numbers.

#1) Harmonic mean: The harmonic mean of a sct of n non-zero observations

X1, Xp.......Xn in a series is the reciprocal of the arithmetic mean of the

reciprocals. ~
. i 1 3
Thus the harmonic mean, H = T S Rk s e T et n e e (3.9)
L nlx ! :
\)%r example, the harmonic mean ¢4, 5and 9is >
—_— :

1 i Y 1
H=". - = ~— = = 5.35 (app)
il vy B 2 =(.2500 %+ .2000 + .1111)
3 (4“ ; 9) 3 _
)l' \\ :

In case of fri‘quoncy: distribution given in Table 3.1.

1 ) k 3 : ¢

H==——wheren=2f, .. (3.10)

e Lo K i=1 : T
n“x :

x.'s mav be considered as the mid-values of the class intervals

2B, ,
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Ex. e34 Fmd the harmomc mean of the frequency distribution gwun in
. Example 3.2. o S B
Solution : Table-3.4
Class Interval Numberof | Mid valucs of 1 f;
of wages (Taka) | Labourers (f) | class Int. (x;) X oy
11—13 3 12 = © 0833 2499
13—15 4 14 0714 2856
15—17 5. 16 _ 0625 3125
17—19 10 18 0556 5560
19—21 6 20 0500 3000
21-23 4 2 0455 2176
. 23—25 3 24 0117 1251
Total 35 :t 2.0467
1 N

7 The harmonic mean 7555+ 7 0467) = 50167 = 17.10 Tk. (app)

. Merits :

=35

D Itis ngldly dcfmed
2) It takes all the observations into account.
3) ltis not affected much by small observations.

Dements

1) Itisnot easy to understand and dlfhcu!t to calculate.

2) It is impossible to calculate if the extreme classes of the frequency
distribution are open.

3) ’ The value of the harmonic mean may not occur in the series.

Uses : The harmonic mean is used when the obscrvanon are o.,\prcsscd
s e . " &
interms of rates, speeds, prices etc.

Relat:onshlp Between Amhmehc Mean, Geometric Mean and Harmonic

~ Mean.

i

\@J.I For two non-zero positive' observations AH=G? where
' = Arithmetic mean, H = Harmonic mean, and G = Geometric mean. :

Pféof.'Lct the two obscrvations be x; and Xp

1 , 1
C =(x;x2) Tand H= =

]('l 1_
2\ x i )

A

X%
Xp+X2

thon A= 2

s
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7 (X-l +. X2) b(])(z

Therefore, AH = P EEETIETS Rl =G2, chceW

eorem 3.2_For n non-zero positive observations,

Arithmeti¢c mean > Geometric mean > Harmonic mean.

G arc as defined in Theorem 3.1 and d; = x;-A.

" 3 J
we know, G = (X7 X X9 X..... X xn)"

. n
, 4 1
Taking logarithm on both sides, we have log G = — 2L logx
, i=1

I 12 a.
=;210g(Ai;d.-) = ;EIogA (1 + -A—')

. 1R d.
= log A,+;E] log (1 +EL) :

»

. d « d -
Expanding log (1 + K‘) in ascending power of .P% by Taylor's expansion

method and avoiding 3rd or more power ‘we have,

DTS (- T
Therefore, we get, log (..='ng Atola - 72 g R
R (“"A)
= log A + 0 - a-positive quantity

s~ logGslogAorA 2G . l es e A3
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Again we know
1 11 1 1) 1 1 ' xl)l>l
HE x1+.x2+"'”'+x'_n P-4 nx)ax ....... = n_.c

~G2H _ e (312)

combin_ing’(ll'l) and (3.12) we have, A2 G > H. chcc pm_\"ed_

The equality holds when all x's are equal. For example, for a set of
observations say, 5, 5, 5, 5, the arithmetic mean, the gcumunc mean and the
harmonic mean give the same value equal to 5.

\@_ﬁ_ejhm The median is defined as thc middle most obscervation when
e observations are arranged in order of magnitude. ' )

For ungrouped data when n is odd, the middle most observation i. c. the

(5

) th observation will be the medlan in the seri

\/_

Lo @sﬂ"’fmnnﬂm’“‘r'

' ‘Again when n is even, the median will be the arithmetic mean of :Z-th and v

n e e o W/LWM'/\
(:4— 1 ) th observations in the scries. o L \3"/}'1

Forexample, the median of the observations 3
aandthemt:dlanofil—S 9,5,7,13,i.e. 13,11, 9,7,5,3,is
9+7 o o

—5—=8.For groupcd frequency distribution the median is gwm by

NTE]

-F

Me—L+ 3

X<;

where, L = the lower limit of the median class (delan class is that class

. n
which contains 5 -th observanon of the scncs) <

N = total number of observation ;
F=cumulative frequency of the class just preceeding the médian class, .
f=frequency of the median class, and ' .

cf=lc.ngth of the median <lass.

10,4321 0,10, 7,5, 3,2 is
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Example 3.5 Find median from the frequency distribution gwon in
Example 3.2. :

Solution 8 Table-3.5
Class Interval of wages - Number of labours Cumulative
{Taka) - fi (frequency) frequency
11—131° ’ 3 a4
1315 P —<— 7 :
: A\ )
= é;_'({- ( 5 2 F
17—19-» 10 fF( 2
8 Du g
1921 . 6 D 28
21—23 4 3
2325, - T %

E toag
Here n = 35, (17—19) is the median class i.e.ED- th is 17.5th observation lics

in that class. ‘
. e 2

; 17.5=12 - -
Therefore, Me=17+ x 2=17 + 1.1=18,1 Tk.

10
Merits :

1) - Median is rigidly defined _

2) ltis casily understood and casy to calculate.

3) Itis not all affected by extreme values.

4) ltcan bc calculated from frcqum,ncy distribution with open end.

Demerits : : _ .
1) In casc of even nﬁmber of obscrvations, median cannot be defined
exactly.

2) Ttis not based on all thc obsu’vatmns
3) Itis not casy for algcbric treatment.
4)  Itis affected much by sampling fluctuation.

: The mode is that observation of thl. ‘variable for which the.
frequency is maximum. ;. ‘
For example, the mo_de of the observations 2, ':":/9 3( 3,5is 5.
For gru()pcd frequency distribution the mode is given by,
TR ME

o A+ Ay
7 o
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where, L = the lower limit of the modal class (modal class is that class for

which the fr uency is ma)umum)

A;.=the dlfferences betwee.n the frequency of the mudal class:and prc-modal
class.

~

‘A, = the differences between the frequcncy of the modal class and
‘post-modal class,

‘and c = the length of the modal class..
‘Example 3.6 Find mode from the frequency distribution given in Example 3.2.

Solution s Here the modal class is (17—19) because in that class the
fmquenccy is maximumi.e. 10

5
Therefore My=17 47—

5a x2-17+111-—18]1TL (app)

-

Merits : ‘
.1 Modeis easy to understand and easy to calculate.
© 2) Itis not at all affected by extreme valucs. :
3) It can be calculated from frequency distribution with open class.

Demerits : . : o ‘ R

1) Mode is not clearly defmed in case of bi-modal or multlmodal

.

dlstnbutlon i ‘ 1
2) Itis not based on all the observations.
3) It is difficult for a]géb‘rii: treatments.

4) ltis affected toa great extent by sampling fluctuation.
Lo

U
‘)(,ﬁ Other Measures of Locatlon 5 gucamles‘ Deciles and Percenhlgg

Quantiles are those valuessin a series which divide the total frequency into
number of equal parts when the series is arranged. in order of magnitude.
Some important quantiles are quartiles, deciles and percentiles.

2 £ v
Quartiles are those values which devide the total frcquéncy into four 'e‘qual
parts. The value of the quartile having the position mid-way between the
lower extreme and the median is the first quartile and " is denotéd by Q; and

. that between the median and the upper extreme is the third quartile and s
denoted by Qs. Tho median is thus one of the quamles and is denoted by Q 5.

Fora gruupcd froqucncv d tat nbuunn the ajnarulcu are given by
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;™ ug_ﬁ.'
/ =L+ xc;  i=1,2,3.

where,. L;= lower hmlt of th<, ith quamlt. class (lth quartile ciass is that

iX
clas-; which contams the -ﬁ'-'th nbscrvatlon)

n = total nimber of (_)bscr\'atmn

Fi = Cumulative frequency of the pre-ith quartile class
fi = frequency of the ith. quartile class, and

c=length of class interval of the ith quartile class.

Deciles and percentiles are those values which devide the total frequency
‘into 10 and 100 equal parts respcctwclv The median is the 5th decile, D5
" and 50th percentile, Ps.

For grouped frequency distribution, the deciles are given by
jxn
. Fj

xgl - ELESE... 8

5 q: ]_,] ¥
where, L lower limit of the jth decile class, (jth decile class mnmlns thc'

]Xn . R
ENE thobqervanon),

n= total number of observation ; ' T iR, i
F; = cumulative frequency of thc pre-jth dccﬂe class
fj = frequency of the jth decile class ; -
) and ¢= l(.ngth of class interval of the jth decﬂe class.
For grouped frequency distribution thc percentiles are given by
\/V kxn . "
100 “F

P =L + X¢; - K =128 e 99,

wher¢., Lk = lowcr limit of the kth percentile class (kth PLI‘Cth]L‘ class is

(kxn)
that class whuh contains the —To—th observation) ;

. n = total number of observation ;
Fy = cumulative frequency of the pre-kth percentile class ;
fi= frequency of the kth percentile class, and
¢ = length of class interval of the kth pcrcenhlo class N\

Example 3.7 Find a) first and third quartile b) 7th decile and ¢) 62th
pereentile from the frequency distribution given in Examp]o 12

Soluuon a) (1 -»—] 7)is thu tirst quartile (Qy) class bmauso

S r K 9

i
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35
Zth = -4—th; 8.75th observation lies in that class.

7
Herlce:,Q1--1:,+8 2 7x2 15+0.7=157Tk.

3n
" (19—21) is the third quartile (Q3) class because Th 26.25th obscrvatmn
lies in that class. G

26.25-22
Hence, Q3 19 +—-,—

T——X2=19+1.42= 2042 Tk. @app)

: ) n
b) (19—21) is the 7th decile (D7) class as -]'()-th=24.5 th observation.
lies in the class. , '

245-22

Hence, D7 19+6—x2~19+083—1983Tk (app)

: S62 X
c) (17—19) is the 62th percentile (Pgo) class as -—]W'th = 21.7th ¢

observation lies in that class.

21.7-12
Hence, Pg; =17 =T X. 2= 18 94 Tk. (app)

3.5 - Graphical Determination of Mode and Quantiles

The value of the mode can be determined graphically from the histogram
with equal length of class intervals since the value of mode lies within the
tallest rectangle of the distribution. The methéd uses three adjacent
rectangles of the histogram with the tallest in the middle. The mode is the
abscissa of the point P at which AB and CD ‘intersect. (See Fig. 3.1)

Y
104 A—C

s — — — — — —

11 13 16 - A 19721 23 25
Fig. 3. 1 Determination of mode graphically

A
vy

3
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For finding the values of median and other quantiles graphically, we are to”
draw a cumulative frequency polygon or ogive. To determine the value of

L i . : n :
the median we mark a point along the y-axis corresponding to 7 From this

poinkt we draw a line parallel to the x - axis and m'ark the point where this
linc intersect the curve. Then a perpendicular is drawn from the point of
intersection to the abscissa. The distance between the origin and the foot of
the perpendicular gives the median.

For finding the value of Q; and -Qz, we take points on the y-axis

n 3n
corresponding tozand 7= respectively and proceed as above.

e — — — — — —

Qq Me 03‘ X
Fig. 3.2 Graphical determination of quartile
This method is applied for determining other quantile values also.

3.6 Emperical Relationship Among Arithmetic Mean, Median and Mode

For modcrately asymmetrical distribution, the emperical relationship
among the arithmetic mean, median and mode is,

Arithmetic mean—Mode = 3 (Arithmetic mecan—Median)

For a positively skew distribution the relative position of arithmetic mean,
median and mode is shown graphically in Fig. 3.3.

3
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]

o MO  ME MEAN

Fig. 3.3 Relative position of mean, median and Mode'in a positively skew
" distribution. '

For negatively skew distribution the relative position of mean, median and
mode will be reverse. For a symmetrical distribution mean, median and
mode coincide. : '

P



4. MEASURES OF DISPERSION

4.1 Introduction

Measures of central location give us an idea of the concentration of the
observations about the central value of the - distribution. It is equally
important to know how the observations of the variate cluster around or
dispersed away from the central value of the distribution. Let us consider
- two groups each of 6 students with their scorcs in a particular examination.

— L
Gr—1 48, 50, W s o9 %
Gr—I1 *1, 2" 100, 99, 98, 0

The arithmetic mean for each group is 50. It is very much apparent from the
data that the first group consists of average or near average intelligent
students and the second group is made up of very bright and very dull
students. Graphically the above phenomenon can be shown as below :

Fig4.1 Comparison of dispersion of two distributions,

It is evident that the distribution A and B have the same arithmetic mean

x , but they differ in variation from x . Such variation is usually called

dispersion. Measures of dispersion give the degree of scatterness about the
central location and thus giving mcasure of var1ab11tty or lack of
homogcmety of the data.

4.2 Characteristics of an Ideal Measure of Dispersion

Following are the characteristics of an ideal measure of dispersion.
1) It should be rigidly defined.

3B



2)
3)
4)

5)

An Introduction to The Theory of Statistics

It should be easy to calculate and easy to understand.
It should be based on all the observations. '
It should be amenable to further algebric trecatments.
It should be less affected by sampling fluctuation.

.43W

Following are the measures of dispersion :

a)

s

N

Absolute measures i e
Range. - 2. Quartile deviation.
Standard deviation. ! 4.  Mean deviation.

Relative measures . :
Co-efficient of quartile deviation. = 2. Co-efficient of variation.
Co-efficient of mean deviation. '

Absolute Measures of Dispersion

_ll.lk/ange: 'Rangé is- the difference of the highest and the lowest

obscrvations of the distribution.

The range is 52-48=4 for group 1 and 100-0=100 for group 2 of the students
given above. ‘ '

Merits :
1
2)
3)

+H

Itis the simplest measure of dispersion, -~

It is casy to calculate and casy to understand.

It is based on the extreme observations only and no dctail
information is required.

It gives us a quick idea of the variability of the observations
involving least amount of time and calculations.

Demerits :

It is a crude measure of dispersion as the two extreme obscervations

)
' .may be subjoct to sampling fluctuation.

2) It would be misleading if any-of the two extreme values has very
high or low magnitude. '

3) It cannot be calculated if the extreme classes of the frequency
distribution are open.

Uses of Range :
1) Itis used in measurement of share market fluctuation.
2)" It isalso.used in statistical quality control work:

q



Measures of Dispersmn ‘ ?
ile Deviation or Seml-mlerquamle Range ,
artiles divide the observations into, 4 equal parts when the obscrvations

are arranged in order of magnitude. Median which may be denoted by Q is
the middle most observation and Q; and Q, are the middle most observation
of the lower half and the upper half respectively. Therefore, Q;-Qq and
Q3-Q; give us some mcasures of dispersion. The arithmetic mean of these
two measures gives us the quartile deviation or semi-interquartile range,

denoted by Q.
- + - -—
Thatis, Q= 2= Q1) 2(Q3 D . Q;2Q1 s AT
‘ . Example- 4.1 Find out quartile deviation from the following frequency
distribution.
i Variable Frequency
0—5 2.
’ . 5-10 T *3
10—15 : 7
15—20 ' 13
20—25 2
25—30 16
30—35
35—40

Solution : We can obtain the quartile valucs casily as
Q; = 1683, Qy = 225 and Qy = 27.58

.~
~ 10.75
Therefore, Q = 93-5—(2—1 === 5.375

Remark : Quartile deviation is definitely a better measure than the range
as it makes use of 50% of the data. But since it ignores the other 50% of the
ot be regarded as a reliable mdasure,

tandard Deviation : The arithmetic mean of the squares of the
e ey
,dcnatmm of the given nbsur\ ations from their arithmetic mean is known as

\ariance. Tho pukm\'v aquarc root of variance is the standard deviation.,

3
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If xi, X, s i X, be n observations of a vaﬁaﬁlc, tflcn standard deviation is
- | .
defined by s = = I (- x )2 . (42)
1= il y

In case of frequency distribution or grouped data

_lk. =
s=A = Thog- xR | : 5 o TAE)

k

-wheren= ¥ fand x isthe arithmctic mean of the distribution. «. -

" Working formula : The quantity ¥ (x; - "x 2 is called the sum of squares

of x's:

n ‘n -
N()W, Z (Xi il _;)2 = 2 (Xiz = 2_;- Xi +_XZ)

n y n n.
=¥x2-2 x Ix+nx2=3¥x2-nx 2.

i

= B2 - —— - ‘- e ()
n . .3
The 2 ; T (2x) -
etermyx;? is called raw sum of squares and &5/ s called
) n

correction factor.

Proceeding as above in casc of gmuped data we get,

B (}Zt la) . ' k

2 x - X 2= Tf x2 - swhere $h=n. - .. (1.5)

Vo

. %
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Thus the working formula for standard deviation is given by,

e (6D

- K
s B 2
ZfL_ h% |, - . o
n = & whcrcln =3 f;; for grouped data ..l 4.7)

) %)\‘.' i

._"Ifhé(;rem 4.1 Standard deviation is independent on change of origin but not

of scale. )
Proof : Let xq, X5 ..... ... X} be the mid-values of the classes of a frequency
distribution and let f;, f5 ... ... f be their corresponding frequencies.
X~ A
Also let, u; = 5

where u;, A and h are changed variate, origin and scale respectively,

Now,xi=hu;+ Aor, Xx =hu + A

Putting the values of x,and x in the formula given in (4.3)

we have,
k * i)
Sy = 1 iy P = LR ot
X ;Eﬂ(hu,+A-hu—A) —n—;_tl(ul» u)
= Vh? 52, where s2; is the variance of u variate.
el et A S

showing that standard deviation is independent On change of origin but not
of scale.

Note: This method of calculation of standard deviation is known as short-

/Cut method while the earlier method is known as direct mothod.

~

/E ample 4 sleulate standard deviation trom the frequenoy distribution

X
« gi'\'Jn in Exampled. | by a) direct method and by short-cut mothod.

L2

33
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Solution : Let us prepare a table for calculation of standard deviation by
both the methods. T

Table -4.1

: . » Xi-22.5 A e

Class | Mid |Frequency fixj fixj2 = 3 | fiui | - fiuj
Interval| values f; “ .

17

0—5 235 2 "50 | 12:50 —4 | —8 kY)

510] 75 5 375 | 28153 3 | —135] %

10—15 | 125 7 875 | 109375 ~2 | =14] B
15—20 |. 175 13 2275 3981.25 —1 —13 13
20251 225. 2 4725 | 10631.25 g | o -0
2530 | .275 16 4400 | 12100.00 1 16 16
30—35 | 325 8 2600 | 8430.00 2 16 k?)
3340 |- 375°F 3 1125] 4218.75 3 9 7
Total | 75 1642.5] 4076875 —9| 193

a) Direct method From 4.7) we havc_

10768.75 { 1642.
&=\/ ’73 2 ( ”) =313.38 - 479.61

=V63.97 = 7.9 (app). ]

‘" b) Short-cut method : From (4.8) we have, o
Sy =3 5 -.0144 '
. =5%1.598 = 799 (app). ; JC/
{'/ oot Mean Square Deviation : When the deviations of the observations-are
- taken from any arbitrary value A other than x', standard deviation
reduces to root mean square deviation which is defined by
N |
§= ;zti (Xi'A) i . (4.9
k , ) l. 1,.'
where A is an arbitrary value and n = §i;, ‘ce“??’

X
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eorem 4.2 Standard deviation is the least possible root mean square

deviation i. e. root mean square deviation is the lcast when the deviations
are taken from the arithmetic mean. ' '

Proof : Let Xy, Xp, .. ... X are the values of k obscrvations with corresponding
frequencies fy, fy, -oe e fi. Also let x be the mean of the observations and A be

any arbitrary value.

K koo
"1 -1 o ——
We know, 52 = =36 - AP = ;Zfi {(xi- x)+(x -A)?

k k

=1;|:Zfi(xi- XP2+2 x AV TRG- x)+nl(x -A)Z}
]k

= =2fik- X )2 + 0 + a positive value

= s2 + a positive value

Therefore, s2>s2i.e. s’ > s . ‘ w55 (4.10)

Hence the theorem is proved.

eorem 4.3 For two observations, standard deviation is the half of the
Q range.

— X
roof : Let x; and x; be two observations. Then x = —'—( - ; xz),

—— : . . - -
where x is the arithmetic mean. Let s denote the standard deviation.

From (4.2) we have, s? =,],—[{ X1 - 0&_1_:2r_><_2)} 2 { 5 X + Xz)} 2}

A |

x;-x2)2 X2-%X7Y) 2 X1-X2Y 2
2.7 T2 =\ 2
Timre) I s B :

refore, s = '—-2-2 I Hence proved.

? \)@'e A4 The standard deviation of first n natural numbers is‘\"—-(n].,”-

o
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.
’

Proof : The n natural numbers are 1, 2, 3 ...... n. . ;
VIo00:

T+2+ ... +n_n(n+,1) n+1

Thcirmcan,_T= P T =3

nn+1)2n+1)
e

The raw sum of squares, ¥x2=12+22+ ... .+n?=

S X —, nm+D@n+D) - fln+ D],
We know, s? =ZT.‘ X 2 = 4

6

(n+1)(2n+1) (n+1) (n+1){2n+1 n+1
3 2

(n+1(n-1) n?-1
T angr Td2

.

Therefore, s =‘\' ’ n Honce pmved 067/

Theorem 4 51f x and s be arlthmcnc mean and standard deviation

rcspoctn-'ely of n n()n-neganvc observations, the.rl X V (n-1)e=s.

Proof : Let us consider x;, x,

2
’

, - Xp be N non-negative observations.

n _ " (;Xx)z

Weknow Sxi=n x andns?=y x2-

n

Since x{'s are non-negative, Ixjx; =0
i;tj

| Moy Dm | (Zx)
: Honce,_( X J

> Ix2 qubtractmg from both sides.
=l

1= i
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it . *fn .
we have, (nzxg) ’ - (z:l) 2 n ————

E)(iz ) n

1
or, (n )(n x )2 > ns?

or, (n -1),72 252

or,\}(n-'l) _x_ >s, Hence proved

Theorem 4.6 (Standard dev1atm. uf combined series) If n; and n; be the
number of observations, x 1 and x > be the means and s; and sy b(. the

standard deviations of two series, then the standard deviation s of the
combined series is given by,

2 2
nys;”+np sy mn  — — ]
= - X] - X )
® [ ny+ny (n1+n2)2<( 1 2 7

Proof : Letxy(i=1,2, 0o D) and le'(j = By I ny) are two series with
means X 1and x 2 and vanances ;2 and 592 rcspcchvc]v The mean of the

combined series is

—_ Ty X1+Ny X3 ) g
X = "

ny+ Ny i e " %

Letd;="x 1- X anddy;= x 2- X.
The variance of the combined series is given by

- 1 m . n . )
52:n1+n L G- xP2+ L (xg- x ) 7 : o (411
i=1 }:l ' Y

Now, I (x- X )2 2(xgi- X 1t -;1 Z 7)2

\ 4
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m ) .
=Z(X“‘ 'X] )2+1'II( X1=--X )2=n]s12+n1 d]z ...... (4.12)
) nj . ' i s
lellarly we get, T(xg - x x)2= N, s72 + ny.dy? . (4.13)

Substﬂi-tuting (4.12) and (4.13) in (4.11), we have

Je

n; +-nz|,"1 512+n2§22+h1d12+n'2d22| . (414

1 R R ——— 1Y Xy +n2"x2 ‘NZ( X - Xz)
Weknow,dy = x; - x :

= x1 -

ny+ny = np+ny
e n]('xz - X]) B
ddy= x - x = ; :
and d, > - . ,

Puttmg thc values of dg and dyin (4.14) and after s1mpl_|f1catmn ‘we g(,t

. +n292 M — s
55 = + (xl - X ) 2"
oM *ny (n]+n2) ‘ 5
v n +n S5 mny ¥
1512+ 552 AL P oy U0y [ : 13
= - . « (415
. 5= [ +(n1+n2)7—\ X1 X2) (4.13)

ni + Ny

Remark : We can generalise the ruult in (4.14) to get the combined standard
deviation of k series as

[k . : 1 s 3
. :[z %(Siz +d?) ] 7 v e et e A6)
where d; = Ti-;;'izLZ ...... k; n =n,+n2+..'..+nk
RSO T\T+rh Xg Feis By
and X = -

Example 4.3 A group of 40 students was sclected and measured their helghtq ‘
which give mean 4.5 ft. and standard deviation 2.1 ft. Another group of 50
students was also sclected and measured their heights whose mean is 4.3 ft.

and standard deviation is 1 9 ft. Find thc mcan and standard deviation of'
thc combined group. '

Solution : We have, Group No. of sample Mean Variance -
‘ 1st m =40 X 1= 4‘—! 512=4.4]
A o= T N, 243 s2? =361

g
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5 176.4 +180.5 2000 x 0.04 I P
From (4.1 ) we have, s = 0 + 8100 =

Example 4.4 A student while calculating mean and standard ‘deviation of 25
observations obtained mean = 56 and standard deviation = 2. At the time of
checking it was found that he has copied 64 instcad of 46. What would be
the actual value of mean and standard deviation?

Solution.: We have, n = 25, x.=56ands=2
. n ! 2 T g
Weknow, Ix;=n .x =25x56= 1400‘. ,
Since the observation 64 vwas wrongly included instead of 46, the. .
2x; would be 1400 - 64 + 46 = 1382. ‘

: ' TS0 1382
Therefore, the actual mean, X' = > =535.28. -

. 1 o
Also we kriow, s? =;Dq2‘- x 2
or, Ix2=n (s + x 2) =25 (22 + 562) = 78500 _
which is the sum of squares of the observations considering 64.
Therefore, the actual raw sum of squares would be

Tx;2 = 78500 - 642 + 462 = 76320.

Therefore, the actual standard deviation
. - ]

65 - L 4
s = (%22-(55.‘28)2) 2 = (3060.80 - 3055.88)2 = 22 (app)

Thus the actual mean = 55.28 and the. standard devi&iun =02 ‘(app) -

Merits :

1) It is rigidly defined.

2) It takes all the observations into account."

3) - It is amenable to algebric treatments. i

4) ltis less affected by sampling fluctuation.

5) The standard deviation of the combined series can be obtained if |
the means, standard deviations and number of observations in each
series are given. ? ’

Demerits :
1) It is not readily comprehensible, the calculation requires a’good
deal of time and knowledge of arithmetic.
2) It is affected by the extreme valucs.

43
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' 3) It cannot be calculated 'if the extreme classes of the frequency
distribution are open.

Uses of Standard Deviation : It is the most useful measure of dispersion and
has got immense use in advanced statistical work such as sampling,
correlation an/lysns normal curve of errors, comparmg .variability and
umforpﬁty of,two sets of data etc.

. /Nfean Deviation : It would be useless to take the sum of the deviations of
values from the arithmetic mean as a measure-of d1€pcr=.1()n since their
alg:.bnc sum is zero.

However, if we take the mean of the absolute values of the dcvnahons wc
get a useful measure of dispersion called mean deviation from mean, or mean
absolute deviation or simply mean deviation.

Let x3, X3, ... X be n qbsei-vatiuns of a variable with mean x , then mean

deviation is defined by

n
ay QU
MDCO) =5 x-% | - = e (817)
‘ —_ 1 —_—
In case of grouped data, M. D ( x ):;E f; I X; = X e (418)

If the deviations are taken from median or mode, T has to be replaced from
; ' k ‘
(4.17) and (4.18) and then for grouped data with ¥ f; = n "t

n
M. D (Me) = %Zﬁ | xi"‘MC |

n
o
ndM.DMo) = =53¢ | x-Mo | S@.20)
xample 4.5 Calculate mean deviation from the mean and mean deviation
from the median fromthe frequency distribution given in Example 4.1.

Solution : We know that arithmetic mean or simply mean of the distribution
is 21.9, and the median is 22.5. We prepare Table - 4.2 for calculation ot |
mean deviation from both mean and median.

0
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\ Table -4.2
\ 'Qass Int.| Mid | Frequency| _
‘ of - alues | N x- x| f; lxi-T| | x;-Me |6 | x-Me |
variable | x; 7
0—5 25 2 19.4 38.8 20.0 40
510 | 73 5, 14.4 720 15.0 7
10—15 125 7 9.4 65.8 10.0 70
1520 | 175 13 44 57.2 50 | e
| 2025 | 225 pal % 265w 0
5—3 275 19 56 89.6 5 &0
30—35 | 325 8 10.6 84.8 10 B . \)
35—40 | 375 8 156 | 468 i5. | .8
Total ‘ 75 P 467 6 455
k ;
—Therefore, M. D (%)==t | x-%| = 2L&_ 403 (app)
: i) B S e 7
1 455
~—and M.D(Me) = ~ 3 f | x; - Me | =—7§-—=6.07 (app)
. o e - .
Theorem 4.7 Mean deviation is the least when the deviations are measured .
from medlan

Proof : Let n = 2p be the number of observations which are arranged in Grder
of magmtude as Xy, X2, .. Xp, Xpa1 eee o Xn. Hence the median Me lies between

pand x,,;. Let Abean arbltra'ry value less than Me, and lies between xy and -

xk” (k<p)
Considering abso]ute deviations Dyand D; from Me and A rc.qpcchvdy we
have, _ : .
Dy = (Me - X)) + (Me - X) + oo+ (M= %30

+(Me - Xke} + (Me - Xy 49} + it + (M- xp)

+(Xpy1 - Me) + (xp+2 - Me) +.coiiienanis o e Me) ¢ - i (4:21)
5 g R VR IS T TN S —" + (A -%xg)

§ Oy~ AV 005 = A) # smmemdimaitiis - A)

+ (Xpe1= A) #48%p42 = A} + e + (X - A) ; o (4.22)
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(4.22) - (4.21) gives Dy - Dy = (A -Me) k - (p-K (A +Me)+ 2xyyq + xké oo
-+ Xp)+ p (Me - A). '
=2I(xk+1-A)+“(xk,,2~A)+ ..... + (- A

which is a posmve quanhty Hence the theorem is proved.

’

The same proof can be done if we consxd;r«Mc < A and also if thc. number of -

- observations are odd.

Remark : In some practical situation the theorem may contradict as the
value of median - cannot be obtained exactly in grouped frequency
dlstnbutlon

Theorem 4 8 For a series of n observatlons standard devuahon is not less
than the mean dev1at10n from-mean. ! )

Proof: Let X1, X2, - X bea series of observations with corresponding
: i : ¥ _ ;

ff‘equcncics-fl, fy... fk such that¥f, = n. We have to prove that

s2M.D (x ) where's = standard deviation. or, s2> [M. D ( x )2

1 oo [ | *|. L ) @23
=5 ;zfi(xi' x )2> ;Zfi Xi- X T f..,

Let us put x; - X = z; in (4.23) we have
K kY,

1 1 :
: ;Zfizizz ;Zf,z, o '

k ) V
& %Zfiliz- ‘7 22-0 * i ) PR

f; (/l -7)220. Hence proved

xample 4.6 Find the mean dcviation from mean and standard duvzatmn of
the observations like a, a + d, a + 2d, .... a + 2nd. And prove that the latter
is greater than the former. ' :

Solution : The number of observation< are 2n + 1.

; — A Ada+ d)F s e + (a-+ 2nd)
The arithmetic mean, x = T )
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_ien+Da+dd+2+. or o . 2005
2n+1

{(2n+1)a+dn(2n+1)}
2n + 1 ‘

=a+ nd
The absolutc deviations of the observations from the mean are, nd, (n - 1) d,
(n-2), ...(n-2)d,(n-1)d, nd. and their sum is equal to :

d[n,+(n—1)+(n-2)+......+l+1+...-.+(n-2),+_(n-])+n~l o

A\

=2d[n+(n-1)+(n-2) +... .. + 1] since each term oceurs twice,
2nd (n'-}- T) = .
== dn(n+1)
" il dn(n+ 1)‘
.. Mean deviation _frpm mean ==5——3
1 - ) e?
Now, variance = s [n2 d2 +m-12d2+ ... +(n-124d2+n2d?)

242
=ml n2+m-124+ .. ...+12]

‘2d2 n(n+ 1H@2n+1) dn(n+1)
2n+1 6 = 3

f 1
.. Standard deviation = d- n_(nia-_)

We are to show that the standard deviation:is greater than mean
deviation.

-

g . d’ntn+1) d?n?(n+1)?
That is, squaring, 3 Gna 17

or, (2n+])2>3n(n+1) _ _

or, nZ+n+1>0, Wthh is true, Hence the result. \}O
Merits : - o
1). Itiseasyto understand.

 2) It is relatively casy to calculate.
3) - It takes all the observations into account.

4)  Itis less affected by the extreme values
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Demerits : . :

1) .Itis not amenable to further algebric treatments.

2) It cannot be calculated if the extreme classes of the frequency
¥ = e

" distribution are open. 2
3) It is less stable than standard deviation

Remark Since mean deviation is'based on all the ob%orvatlon'% it is a better
measure of dispersion than range or quamle deviation. But the step of

ignoring the signs of the deviations as l Xj- X | creates artificiality and

-renders it uscless for further mathematical treatments.

o

4.4 Emperical Relation Among Quarhle Deviation, Standard Deviation
and Mean Deviation

For modcrately awmm(.trlc:al d:stnbutmn the followmg emperical
rdatlonq hold apprnx1mately

; ) 2 ‘ ‘
1 Quartilo do\{iaticm = :;-Standard deviation.

, ‘ . 4 ;
2)  Mean deviation from mean = T Standard deviation.

Relative Measures of Dispersion

Whenever we want to compare the variability of two scrics which-differ
wide in their measures of central location or which are measured in
different units, the absolute measures of dispersion donot serve our purpose
properly. To tackle this situation we usually calculate the relative
measures of disper<ion which are pure numbers, independent of units of
measurement. :

1. Co-efficient of Quartile Deviation : The co-efficient of quarnk deviation
1s,defined by ;

Q-
=g Toy

where Qy is the third quartile and Qg is the first quartile.

100 e 3 B LI (4.24)

Example 4.7 Find co-cfticient of quarh]c dcv1ahon trom the frequency
distribution given in Example 4. 1.

“Solution : W know, Q, = 2758 and Q, = 16,83,
, 10.75 5 . 3
Thorefore, C. Q D= WX 100 - 24217 (app)

o
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2. Co-efficient of Variation : The co—efﬁcxcnt of variation is defined by

\/c v =—x100 - ' , ; e (425)

wheére s is the standard deviation and x is the mean. Co-efficient of

variation is, however,_unreliablevif x is near to zero. It can'be casily

shown that co-efficient of variation is independent on change of scale but
not of origin.

Example 4.8 Calculate co-efficient of variation from thc frequency
distribution given in Example 4.1.

Solution : We know that s = 7.99 (app) and x =21.9 (app)

7.99
Therefore, C. V = 319 575 x 100 = 36 48% (app).

e/l/Co-effment of Mean Deviation : The co-efficient of mean devxahon (C. M.

D)) is the ratio of the mean deviation measured from certian measure of
central location to the corresponding measure of central location and is
expressed as percentage.

_ ‘ . . — M.D(x) .
Thatis... a) C.M.D.( x )=z x 100
“ X

x M. D. (Mé : ;
b) C. M. D.(Me) =,—%Sw——“)—xmo . (4.26),

M.D. (Mo)

' C.M.D. (Mo) = -

x 100

Example 4.9 - Calculate co-efficient of mean deviation from median from the,
frequency distribution given in Example 4.1.

Solution : We know M, D. (Me) = 6.07 and Me =225

: 6.07
_Therefore C.M.D. (Me) =55=x 100 = 26 98% (app)

22 =
4.5 Moments ¢ g O )
If x1, X ... ...x, be n observations of a variate then -the rth raw moment is

~defined by - p

n .
’ 5 s :
u', :;Z (xj - A)Y, where A is any arbitrary value - - . (1.27)

a7
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The rth corrected moment is deifned by
'n ' .
My = 1;}:(xi - x) where x isarithmetic mean T L (4:28)

If X1, X5, ... x occur with frequencies fy, fy,... fy respectively then the rth raw

moment is
Lk o K i
u, =FZf, (x{- A)Y; whern = Yf and A is as carlier 3 .. (4.29)

The rth corrected moment is defined by
ko ' k

3£ (x; - H:)"; wheren = ¥ f; and

; W= -
J¥

Relation Between Raw Moments and Corrected Moments :
Y ! "

_ S —
- Wehave, 1, = %Eh (Xpe X -;Zfi[(xi -A)-(C x -A)) J

.:ld

= arithmetic mean. (4.30)

. K _ e kT e b
= F Zfl (xi - A)r B (]) d Zfi(xi. -A) r-1 + : .
(:) d? TG - A2~ s + (-1)Td" y g Ty (4.31)

whered = x - A. Now according to the definitions given carlier we have,

k
e, -
we know, 'y = ;Zh x;-A)= x -A=4.

' T r : r , ’ '
Hp= - (1) dy'ny+ (2) d? 'y gj( 3) Bpras. .+ N 43D
% ‘ ; ' ]

~ Now pmting T2 3 4.0 et and d = U in (4.32) we Ea\'c,

N
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o= W= 200y +p 2 = - WP
H3=p3-3u o+ 3u 2 - WP = W - Bu o+ 203
= R4 py+ 602 Wy - 4Pty + iyt
= Wg- 4 g+ 6 - 3ut : - ol
Using the method given in Theorem 4.1, it can be easily shown that the
moments are independent on change of origin but not of scale.

e (433)

Sheppard's Correction for Grouping : It is generally assumed that the
frequencies in a group are concentrated at thc mid point of the class-
interval. This is surly an approximation. W. E. Shcppard observed that if

a) the frequency distribution is continuous and
b) the frequency tappers off to zero in both directions of the frequency
- distribution, ’ 7 v
then the correction for different moments due to grouping at the mid point of
the class interval are done by the following formula. This is known as

Sheppard's correction.
2
c
M (corrected) = Ly ¥Vl

M3 (Corrected)= i3 o =
1 7 , .
W4 (Coreected)=|ly - 5 Ep+ 2—46c4, where ¢ is the length of class interval.

Pearson's B and Y Co-efficients :

Karl Pearson defined the following co-efﬁcients,rba,scd on the first four -
corrected moments :

e |
b=t m= <\
W

TR
Pr=—t: =Pg-d
Mo ) .

The above co-efficients are pure numbers and independent of units of
measurement. Practical utility of these co-efficients is discussed in section
46. ' ' '

Theorem 4.8 Pearson’s B co-cfficients satisfy the following inequalities.

DPBzPr+1, ii)By21.

. n
Proof : Let Xy, X3 .....X, be a set of nobservations with mean 04 ¢ X, =0

o -
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n

We know, X (axi2 +bxj+)220; where a, b and c are arbitrary constants.
i=1 '

Expanding the left hand side we have, e

g
Z@%x% + b2 + 2 + 2abx3; + 2acx?; + 2bex) 2 0 ;

n oo sk
or, a2 x4 + b2 Tx2 + nc? + 2ab £x3 + 2ac Ix4 2 0

Dividing by n we have,

a2y + 2, + 2+ 2abjy + 2aciyy 20, since X =0.

Puttinga =1, b 15 and ¢ = - iy and dividing by [,2 we have,

H
TP TE T
— 1-2—5‘—-220

o, B+ By +1-2B1-220 or, B5-Py-120 or, BozPBy+1.
SinceB;20; weget By 21, Henceproved.

"%‘k’ewnes‘safl(urtosis -

/Skew_ry_ess : Skewness means “lack of symmetry” i. e. departure from
symmetry of a distribution. A distribution is said to be skewed if :

— 1) Mean, Median and. Mode give different values.

2)  Qq and Qjare not equidistant from median .

3) The curver drawrn with the help of .the given data is not
symmetrical but turned nose to one side than the other. If the curve
has a longer tail to the right side, then the distribution is said to

be positively skewed and in the reversé case it is negatively skew:,
\ ‘

WET

aw

Fig. 4.2 (a) Irosinve skew curve

R
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NvaW

- 5 —Fig 4.2 ( b) Negative skew curve.

\/Mc\aiut;ea'of Skewness : Different absolute measures of skewness are

1) S.K.=3(Mean —Median). 2)5.K. = i..can — Mode
3) SK=(Q—Q—Q—Q)=Q+Q—2Q
where Qy, Q; and 3 are the tirst; second and third quartiles respectively.

Different relative measures of skewness arc called co-efficient of skewness
which are pure numbers and independent on units of measurement. The
following are the co-efficients of skewness. '

1) Prof. Karl Pearson’s co-efficient of skewness is given by

Mean—Mode 3(Mcan—Mcdian)

and C.S5. K. =

C.S. K = —mm———— e
st. deviation st. deviation.

2) Prof. Bowlays' Co-efficient of skewness is given by

(Q—Q)—QH—Q1) Q+Q—2Q -
(Q—RH+Qr—Q) ~ Qi

~3) Co-efficient of Skewness based on moments is given by

VB1 (B2 +3) be? .o
il i ] s s
e L S T T

We know that, L, li3 and 4 are the second, third and fourth corrected
moments respectively. . L

- Kurtosis : The degree of peakncss or flatness of a distribution relative to a

normal distribution (discussed in chapter'B ) is called kurtosis.

The measure of kurtosis is given by

o y . P
== %=0-3 is called the excess of kurtosis or simply excess.

50 A @62658 :
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- For normal distribution, B3 = 3 i. e. Y, = 0 the curve is called mesokurtic. When -

B2> 31i.e. ¥ > 0, the curve is called leptokurtic and when Br<3i.e Yz <0, the
“curve is called platykurtic.-

-eptokutic

mesokurtic

Fig. 4.3 Diferent types of kurtosis

52



5. THEORY OF PROBABILITY

5.1 Introduction : "
In our everyday life, we used to comment on so many occations like, there is
60% chance of raining to-morrow, the chance of winning of a particular tcam
in a football match is very high, the chance of success of a particular
student is very little etc. In all these statements we have an idea of
‘probability in our mind.

Usually we draw conclusion of a certain characteristics about the
population on the basis of sample. The conclusion is bound to be uncertain to .
a greater or lesser extent. The notion of uncertainity plays a vital role in
statistics and the measurement of the degrée of uncertainity in a decisjon or
conclusion is naturally of prime importance. Fhe theory of probability
mainly deals in this measurement. The mathematical theory of probability
was laid in the mid-seventeenth century based on the problem of game
theory. - ' :

: Ai;itions of Various Terms

119/Experiment : An experiment is an act that can be repeated under given
conditions. '

-

Mial and Event : If an experiment be rcpcatcd under essentially the
same condition giVing several possible outcomes. then the experiment ig
“called a trial and the possible outcomes ar¢ known as events or cases.

For example, tossing of a coin is a trial and getting Head (H) or Tail (T) is
an event. The trial which contains no possible event is called impossible
event. The probability of an impossible event is 0. The trial which contains
all the possible cases or events is called a sure event. The probability of a
sure event is 1. '

wA4c)~ Exhaustive Cases : The total number of possible outcomes of any *rial’
are exhaustjbe cases. For example, in tossing a coin there are two
exhaustive cases namely occurence of head and of tail. -

\;H/.Equally Likely Cases : Cascs are said to.be cqually likely when none of
them is expected to occur mere frequently than the other. For example, from
an unbiased. coin, the case.of appearing head or tail is equally likely.

53
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] \L)/ MuAh.;ally Exclusive Casés : Cases are said to be mutually exclusive if
the occurence of one of them excludes the occurence of all the others. For
example, in tossing an unbiased coin, the cases of appearing head and tail
are mutually exclusive. ‘

fy’ Favourable Cases : The number of out comes which entail the

" happening of the event in a trial is called: the favourable cases. Fou
example, the number of favourable cases f()r getting even numbers in tossing a
dic is 3

'\ﬁ,a/Deﬁnitions of Probability

There are mamly two definitions of probablhty, namt,ly -

(i)  Mathematical or classical or a- pnorl definition of probability.
(ii)  Statistical or emperical or a—postenon definition of probability.

Mathematical o_rr Classical or a-priori definition of ProBability : If a trial
results in.n exhaustive, mutually exclusive and cqually likely cases and m of
them are favourable to an event A, then the probability p of the happening

cof Ais given by
Favourable number of cases  m y 5
P.= Total number of cases __‘111 - P

This gives the numerical measure of probability. Obviously p bé a posmw
numbcr not greater than unity, sothat 0< p < 1.

Since the number of cases in which thc cvent A will not happen is (n - m),

n-m m
the probability q that thc event will not happen is given by q = =i bk -

=1 - p. So that p+q=1.

Remarks : 1. The probability of the happéning of an event is known as
; prnbablhty of success and the pr()bablhtv of the non-happening of the event
is the probablhty of failure. £

2. IfP(A)=1, Ais callcd certain even and if P(A)-O A is called 1mposq1blc
event.
Limitations of classical definition of probability :
W cannot define this kind of probability if
i)' | the outcomes.are not equally likely and

11)  the number of outcomes are infinite.

.
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Theory of Probability

Ie 5.1 A bag contains 15 identical balls of which 3 are white and the

st are black. Two balls are drawn at random from the bag What is the

probablhty that both balls are white?

Solutlon : Let‘A be the event that both the balls are white. Thc total

14 X15
2

=105,

number of cases of gcttirig 2 white balls from 15 balls is'1°C, =

The favourable number of cases of getting 2 white balls from 5 white balls

4x5 E
is 7CQ = ke 10.
* . __,,-‘/ =
10 > =
Therefore, the requnrcd probabmty is P(A) = 105 = 57 i ; s

Statistical or Emperical or a-posteriori definition of probability : If a trial

_ is repeated a number of times essentially under the same condition then the
limit of the ratio of the number of times that-an cvent happens to the total
number of trials as the number of trials increase indcfinitely is called the
probability of the happcnmg of that event. It is assumed that the limit is
finite and unique. . »

Symbolically, if n bc the number of cases of a trial A and m be thc-numbcr of
cases that the trial A can happen thcn the probability p of the happening
of the trial A is givéwby

i m
n—oc

For example, if an unbiased coin is tossed in the following number of times
and the number of times of getting *head upward are recorded against cach
_experiment, then we can see that as the number of tosses increase the
probability of getting head upward approaches to the true porbability. '

- Table -5.1 ;
Number of tosses Number of heads Probability of

‘ obtaincd - getting head

10 4 . 40 o

0 9 | 45

50 » 32

100 - Al - &

1000 - 500 CA

2
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54 Elementary Set Theory (Notations, Operations and Algebra)

\ . < N
Set : A sct is any well defined list, collection or class of objects having
common quality or feature. The objects in a sct is called the clements or
members of the sct.

Following arc the examples of sct :

i) Thenumbers2,4,6and 8. ii) - The days of the week
ii1) The solutions of the‘cquation, x2-3x+2=(0), -

Sets are uqually denoted by capltal letters A, B, C, X, Y ctc., |f X is ame

clement of the set A, we write symbuhcaﬂv x €A (x belongs to A). 1F x is not

a member of A, then we writex & A (x does not belong to A). A sct is written
by the clements which are seperated by commas enclosed in brackets { ).

Finite and Infinite Set : A sct is finite if it consists of specific number of
different ¢lements, otherwise the sct is infinite. Let M be the set of the days
in a week then it is finite. Again let N={2, 4, 6,........ } then it is an infinite

sct.

Equality of sets : Sct A is cuqal to set B if they both have the same
clements, i. . if every clement which belongs to A also belongs to B and it
every element which belongs to B also belongs tg A. Wc denote the equality
utsL‘tsAdnd‘Bva B. '

Null Set : A sct Wthh contains no clement is called null set. We denote it by
the symbol ®.

Sub Set : If cvery clement in a set A is also a member of a set B then A is
called a sub sct of B. We denote the relationship by writing A € B, which
can also be read “A is contained in B”. :

Disjoint Set : If set A and B have no clements in common i. ¢. if no element of
A is in Band no clement of Bis in A, then we say that A and B are disjoint.

For example, if A={1, 3, 4} and B={2, 5, 7}, then A and B are disjoint.

Comparability : Two sets are said to be comparable if A € Bor B C A i
if one of the sets is a subset of the other. Morcover, two sets A and B are said
to be not comparablc ifAE€ BorB<E A.

Venn Diagram : A simple and instructive way of representing the
relationship betw con sots is given in Venn diagrams. We can rcpn ort st
h\ a slmplo plam‘ arca-usually b(-un;lvd by a circle. £

4
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Theory of Probability

Let us suppose that the sets A and B are'such that A < B and A # B, then A
and B can be represented by either of the following diagram.

AL (&)

7

Again let us suppose that A'and B are not comparable. Then A and B are
disjoint when they follow the left diagram and are not disjoint when they

follow the right diagram. = . C g

Basic Set Operations :
Union : The union of sets A and Bis the set of all clements which belongs to

A or to B or-both. We donote the union of A and B by A U B, which is
usually read "A union B". It follows directly from the definition of the union

of two sets that A U Band B \UA are the sanic seti.c. A \U B=BU A. .
In the Venn diagram we have shaded A U B i
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For cxample l.,et A-«l2 3,5), and B—IZ,S 4, 6},,thanU B=(23,4,5,6)

Intersection : The intersection of sets A and B is the set of elements whxch
arc common to A and™B, that is, those elements which bct()ng to A also

bekmg to B. We denote the intersection of A and B by A m B, which is read -
" "A interséction of B.” In: the Venn»dmgram we, have' shade the

intersectipnal “arca. o :

For cxamp]e Let A 42,3, a] and B= 12 3 4 6}, then A N B {2, 3}

Remark *F()r two cusp'mt sets Aand B; A ﬁ B-—d)
Basic Algebra of Sets

In the theory'of scts, all the sets under mvungan(m will hkulv be sub-scts
of a fixed set. We shall call this sct a universal sct. .

Let A, B and C are thc sub=scts of a unwersal set, then the f()llowmg lavw
hold : ’

i) Commutahve law:
AuB—BuA AmB_BmA

ii) Assucnahve law
(AuBuUC=AUBUO. _
(ANBN C'=A AHBAC) - -

iii) Dlstnbuhve law : :
An(BuC):(AhB)u(AnC) L s
Au(BmCh(AuB)n(AuC){f : ,

r

5.5 Laws of Pmbabnlny SN s ‘

- There are two laws of prnbablhtv, namclv

a)  Additive 1aw of probablhlv or thﬂ)rcm of tnta! pmbablhtv

58



Thcory of Probabi!ity

b) Multiplicative law of probablhty or thecorem of compound
probability.

aw of probablhty (fot mutually exclusive events) : The
ility of one of the several mutually exclusive events Ay, Ap.... A will
- happen is the sum of the mdwndual probablhtles of the scperate events,
Symbohcally :

P(A] + Az +';,....... + Ak)=p(A1) + P(Az) t o .‘.P(Ak)

‘ Wt n be the total number of exhaustive, equally likely and mutually .
exclusive cases of which m;, mz,........mg are respectively the favourable

number of cases to the events Ay, Aj.....Ax. Since the events are disjoint i, e.
non-over lapping then the total number of cases févourablc_ to the events
either A; or Aj or.....or Ay is mj+mo+..4my. ‘

Therefore, P(A; + A5 R AY _mpt m2.+n........ +my -
m g » :
CETE Tt e +———P(A1)+P(A2)+ ....... + P(AY (5.1)
- Hence the theorem is proved.

In set notation, the.law can be written‘as

P(A; U Ay U......U Ak)-P(Aﬂ +P(AD + ........ HlAg) sl .(5.2)

Additive Law of Probablhty (for not mutually excluslve évents) : The
probability of one of the several not m, Ag... AL

is given by
o
‘ TN
'\’, \, P(A1+Ag+ ...t Ay) = ZP(A) - ZPAAD+...oooo ot (1) K- TP(A 1Az LAY).

i=1 i, j=1 M
. i#] : '
Proof : Let us consider two not mutually exclusive events A; and A; initially.
Since the event A1 can occur either by two exhaustive mutually exclusive

forms A 1Azand A] A, , where A2 indicates not happending of A,. Then
i’(A;)ZP(AlAz) + P(AIA—Z) ________ (4_7,"3)

Similarly PCA=P(A Az) + P A, Ag) -
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Adding (5.3) and (5.4) we get
P(A}) + P(A)=P(A1A3) + |P(A,T) +P(AA9) + l’(TAz)I

~—P(A1A2) + DA+ Ap)

S PAL+ A =P(A) + P(Ay) - p(A]Az) R ew R T e (5.3)
In set notation (5.3) caljl be written as . .
I)(A] (] A2)=P(A1-) + P(Az) - p(A] m Az) ........... (5.6)

Again let us consider two events A, and (A, + A3 we have by (5.5)

PIA; + (Ag + Ap)=P(A)) + P(Ay + Ag) - PlA(Ag + A)).

=P(A}) + P(A3) + P(Ag) - P(AA3) - PIA A + AA3)

SP(A ) + P(A9) + PCAy) - P(AQAS) - P(A1A) - P(AjAg) + P(A1A2A [ Ay).

Since the event AjAsA;A3=A AyAs then P(A1A2A1A=P(A;ArAR).

Therefore, P(A] + Ay + A3)=P(A)) + P(AY) + l’(A~;) - (ApAq) - P(AAR) -
PAALA2) + DA ASA). k3.7

ne above result can be generalised as

k k> ,
A+ A+, +Ak) =2P(A) - EP(AA)+...+(-1) KT P(A AL Ay (B8)
i=1 i, =1 ‘ : :
i#]j -

In sct notation we have,

k k
‘(A] (W) A2 U UAk) ZP(A) - ZP(A ﬁA,)
: i=1 1,j=1
‘ i ,
....... +DR-TA N Ag.NAY) : e 3.9

e 52 An urn contains 3 red, 1 black and 6 white identical balls: Three
\X'l;"aml’ d.ra\xn at random. What is the probability that all the ball are
alls are Ard ]

. came colour?
4)
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Solution : Set Ay be the event th.:: three balls will be red, Az be the event
that three balls will be black and A3 be the cvent that three balls will be
white. Here the events are mutually exclusive, and we know

P(A; + Ay + A9=(A)) + P(A) + P(Ay)

Lo |
Here P(Aﬂ-‘ﬂc?'zzo P(Ap= ‘3523‘ 535 and A = 13- = g

o bty by i s e .
Hence the required probability is 355 + 95 + 720 = 220 ~

N E\zmple 5.3 Two unbiased dice are tossed simultaniously. What is the
probability of getting a total of point 8 or even numbers from both the dice?

Solution : Let A; be the event of getting a total of point 8 and A; be the event

of getting even numbers from both the dice. Here the events A, and A; are not
‘mutually exclusive because a total of 8 points can be had from some of the
even numbers from both the dice and is shown in the following Venn

diagram.

Therc arc 6 X 6=36 points in the universal sct when 2 dice are tossed.

9 3
We have, P(A) = P(Az) =g and P(A; N Ag) =

3
5 9 -3
‘Hence, P(A; U A2)=P(A;) + P(A2) -P(A1 M Ap) =3_36— +*E-E¥"= %
. —
Therefore the required probability is % tL L

Compound Event : Two events A and B are said to be compound event ABiif -
they are-connected and may occur simultaniously. Similarly the compound
cvent ABC.....etc. can be defined. And the probability of the compound
cvent AB is denoted by P(AB). similarly P(ABO) ctc,. can also be defined.

bl
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- Marginal Probability and Conditional Probability : Let us consider an

experiment which can give result in the occurence of events A and A and
also result in the occurenée of Band B . The number of cases favourable to
the event AB,- A B, A B and A B arenj, nyy, nypand ny, respectively.

And-n=(n;1+nz;+n13+n2,) be the total number of cascs are shown as in Table -5.2

Table-5.2
A T S Total
Bl om M M
B : np ' nn no o
Total fy n. ' " nz . i1 B,

-

In the Table 5.2 :ny., ny., n.y and n.; are called the marginal totals.

e : ‘ n.
The probability of happening of the event A, denoted by P(A) :71

Similarly

I’( A )-— P(B) = —and P( B)=

~ These probabilities are callcd marginal prnbabilities. ;

Total number of cases for the event B is n. ] and the number of favourable
cases to the event A when B has alrcadv occurcd is nqq7. Therefore, the

pmbablhty of A gwon ‘that B has alruadv occured w—-i' This probability is

called the condm(mal probability of A given that B has already occured
and is denoted by P(A/B). Similarly other conditional probabilitics from
Table5.2 can be defined. .

dependent and Dependent Events': Events are said to be mdepcndcnt if the
happcmng or non-happening of an evcnt is not affected by the happening of

* any number of remaining cvents. Othcrwlsc the events are said to be

dependent.
For example, in case of arga\x'ing of-a card from a well shuffled pack of cards

and replaces it before drawing the second card, the result of the second draw

2



Theory of Probability

is independent of the first draw. If the first card drawn is not repleced then .
the second draw is dependent on the first draw. '

Two events A and B are said to be independent if any one of the following
conditions is satisfied.
" i) P(AB) = P(A) P(B).

ii) P(A/B) = P(A).

iii) P(B/A) = P(B).
Multiplicative Law of Probability (for dependent events) : Thc probablhty
-of the simultanious occurence of two dependent events A and B is equal to the
probability of A multiplied by the conditional probability of B given that -
A has already occured (or it is equal to the probability of B multiplied by
the conditional probability of A given that B has alrcady occured).
Symbolically, P(AB) = P(A) P(B/A) = P(B) P(A/B).

Proof : Let n d;;:;t‘e the total number of mutually exclusive and cqually
~ likely cases of which n,. cases are favourable to the cvent A. The cases
favourable to both A and B is n;; which is included in nj.. Then the
probability of happening both the events A and B, denoted by P(AB) i<
given by '

The ratio -n— is the probablllty of the event A, denotcd by P(A) and the

‘ranonau' is the condmonal prQbablhty nf B given that A has already
occured, denoted by P(B/A). _
Hence P(AB) = P(A) P(B/A). ' Sl SRSt (5.10)

.In the compound event AB, the order of the letters are im mLthal
Hence we may write, P(AB) = P(B) P(A/B).

Remarks.
P(AB) ' - .
. PA/B) = g i PB) 50 . | |
2) For three events A, Band C, , )
P(ABC) = P(A) P(B/A) P(C/AB). an(311)

Thus the theorem can be gencralised.

3) If A and B are independent events then. from the condition, of
: independence we know, P(B/A) = P(B). ‘

e
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‘Hence PIABY = PIAIPB). © = ¢ ot (5.12)

For three independent events A, Band C,
P(ABC) = P(A).P(B).P(C). , - =B

.Thus the theorem can be generallsed

ple 5.4 A bag contains 4 white and 5 red balls Two balls are drawn
succchwely at random from the bag What is the probability that both the
balls are white when the drawings are madc, '

i)  with replacement, i) without replacement.

Solution : Let A be the event fhat the first ball is whitc and B be the event
that the second ball is also white

i) Since the drawings are made wnh rcplacemcnt the two cvents
become independent. :
L}

4 4 16
Hence P(AB) = P(A) P(B) = 5.5 = B~

ii) Since the drawings are made withotit replacement the ovents
become dependent.

—

Lt -4 3 12
chc\e P(AB) =_P(A) P(B/A) 0B 7
Example 5.5 Three groups of children contains respectively 3 girls and 1 boy,
2 girls and 2 boys, 1 girl and 3 boys. One child is selected at random from
cach group. Find the probability that the three sclected children consists of

1 girl and 2 boys.

Solution : Let G represent girl, B represent boy, also let the sequence GBB

“indicate the group of children having girl from first group, boy from second

and third groups respectively, similarly BGB and BBG can also be defined.
P(GBB) indicates the probability of selecting a group -with one girl from
first group and 2 boys each from second and third groups. The event of
sclecting a group consisting 1 glrls and 2 boys may happen cither by CBB or
BGB or BBC

Since the event of sclecting one girl from first group is independent of the

" event of selecting one boy from second group and also the event of selecting

one boy from third group, we have, P(GBB) = (G) P(B) P(B).
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Again since the groups GBB, BCB and. BBG are mutually exclusive, the
probability of selecting a group consisting 1 girl and 2 boys is the sum of the
- probabilities of the above three groups. '

: 32 3 18 1 23 6 B 1.2 12
Now, P(CGBB) = 7X7X7=7 P(BGB)=gx X7 =77 and X BC) = 7X7X7= 61
B-6 2 2% .13
Hence the required probability i STtE e 61 -3z
%yes' Theorem : If By, By,.....By are n mutually exclusive cvcn.ts with

P(B) # 0, (i =1, 2,.... n) then-for an event A that occurs when the experiment
is performed, such that P(A) > 0, we have

P(B;) P(A/B; -
P(B; /A) —M' .............. 3.19

EP(Bi) P(A/B;)
i=1 '

Proof : Let us suppose that the probablhms l’(Bﬂ P(By) ... P(By) and the
conditional probability P(A /B;) are known

By the theorem of compuund probability, we have, a
P(AB1)=P(A) (B,/A)=(Bl) P(A/Bl)

P(B)PA/B) .

2 PBy/A) == : S RTINS, ¥

“Here the cvent A can ha})pe‘n in any of the mutually exclusive cases AB;,
“AB,,.......AB,. By the theorem of total probability we have,
P(A)=(AB) + P(ABy)+ .... + P(ABy)

=P(B;) P(A /By) + P(By) P(A /By) + ...+ P(B,) P(A/By)

n

- Y P(B) P(A /By S e (5.16)
i=1 .

I'herefore, from (5.15) and (5.16) we have -

(B) P(A/B)
MB,/A) = ";—'L_"/""""" Hence proved.

.Z]I’(B,) P(A/B)
=
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Remark : :
1) P(By, (i=1, 2....n) are knwon as a-priori pr_lubabil_itics.
2) P(B;/A) is called a-posteriori picbabiiity, '

mple 5.6 There are two 1dent1cal boxes containing rupunvdy 4 white
" #and 3 red balls, 3 white and 7 red. balls. A box is chosen at random and a ball
is drawn at random from it. If the: ball is white, what is the probability
that it is ffom the first box? )

Solution : Let By be the event that the first box is ¢hosen and B; be the event
that the second box is chosen and A be the cvent of'kgctting a white ball. As
“the boxes are identical and are chosen at random, ' :

c#

4 3
P(By) = P(B;) = P(A/By) = = and P(A/Bg)-m

Hence the requlred probablhty,

C e P(By) P(A/By)
P (B1/A) =B,y P(A/B) + P(B,) P(A/Bp)

141 3
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6. RANDOM VARIABLES AND PROBABILITY
' DISTRIBUTION FUNCTIONS

. 6.1 Random ,Vaﬁables : .

We have discussed the concept of variables in-chapter 2. A random variable
or simply a variable must have a range or set of possible values associated
with a definite probability with cach value.

Let us consider an example of four possible points obtained by tossing 2
unbias coins simultaniously as shown below :

HH, HT, TH,'TT where H indicates that the coin shows head upWard and T
indicates tail upward. Here the number of heads, x, are 0, 1 and 2 with

11 1 ,
corresponding pmbabiliticsz-, -é-and T which constitute a random variable.

~ Random variable are usually denoted by capital letters e. g. X, Y, Z.....ctc.
and the values of these variables are denoted by small letters x, v, 7 ... ctc.
‘but in this text we use small letters to represent random variables and their
values as wall. .

A random variable is called discrete if it assumes only afinite number and a
random variable is continuous if it takes all possible values between certain
limits. ‘ ' o

6.2 Probability Functions

The probability p(x,) assocmtcd with values of discrete random' variable x;
is called probability function. Thus the probability fun_ctmn of the above
cxample is :

1\ 2
l’(xi)z_sz‘ (—,3') ;= %2012

The probability function is usually denoted by a formula rather than giving
some numerical values. A probability function Ptx)) should satisfv the
tollowing conditions : '

i P en, tor all admissable d
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ii) . YIx) =1, wherethe random variable assumes n values
i=1 :
“like X1, X2,00eneeeXpy

6.3 Probability Density Function

For continuous random variable x, the prubability' that it will be within the

dx
small interval fx - X+ 3 ] of length dx round the pmnt of x and is

denoted by f(x)dx. The function f(x) is usually known as probability density
function (p. d. f) which satisfies the following conditions :

i) f(x) 20 for all x within the range,

,+°‘

ii) J'f(x)dx =1,

<

iii) The probability that the continuous variable x with p. d. f f(x) fall
in any interval (a, b) is given by
ey
Prob {a < x <b} =I f(x) dx.
a

Example 6.1 A random variable x has the f()lluwmg probab:lnv density
function, f(x)—cx(2 x),0<x<2 :

i)  dctermine ¢, ii) find the probability that 0 < x< 1.

2
Solutian : i) Since we know { f(x) dx=1, the value of ¢ can be obtained
d

‘ 2w
as, ¢ [ (2x-x2) dx=1.

B A 81
Or, ¢ [-5-‘ -3-] 0 =] or,c[-'l - 3] =1

4 . 3
nr,c3=1 ..c::z i
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3
ii) Prob.{0<x< 1) ~T{(2x-x2)dx

da ] w
H
—
W =
H
I
| W
Wi
|
[

6.4 Different Measures of Central Location for Continuous Probability
Distribution

Let f(x) be the pmbaBility density function, (p.d.f) of a random variable x,

a<x<bthen

b
1)  Arithmetic Mcan = I'x f(x) dx
a

3 b
1 1
2) - Harmonic Mcan(H):g: I ;_'f(x)dx.

b
3 Geometric Mean (G) : log G:J’ log xf(x)dx.
: a

4).  Median (M) : Since medain (M) devides the entire distribution
into two cqual parts then

M, b y
J’ﬂx)dx = J' fx)dx =5
a M. 3

Thus solving any one of the above two integrals we get the value of M.

*3)  Mode (M) : Mode is that value of x for which f(x) is maximum.
‘ © Thus M, is given by

F(x) =0
f(x) <0

Provided that the solution of #(x) = 0 lics within the permissible range ol
the variable.
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. _ b
6. Moments : The rthraw mement, |l , = I xf(x)dx,
a
; b .
and the rth corrected moment, W= J’ (x - W' f(x)dx, where W is the arithmetic
. ' . a ’ .
mean of the distribution.

Example 6-2 “Find harmonic mean, mode and median from the probability
density function given in Example 6.1. ‘

3
Solution : We know that p. d. f, f(x) = 7x (2-x).

Harmonic mean H is given by,

182 3.2
'H=40[ x.x(2-x)c1x\=zg(2-x)dx

N -

3 M
If M, is the median then, rd R (2-x)dx =

or, (i\«ize - -N§£) =§

or, M3,-3MZ,+2=0

o (Me-1) (M2.2M, -2)=0.

’ﬂie only value of M, lying within the range 1 0, 2] is M=1.-
Hence median=1.

Mode : We know, f (x)=0
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f7(x) < 0 will give the solution for mode within the admissible range, hence,
F)=2-2x=0 ‘or,21-x)=0

, orx=1

and f ' (x) = -2, Therefore, mode =1.
6.5 Distribulioﬁ Function

Let x be a random variable, discrete or continuous and F(x) be the
probability that the random variable xstakes values less than or equal to x
then F(x) is called the cumulative distribution function (c. d. f) or simply
distribution function (d. f) of x. ‘

Probability function and distributior sfunction of the random variable x; = 0,
1, 2 obtained by tossing 2 unbias coins simultaniously can be shown in
Table -6.1. '

Table -6.1

Xj

PN Y

P(Xi)

F I N e =
ajwlr) =

F‘Xi)

—

..... ns

Fix) = Prob {x; <€ x} = P(xp) + P(x2) + .......+l’(xk), (k < n). and for continuous
random variable x, - o< < x < o,

Xk
F(xy) = Prob {x < x;} = J‘ foadx.

-0

Properties of Distribution Functions : Following are the properties of
distribution function : )

i) F0 = f(x) 20, s0 that F(x) is a non-decreasing function.
i) Flee)=0 '
iii) Flec) =1

" iv)  Probla<x<b] = Fb) - Fa).

Remark : Propertics (ii) and (iii) imply that 0 < Fx) < 1.

71



- An Introduction to The Theory of Statistics
6.6 Joint Probability Function

Discrete random variables x, y etc. are said to be jointly distributed if they
are defined on a same probability space. In particular, if we consider only
two discrete random variables x and y, we have a joint probability function
P(x;, y;), called bivariate probablhty function which follows the following
conditions :

i) Px, y) 20, for all admissible i and j.
ii) ZZP(X,,)',) =1.
ij :
Marginal Probability Function : Let P(x;, yj) be the probabiiity function of
the discrete random variables x and y, then the margmal pmbabnhty
function of x, P(x;) is given by
P(x) = ZP(xy)), for all i.
B

Slmllarly the marginal probabl‘hty functmn ofy, P(yl) is given by
Pty;) —ZP(xl,y,) for all j.

~

‘Conditional Probability Function : The conditionhal probability function ot
the discrete random variable x for a given valuc of y, Plx;/y;) is given by

Px; Y.i) ~ *
PO ="y
Slmllarly conditional probablhty of y for given x,

P(x;, y;

Pty;/x;) = Pox; )
Remark : Two discrete random variates x and v are said to be independent if
any one of the following conditions is satisfied :
a)  Poqyy = Pix) Ply;)
b PO/ =Px)
. Example 6.3 The joint probability function of x and y is
Pix,y)=clx+y); x=1,2,3 y=1, 2._
Find i) the value of ol

ii) the marginal probability function of x and v,

2
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1ii)  conditional probability function of x for gwu\ y and that of y for

given x.
, _ 3 2
Solution: i) Weknow, ¥ ¥ c(x+y)=1
x=1 y=1
or, c(1+1+1+2+1+3+2+1+2+2+2+3)=1.
1 8
or, 2lc=1 L‘E‘

) X+V
Hence, P(x,y) =(—2]-‘-)-. : 3

ii) = The marginal probability functions are

2 < N
Pe) =5 (x;v)—x+1241-x+2‘_2x?;-3; x=1,2.3
=1 " -
(x+ ) y+1+y+2+y+3  3y+6 +2 .
and DP(y) Z y )’2] A o . = y=12

iii) The conditional probability functions are
X+Yy

' P(x.y) 21 X+y
l’(x/y)='l,(y) Ty+2 " 3(y+2).
7

X+y
A P(x, y) 21 X+Yy
and  Py/x)= P(x) ~ 2x+3 ~2x+3

A,

6.7 Joint Probability Density Function -

For.continuous random variables x, Y, - Ctc. the joint probability density

function usually denoted by f(x, y......) which is the probability that they
will be within the small interval dx, dy.....ctc. round the point x, y....ctc. In
particular if we consider two variables x and y, the joint probability density

function f(xy) dx dy represent the probability that a random point (x’, y)
will fall within an infinitesimal region such that x < x "< x + dx and

y < y <y +dy.
The function f(xy) is called bivariate probability density function.

The function f(xv) must follow the following conditions :
i Hxvi20
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oc  oC )
i) [ [feuy)dx dy 1.
' - 0C —0C

Margmal Probablllly Denslty Funchon The margmal probability density
function of x and y are

o<
fx) = < [ foxy)dy ;- <x< e,
and f(y) = jf(xy)dx;.ec's_yg &,

Conditional Probability Density Function : The conditional probability

~* density function of x for given y which is denoted by f(x/y) and that of y for

given x,.denoted by f(y/ x) are

f(x, y)
fly) -

f(x, y)
and f(y/x)- T

f(x/y) =

Remark : Two continuous random variables x, y are said to be independent if
any one of the following conditions is satisfied.

i) fxy) = f(x) fy).
i) fx/y) =f(x).’
i) fly/x) = f(y).

Example 6.4 If the joint p. d. f. f(xy) = xe X{Y*1); x 20, y 2 0; find marginal
and conditional density functions and also show that x and y are dependent.

Solution : Marginal p d. fof x is given by

f(x) = j’xe "(Y"“dy

; e-Xxy+1
ek
: 0

e X (Y"'”]: =c"‘;‘x2ll.

Marginal p. d. fof v is given by
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o<

fly) = J’xe"‘(«y”)dx'
0

dz
anddx:y z20

Putting x.(y +1)=z, orx= 1

y+1
_°‘ Z dz % 1 “_z d
'oj(ym) S ‘(y+1>10f°.-7' :

1 1
TRy [2 =“)‘;‘;T)z ;¥ 20. smcel'z,=1.

Conditional p. d. f of x for given y, f(x/y) is given by
o~ Xy +1)
1

1+ y)z

fx/y) = =1 +yxe X0+ ;xy 20.
Conditi()nal'p. d. fofy for given x, fty/x) is given by-
xe Xy +1D ' )
fly/x) = R x,y20
Since f(x) # f(x/y) or f(y) # f(y/x), x and y are dependent variate.

Example 6.5 The lmnt probabllny density function of two random vanablcs
x and y is given. by '

" ftx, y) =4xy; O<x,y<1.

Find fx), f(y), f(x/y), f(y/x) and check whether x and y are independent
~variables, '

Solution : We know,
1 ' Dem. 1

f(x) = J’Lh*ydyzalx‘vzi =2
0 0

1. (2.1 W,
X
fly) =[dxy dx =4y 5| =2y.
of 2]0 y
Iy 4
 fx/y) = 2y == 2x and t(y/x)-—xx 2y

Two variates x and v are indcpcndcnt as fixy) = f(x). f(y).

and also fIX/y) = fx) and f(v/x) = fiy).



