PART II

## DIFFERENTIAL EQUATIONS

## 1

## Exact Differential Equations and Equations of Particular Forms

## 1•1. Introduction.

In this chapter differential equations of order higher than the first and with variable coefficients will be considered. There is, as a matter of fact, no general method to solve these differential equations. However, we consider below some particular types of xthese equations.

## 1-2. Dependent variable absent.

If an equation does not contain $y$ directly, it can be written in the form

$$
\begin{equation*}
f\left(\frac{d^{n} y}{d x^{n}}, \frac{d^{n-1} y}{d x^{n-1}}, \ldots, \frac{d y}{d x}, x\right)=0 \tag{1}
\end{equation*}
$$

Let us put $\frac{d y}{d x}=p, \frac{d^{2} y}{d x^{2}}=\frac{d p}{d x}, \ldots$, etc.
Then the equation (1) becomes

$$
f\left(\frac{d^{n-1} p}{d x^{n-1}}, \frac{d^{n-2} p}{d x^{n-2}}, \ldots, p, x\right)=0
$$

which is reduced by order one and may be solved for $p$ to give

$$
p=F(x) \text {, i.e. } \frac{d y}{d x}=F(x)
$$

so that $y=\int F(x) d x+c$ is the required solution.
The following few examples will illustrate the method.
Note. If the equation is of the form

$$
f\left(\frac{d^{n} y}{d x^{n}} \frac{d^{n-1} y}{d x^{n-1}}, \cdots, \frac{d^{k} y}{d x^{k}}, x\right)=0
$$

in which lowest derivative is of order $k$, then substitution made is

$$
\frac{d^{k} y}{d x^{k}}=q, \quad \frac{d^{k-1} y}{d x^{k+1}}=\frac{d q}{d x}, \ldots \text { etc. }
$$

This would reduce the order of the equation by $k$.
Ex. 1. Solve $2 \frac{d^{2} y}{d x^{2}}-\left(\frac{d y}{d x}\right)^{2}+4=0$.
Solution. The equation is free from $y$.

Putting $\frac{d y}{d x}=p, \frac{d^{2} y}{d x^{2}}==\frac{d p}{d x}$, the equation becomes

$$
2 \frac{d p}{d x}-p^{2}+4=0 \text { or } \frac{2 d p}{p^{2}-4}=d x
$$

or $\frac{1}{2}\left(\frac{1}{p-2}-\frac{p}{p+2}\right) d p=d x$.
separating the variables

Integrating, $\quad \frac{\beta}{2} \log \frac{p-2}{p+2}=x+\log _{e_{1}}$
or

$$
\frac{p-2}{p+2}=c_{1} e^{2 x},(p-2)=(p+2) c_{2} e^{2 x}
$$

This giyes $p=\frac{d y}{d x}=\frac{2\left(1+c_{1} e^{2 x}\right)}{1-c_{1} e^{2 x}}=2\left(1+\frac{2 c_{1} e^{2 x}}{1-c_{1} e^{2 x}}\right)$.
Integrating again $y=2 x-2 \log \left(1-c_{1} e^{2 x}\right)+c_{2}$ which is the complete solution.

Ex. 2. Solve $\frac{d^{2} y}{d x^{2}}+\frac{d y}{d x}+\left(\frac{d y}{d x}\right)^{3}=0$.
[Agra 55]
Sohtion. The equation does contain $y$ directly.
$\therefore$ Putting $\frac{d y}{d x}=p, \frac{d^{2} y}{d x^{2}}=\frac{d p}{d x}$, the equation becomes

$$
\frac{d p}{d x}+p+p^{3}=0 \text { or } \frac{d p}{p\left(1+p^{2}\right)}=-d x
$$

or

$$
\left(\frac{1}{p}-\frac{p}{1+p^{2}}\right) d p=-d x
$$

Integrating, $\log \frac{p}{\sqrt{\left(1+p^{2}\right)}}=-x+\log c_{1}$ or $\frac{p^{2}}{1+p^{2}}=c_{1}{ }^{2} e^{\cdot 2 x}$
or
Integrating again, $y=-\sin ^{-1}\left(c_{1} e^{-x}\right)+c_{2}$.
Ex 3. Solve $\left(1+x^{2}\right) \frac{d^{2} y}{d x^{2}}+1+\left(\frac{d y}{d x}\right)^{2}=0$.
[Agra 57]
Solution. The equation does not contain $y$ directly.
Putting $\frac{d y}{d x}=p, \frac{d^{2} y}{d x^{2}}=\frac{d p}{d x}$, the equation becomes

$$
\left(1+x^{2}\right) \frac{d p}{d x}+1+p^{2}=0(\text { variables separable })
$$

i.e. $\quad \frac{d p}{1+p^{2}}+\frac{d x}{1+x^{2}}=0 ; \quad \therefore \quad \tan ^{-1} p+\tan ^{-1} x=\tan ^{-1} c_{1}$
or $\quad \tan ^{-1} \frac{p+x}{1-p x}=\tan ^{-1} c_{1}$ or $\frac{p+x}{1-p x}=c_{1}$
i.e. $(p+x)=c_{1}(1-p x)$ or $p=\frac{d y}{d x}=\frac{c_{1}-x}{1+c_{1} x}=\frac{1}{c_{2}}\left[\frac{1+c_{1}^{2}}{1+c_{1} x}-1\right]$.

Integrating, $y=\frac{1+c_{1}^{2}}{c_{1}^{2}} \log \left(1+c_{1} x\right)-\frac{1}{c_{1}} x+c_{2}$ which is the general solution.
Ex. 4. Solve $\left(1-x^{2}\right) \frac{d^{2} y}{d x^{2}}-x \frac{d y}{d x}=2$.
[Agra 52]
Solution. The equation does not contain $y$ directiy.
Thus putting $\frac{d y}{d x}=p, \frac{d^{2} y}{d x^{2}}==\frac{d p}{d x}$, the equation becomes

$$
\left(1-x^{2}\right) \frac{d p}{d x}-x p=2 \text { or } \frac{d p}{d x}-\frac{x}{1-x^{2}} p=\frac{2}{1-x^{2}} .
$$

This is a linear equation in $p$ and $x$.

$$
\begin{aligned}
& \text { I.F }=e^{-\int \frac{1}{1-x^{2}}}=e^{\frac{1}{2} \log \left(1-x^{2}\right)}=\sqrt{ }\left(1-x^{2}\right) \\
& \therefore \quad p \sqrt{ }\left(1-x^{2}\right)=c_{1}+\int \frac{2}{1-x^{2}} \sqrt{ }\left(1-x^{2}\right) d x \\
& \quad=c_{1}+2 \sin ^{-1} x . \\
& \therefore \quad p=\frac{d y}{d x}=\frac{c_{1}}{\sqrt{ }\left(1-x^{2}\right)}+2 \sin ^{-1} x \cdot \frac{1}{\sqrt{ }\left(1-x^{2}\right)} .
\end{aligned}
$$

integrating, $y=c_{1} \sin ^{-2} x+\left(\sin ^{-1} x\right)^{2}+c_{2}$ which is the required solution.
Ex. 5. Solve $x \frac{d^{2} y}{d x^{2}}+x\left(\frac{d y}{d x}\right)^{2}-\frac{d y}{d x}=0$.
Solution. The equation does not contain $y$ directly. So putting $\frac{d y}{d x}=p, \frac{d^{2} y}{d x^{2}}=\frac{d p}{d x}$, the equation becomes.

$$
x \frac{d p}{d x}+x p^{2}-p=0 \text { or } \frac{1}{p^{2}} \frac{d p}{d x}-\frac{11}{x p}=-1
$$

Putting $\frac{1}{p}=u,-\frac{1}{p^{2}} \frac{d p}{d x}=\frac{d u}{d x}$, this becomes

$$
\begin{aligned}
& \quad \frac{d u}{d x}+\frac{1}{x} u=1 . \quad \text { Liner equation, } \quad \text { I. } F .=e^{\int \frac{1}{x} d x}=x . \\
& \therefore \quad u x=c_{1}+\int x d x \text { or } u x=c_{1}+\frac{1}{2} x^{2} \\
& \text { or } \quad \frac{1}{p} x=c_{1}+\frac{1}{2} x^{2} \quad \text { or } p=\frac{d y}{d x}=\frac{2 x}{x^{2}+2 c_{1}} .
\end{aligned}
$$

Integrating, $y=\log \left(x^{2}+2 c_{1}\right)+c_{2}$
which is the required solution.
Ex. 6. Solve $2 x \frac{d^{3} y}{d x^{3}} \cdot \frac{d^{2} y}{d x^{2}}=\left(\frac{d^{2} y}{d x^{2}}\right)^{2}-a^{2}$.

Solution. The equation does not contain $y$ directly.
Also lowest differential is $\frac{d^{2} y}{d x^{2}}$. So put $\frac{d^{2} y}{d x^{2}}=q, \frac{d^{3} y}{d x^{3}}=\frac{d q}{d x}$.
Then the equation becomes

$$
2 x \cdot \frac{d q}{d x} \cdot q=q^{2}-a^{2} \text { or } 2 q \frac{d q}{d x}-\frac{q^{2}}{x}=-\frac{a^{2}}{x}
$$

Putting $\quad q=u, 2 q \frac{d q}{d x}=\frac{d u}{d x}$, the equation becomes

$$
\frac{d u}{d x}-\frac{1}{x} u=-\frac{a^{2}}{x} . \text { Linear equation, I F. }=e^{\int-\frac{1}{x} d x}=\frac{1}{x}
$$

$\therefore \quad u \cdot \frac{1}{x}=c_{1}-\int \frac{a^{2}}{x^{2}} d x=c_{1}+\frac{a^{2}}{x}$
or $u=q^{2}=c_{1} x+a^{2}$, i.e. $q=\frac{d^{2} y}{d x^{2}}=\left(c_{1} x+a^{2}\right)^{1 / 2}$.
Integrating, $\frac{d y}{d x}=\frac{\left(c_{1} x+a^{2}\right)^{3 / 2}}{\frac{3}{2} \cdot c_{1}}+c_{2}$.
Integrating again, $y=\frac{\left(c_{1} x+a^{2}\right)^{5 / 2}}{\frac{3}{2} \cdot \frac{5}{2} c_{1}^{2}}+c_{2} x+c_{3}$,
which is required general solution.
Ex. 7. Solve $\left(\frac{d^{3} y}{d x^{3}}\right)^{2}+x \frac{d^{3} y}{d x^{3}}-\frac{d^{2} y}{d x^{2}}=0$.
Solution. The equation is free from $y$ and the lowest differential coefficient is $\frac{d^{2} y}{d x^{2}}$. So putting $\frac{d^{2} y}{d x^{2}}=q, \frac{d^{3} y}{d x^{3}}=\frac{d q}{d x}$ the equation becomes

$$
\left(\frac{d q}{d x}\right)^{2}-x \frac{d q}{d x}-q=0 \quad \text { or } \quad q=x \frac{d q}{d x}+\left(\frac{d q}{d x}\right)^{2}
$$

which is of Clairaut's form. Hence putting $c_{1}$ for $d q / d x$,

$$
q=x c_{1}+c_{1}^{2} \quad \text { or } \quad \frac{d^{2} y}{d x^{2}}=c_{1} x+c_{1}^{2}
$$

Integrating, $\frac{d y}{d x}=\frac{1}{2} c_{1} x^{2}+c_{1}^{2} x+c_{2}$.
Integrating again, $y=\frac{1}{6} c_{1} x^{3}+\frac{1}{2} c_{1}{ }^{2} x^{2}+c_{2} x+c_{3}$, which is the required solution.

Ex. 8. Solve $\frac{d y}{d x}-x \frac{d^{2} y}{d x^{3}}=f\left(\frac{d^{2} y}{d x^{2}}\right)$.
Solution. Putting $\frac{d y}{d x}=p, \frac{d^{2} y}{d x^{2}}=\frac{d p}{d x}$, the equation beconies

$$
r-x \frac{d p}{d x} f\binom{d p}{d x} \text { or } p-x \frac{d p}{d x}+f\left(\frac{d p}{d x}\right)
$$

which is of Clairaut's form. Hence putting $c$ for $d p / d x$,

$$
p=x c+f(c) \text { or } \frac{d y}{d x}=x c+f(c)
$$

Integrating, $y=\frac{1}{2} c x^{2}+f(c) x+c^{\prime}$.
Ex. 9. Solve $\frac{d^{4} y}{d x^{4}}-\cot x \frac{d^{3} y}{d x^{3}}=0$.
Solution. Equation is free from $y$ and lowest differential coefficient is $\frac{d^{3} y}{d x^{3}}$; hence puting $\frac{d^{3} y}{d x^{3}}=q, \frac{d^{4} y}{d x^{4}}=\frac{d q}{d x}$, the equation becomes $\frac{d q}{d x}-\cot x \cdot q=0$ or $\frac{d q}{q}-\cot x d x=0$.
Integrating $\log q-\log \sin x=\log c_{1}$ or $q=c_{1} \sin x$ ie. $\frac{d^{3} y}{d x^{3}}=c_{1} \sin x$. Integrating, $\frac{d^{2} y}{d x^{2}}=-c_{1} \cos x+c_{2}$.

Integrating again, $\frac{d y}{d x}=-c_{1} \sin x+c_{2} x+c_{3}$.
and then $\quad y=c_{1} \cos x+\frac{1}{2} c_{2} x^{2}+c_{3} x+c_{4}$.
Ex. 10. Solve $\frac{d^{4} y}{d x^{4}} \cdot \frac{d^{3} y}{d x^{3}}=1$.
Solution. Equation is free from $y$. Putting $\frac{d^{3} y}{d x^{3}}=q$, the equation becomes

$$
\begin{aligned}
& \frac{d q}{d x} \cdot q=1 \text { or } q d q=d x \text { or } q^{2}=2 x+c_{1} \\
& \text { or } q=\frac{d^{3} y}{d x^{3}}= \pm\left(2 x+c_{1}\right)^{1 / 2}, \frac{d^{2} y}{d x^{2}}= \pm \frac{1}{3}\left(2 x+c_{1}\right)^{3 / 2}+c_{2} \\
& \frac{d y}{d x}= \pm \frac{1}{15}\left(2 x+c_{1}\right)^{5 / 2}+c_{2} x+c^{3} . \\
& y= \pm{ }^{1} 0_{0}^{1}\left(2 x+c_{1}\right)^{7 / 2}+\frac{1}{2} c_{2} x^{2}+c_{3} x+c_{4} .
\end{aligned}
$$

Ex. 11. Solve $\frac{d^{2} y}{d x^{2}}=\int\left\{1+\left(\frac{d y}{d x}\right)^{2}\right\}$
Solution. Putting $\frac{d y}{d x}=p, \frac{d^{2} y}{d x^{2}}=\frac{d p}{d x}$, the equation becomes

$$
\frac{d p}{d x}=\sqrt{ }\left(1+p^{2}\right) \text { or } \frac{d p}{\sqrt{ }\left(1+p^{2}\right)}=d x
$$

Integrating, $\sinh ^{-1} p=p+c_{1}$ or $p=\frac{d y}{d x}=\sinh \left(x+c_{1}\right)$.
Integrating again, $y=c_{2}+\cosh \left(x+c_{1}\right)$.
Ex. 12 Solve $\frac{d^{2} y}{d x^{2}}-\frac{a^{2}}{x\left(a^{2}-x^{2}\right)} \cdot \frac{d y}{d x}=\frac{x^{2}}{a\left(a^{2}-x^{2}\right)}$.

Solution. Putting $\frac{d y}{d x}=p, \frac{d^{2} y}{d x^{2}}=\frac{d p}{d x}$, the equation becomes

$$
\begin{aligned}
& \frac{d p}{d x} \frac{a^{2}}{a\left(a^{2}-x^{2}\right)} p=\frac{x^{2}}{a\left(a^{2}-x^{2}\right)} \text {, linear equation. } \\
& \text { I. F. }=e^{-\int \frac{a^{2}}{x_{1}\left(a^{2}-x^{2}\right)} d x}=e^{-\int\left(\frac{1}{x}+\frac{1}{a-x}-\frac{1}{a+x}\right) d x} \\
& \quad=e^{-\log x+\frac{1}{2} \log (a-x)+\frac{1}{2} \log (a+x)}=\frac{\sqrt{ }\left(a^{2}-x^{2}\right)}{x} \\
& \therefore \quad p \frac{\sqrt{ }\left(a^{2}-x^{2}\right)}{x}=c_{1}+\int \frac{x}{a\left(a^{2}-x^{2}\right)^{1 / 2}} d x \\
& \quad=c_{1}-\frac{1}{a}\left(a^{2}-x^{2}\right)^{1 / 2}
\end{aligned}
$$

or $p=\frac{d y}{d x}=\frac{c_{1} x}{\sqrt{\left(a^{2}-x^{2}\right)}}-\frac{1}{a} x$.
Integrating, $y=-c_{1}\left(a^{2}-x^{2}\right)^{1 / 2}-\frac{1}{2 a} x^{2}+c_{1}$, which is the required solution.

Ex. 13. Solve $\frac{d^{2} y}{d x^{2}}=a^{2}+k^{2}\left(\frac{d y}{d x}\right)^{2}$.
Solution. The equation does not contain $y$ directly. Therefore putting $\frac{d y}{d x}=p, \frac{d^{2} y}{d x^{2}}=\frac{d p}{d x}$, the equation becomes

$$
\frac{d p}{d x}=a^{2}+k^{2} p^{2} \quad \text { or } \quad \frac{d p}{a^{2}+k^{2} p^{2}}=d x
$$

Integrating $\frac{1}{a k} \tan ^{-1}\left(\frac{p k}{a}\right)=x+c_{1}$
or $p k=a \tan \left\{a k\left(x+c_{1}\right)\right\}$ or $p=\frac{d y}{d x}=\frac{a}{k} \tan \left\{a k\left(x+c_{1}\right)\right\}$,
Integrating, $y=\frac{1}{k^{2}} \log \sec \left\{a k\left(x+c_{1}\right)\right\}+c_{2}$.

### 1.3. Equations in which x is absent

An equation which is free from $x$ can be put in the form

$$
f\left(\frac{d^{n} y}{d x^{n}}, \frac{d^{n-1} y}{d x^{n-1}}, \cdots, \frac{d y}{d x}, y\right)=0 .
$$

If we put $\frac{d y}{d x}==p$, then $\frac{d^{2} y}{d x^{2}}=\frac{d p}{d x}=\frac{d p}{d y} \cdot \frac{d y}{d x}=p \frac{d p}{d y}$
and $\frac{d^{3} y}{d x^{3}}=\frac{d}{d x}\left(p \frac{d p}{d y}\right)=\frac{d}{d y}\left(p \frac{d p}{d x}\right) \frac{d y}{d x}$

$$
=\left[p \frac{d^{2} p}{d y^{2}}+\left(\frac{d p}{d y}\right)^{2}\right] p=p^{2} \frac{d^{2} p}{d y^{2}}+p\left(\frac{d p}{d y}\right)^{2}, \text { etc. }
$$

The equation thus takes the form

$$
f\left(\frac{d^{n-1} p}{d y^{n-1}}, \ldots, p, y\right)^{3}=0
$$

which is reduced by one order and may possibly be integrated for $p$ and then for $y$.

The following few examples will make the procedure clear.
Ex 1. Solve $\frac{d^{2} y}{d x^{2}}+\frac{d y}{d x}+\left(\frac{d y}{d x}\right)^{3}=0$.
[Agra 1955]
Solution. The equation does not contain $x$ directly; so putting

$$
\frac{d y}{d x}=p ; \frac{d^{2} y}{d x^{2}}=\frac{d}{d x}(p)=\frac{d}{d y}(p) \cdot \frac{d y}{d x}=p \frac{d p}{d y},
$$

the equation becomes

$$
p \frac{d p}{d y}+p+p^{3}=0 \quad \text { or } \quad \frac{d p}{1+p^{2}}+d y=0
$$

Integrating, $\tan ^{-1} p=c_{1}-y$ or $p=\frac{d y}{d x}=\tan \left(c_{1}-y\right)$
or $\cot \left(c_{1}-y\right) d y=d x \quad$ (separating the variables).
Integrating, $-\log \sin \left(c_{1}-y\right)+\log c_{2}=x$.
or $\log \frac{\sin \left(c_{1}-y\right)}{c_{2}}=-x$ or $\sin \left(c_{1}-y\right)=c_{2} e^{-x}$
or $c_{1}-y=\sin ^{-1}\left(c_{2} e^{-x}\right)$ or $y=c_{1}-\sin ^{-1}\left(c_{2} e^{-x}\right)$.
Ex. 2. Solve $y \frac{d^{2} y}{d x^{2}}-\left(\frac{d y}{d x}\right)^{2}=y^{2} \log y$.
[Delhi Hons. 1958]
Solution. The equation does not contain $x$ directly; hence putting $\frac{d y}{d x}=p, \frac{d^{2} y}{d x^{2}}=\frac{d p}{d y} \cdot \frac{d y}{d x}=p \frac{d p}{d y}$, the equation becomes

$$
y p \frac{d p}{d y}-p^{2}=y^{2} \log y \text { or } p \frac{d p}{d y}-\frac{1}{y} p^{2}=y \log y .
$$

Putting $p^{2}=v, 2 p \frac{d p}{d y}=\frac{d v}{d y}$; the above equation becomes

$$
\frac{d v}{d y}-\frac{2}{y} v=2 y \log y .
$$

Linear equation, I.F. $=e^{-\int \frac{2}{y} d y}=\frac{1}{y^{2}}$.

$$
\therefore v \frac{1}{y^{2}}=c_{1}+\int 2 y \log y \cdot \frac{1}{y^{2}} d y=c_{1}+\int \frac{2}{y} \log y d y
$$

or $p^{2} \cdot \frac{1}{y^{2}}=c_{1}+(\log y)^{2} \quad$ or $p=\frac{d y}{d x}= \pm y\left[c_{1}+(\log y)^{2}\right]^{1 / 2}$ or $\frac{d y}{y \sqrt{ }\left[c_{1}+(\log y)^{2}\right]}=d x\left[\right.$ put $\left.\log y=u, \frac{1}{y} d y=d u\right]$.
$\therefore \quad \frac{d u}{\sqrt{\left(c_{1}+u^{2}\right)}}=d x$ or $\log \left[u_{1}+\sqrt{ }\left(c_{1}+u^{2}\right)\right]=\log c_{2}+x$ or $u+\sqrt{ }\left(c_{1}+u^{2}\right)=c_{2} e^{x}$ or $\log y+\sqrt{ }\left[c_{1}+(\log y)^{2}\right]=c_{2} e^{x}$ or $c_{1}+(\log y)^{2}=\left(c_{2} e^{x}-\log y\right)^{2}$
or $c_{1}=c^{2} e^{2 x}-2 c_{2} e^{x} \log y$
or $\log y=k_{1} e^{x}+k_{2} e^{-x}$ is the solution.
*Ex. 3 Solve $\left.\left(\frac{d y}{d x}\right)^{2}-y \frac{d^{2} y}{d x^{2}}=n\left\{\left(\frac{d y}{d x}\right)\right\}^{2}+a^{2}\left(\frac{d^{2} y}{d x^{2}}\right)\right\}^{1 / 2}$
[Agra 1951]
Solution. The equation does not contain $x$ directly. So putting $\frac{d y}{d x}=p=\frac{d^{2} y}{d x^{2}}=\frac{d p}{d x}=\frac{d p}{d y} \frac{d y}{d x}=p \frac{d p}{d y^{\prime}}$, the equation becomes

$$
p^{2}-p y \frac{d p}{d y}=n\left[p^{2}+a^{2} p^{2}\left(\frac{d p}{d y}\right)^{2}\right]^{1 / 2}
$$

or $p=y \frac{d p}{d y}+n\left[1+a^{2}\left(\frac{d p}{d y}\right)^{2}\right]^{1 / 2}$
which is of Clairaut's form. Putting $c$ for $d p / d y$,

$$
p=c y+n\left[1+a^{2} c^{2}\right]^{1 / 2} \text { or } \frac{d y}{d x}=c y+n\left(1+a^{2} c^{2}\right)^{1 / 2}
$$

or $\frac{d y}{c y+n\left(1+a^{2} c^{2}\right)^{1 / 2}}=d x$.
Now integrating $\left.\frac{1}{c} \log c y+n\left(1+a^{2} c^{2}\right)^{1 / 2}\right]=x+c^{\prime}$ or $c y+n\left(1+a^{2} c^{2}\right)^{1 / 2}=c_{2} e^{e x}$.
*Ex. 4. Solve $y(1-\log y) \frac{d^{2} y}{d x^{2}}+(i+\log y)\left(\frac{d y}{d x}\right)^{2}=0$.
[Delhi Hons. 1969 ; Bombay 61 ; Agra 58; Raj. 63, 55 ; Gujrat 61]
Solution. The equation does not coniain $x$ directly. So putting $\frac{d y}{d x}=p, \frac{d^{2} y}{a x^{2}}=p \frac{d p}{d y}$, the equation becomes

$$
y(1-\log y) p \frac{d p}{d y}+(1+\log y) p^{2}=0
$$

or $\frac{d p}{p}+\frac{1+\log y}{y(1-\log y)} d y=0$ (variable separated)
Now put $\log y=t$ so that $\frac{1}{y} d y=d t$.
$\therefore \quad \frac{d p}{p}+\frac{1+t}{1-t} d t=0 \quad$ or $\quad \frac{d p}{p}=\left(1+\frac{2}{t-1}\right) d t$.
Integrating, $\log p=t-12 \log (t-1)+$ const.
or $p=c_{1} e^{t}(t-1)^{2}$ or $\frac{d y}{d x}=c_{1} y(\log y-1)^{2}$ as $y=e^{t}$
or $\frac{d y}{y(\log y-1)^{2}}=c_{1} d x$. Integrating $-\frac{1}{(\log y-1)}=c_{1} x+c_{8}$
or $1-\log y=\frac{1}{c_{1} x+c_{2}}$ is the required solution.
Ex. 5. (a) Solve $y \frac{d^{2} y}{d x^{2}}+\left(\frac{d y}{d x}\right)^{2}=y^{2}$.
Solution. Equation is free from $x$. Putting $\frac{d y}{d x}=p$ and
$\frac{d^{2} y}{d x^{2}}=p \frac{d p}{d y}$, the equation becomes $y p \frac{d p}{d y}+p^{2}=y^{2}$
or $p \frac{d p}{d y}+\frac{1}{y} p^{2}=y$.
Put $p^{2}=u, 2 p \frac{d p}{d y}=\frac{d u}{d y}$; then the equation becomes

$$
\frac{d u}{d y}+\frac{2}{y} u=2 y, \text { Linear, } \mathrm{I} . \mathrm{F} .=y^{2} .
$$

$$
\therefore u y^{2}=c_{1}^{\prime}+\int 2 y . y^{2} d y, \text { i.e. } u y^{2}=c_{1}^{\prime}+\frac{1}{2} y^{4}
$$

or $2 p^{2} y^{2}=y^{4}+c_{1}{ }^{2}$ or $\sqrt{ } 2 p=\sqrt{ } 2 \frac{d y}{d x}=\frac{\sqrt{ }\left(y^{4}+c_{1}{ }^{2}\right)}{y}$.
Integrating, $\sqrt{ } 2 \sinh ^{-1} \frac{y^{2}}{c_{1}}=2 x+\sqrt{ } 2 c_{2}$
or $y^{2}=c_{1} \sinh \left(\sqrt{ } 2 x+c_{2}\right)$ is the solution.
Ex. 5: (b) Solve $y \frac{d^{2} y}{d x^{2}}+\left(\frac{d y}{d x}\right)^{2}=1$.
[Karnatak 60]
Hint. Just like above Ex.
Ex. 6. Solve $y \frac{d^{2} y}{d x^{2}}+\left(\frac{d y}{d x}\right)^{2}=\frac{d y}{d x}$.
Solution. The equation is frec from $x$; hence putting $\frac{d y}{d x}=p, \frac{d^{2} y}{d x^{2}}=p \frac{d p}{d y}$, the equation becomes

$$
y p \frac{d p}{d y}+p^{2}=p \quad \text { or } \frac{d p}{d y}+\frac{1}{y} p=\frac{1}{y}
$$

This is a linear equation, its I.F. $=e^{\int \frac{1}{y} d y}=y$.

$$
\therefore \quad p . y=c_{1}+\int \frac{1}{y} \cdot y d y=c_{1}+y \text { or } p=\frac{d y}{d x}=\frac{c_{1}+y}{y}
$$

or $\frac{y}{c_{1}+y} d y=d x$ or $\left(1-\frac{r_{1}}{r_{1}+y}\right) d y=d x$,
Integrating, $y-c_{1} \log \left(c_{1}+y\right)=x+c_{2}$
or $y-x-c_{2}=c_{1} \log \left(c_{1}+y\right)$ is the solution.

Ex. 7. Solve $\left(1-y^{2}\right) \frac{d^{2} y}{d x^{2}}=2 \frac{d y}{d x}\left(1+y \frac{d y}{d x}\right)$.
Solution. Equation is free from $x$; hence putting

$$
\frac{d y}{d x}=p, \frac{d^{2} y}{d x^{2}}=p \frac{d p}{d y}
$$

the equation becomes

$$
\left(1-y^{2}\right) p \frac{d p}{d y}=2 p(1+y p) \text { or } \frac{d p}{d y}-\frac{2 y p}{1-y^{2}}=\frac{2}{1-y^{2}}
$$

which is a linear equation, I.F. $=e^{-\int \frac{2 y}{1-y^{2}} d y}=\left(1-y^{2}\right)$.

$$
\therefore \quad p \cdot\left(1-y^{2}\right)=c_{1}+\int \frac{2}{1-y^{2}}\left(1-y^{2}\right) d y=c_{1}+2 y
$$

so that $\quad p=\frac{d y}{d x}=\frac{c_{1}+2 y}{1-y^{2}} \quad$ or $\quad \frac{1-y^{2}}{c_{1}+2 y} d y=d x$
or $\quad\left(-\frac{1}{2} y+\frac{1}{4} c_{2}-\frac{\frac{1}{4} c_{1}^{2}}{c_{1}+2 y}\right) d y=d x$.
Integrating, $-\frac{1}{4} y^{2}+\frac{1}{4} c_{1} y-\frac{1}{8} c_{1}{ }^{2} \log \left(c_{1}+2 y\right)=x+c_{0}$
$-2 y^{2}+2 c_{1} y-c_{1}^{2} \log \left(c_{1}+2 y\right)=8 x+c_{2}$.
Ex. 8. Solve $\frac{d^{2} y}{d x^{2}}+a\left(\frac{d y}{d x}\right)^{2}=0$.
Solution. The equation does not contain $x$ directly.
$\therefore$ putting $\frac{d y}{d x}=p, \frac{d^{2} y}{d x^{2}}=p \frac{d p}{d y}$, the equation becomes

$$
p \frac{d p}{d y}-a p^{2}=0 \quad \text { or } \quad \frac{d p}{p}-a d y=0
$$

Integrating, $\log p-a y=\log e_{1}$ or $p=c_{1} e^{a y}$,
ie. $\frac{d y}{d x}=c_{1} e^{a y}$ or $e^{-a y} d y=c_{1} d x$.
Integrating, $-\frac{e^{-a y}}{a}=c_{1} x+c_{2}$ or $e^{-a y}=c_{1}^{\prime} x+k^{\prime}$
which is the required solution.
Ex. 9. Solve $\frac{d^{2} y}{d x^{2}}+2 \frac{d y}{d x}+4\left(\frac{d y}{d x}\right)^{2}=0$.
Solution. The equation is free from $x$; so putting $\frac{d y}{d x}=p$; $\frac{4 x^{4}}{d y}=p \frac{d p}{d y}$, the equation becomes

$$
p \frac{d p}{d y}+2 p+4 p^{2}=0 \quad \text { or } \quad \frac{d p}{\left(1+2 p^{2}\right)}=-2 d y
$$

Integrating, $-\frac{1}{\sqrt{-}} \cdot 9 n^{-1} \sqrt{ } 2 p=-2 y+k$
or $\tan ^{-1} \sqrt{ } 2 p=c_{1}-2 \sqrt{ } 2 y$ or $\quad \sqrt{ } 2 \frac{d y}{d x}=\tan \left(c_{1}-2 \sqrt{ } 2 y\right)$
or $\quad \sqrt{ } 2 \cot \left(c_{1}-2 \sqrt{ } 2 y\right) d y=d x$.
Integrating, $\log \sin \left(c_{1}-2 \sqrt{ } 2 y\right)=-2 x+c_{2}^{\prime}$
or $\sin \left(c_{1}-2 \sqrt{ } 2 y\right)=e c_{2}^{\prime} . e^{-2 x}=c_{2} e^{-2 x}$,
which is the required solution.

## 14. Exact Equation.

The differential equation

$$
f\left(\frac{d^{n} y}{d x^{n}} \cdot \frac{d^{n-1} y}{d x^{n-1}}, \ldots, \frac{d y}{d x}, y, x\right)=Q(x)
$$

is called an exact differential equation if it can be obtained by differentiating once and without any further process from an equation of the next lower order

$$
f\left(\frac{d^{n-1} y}{d x^{n-1}}, \frac{d^{n-2} y}{d x^{n-1}}, \ldots, \frac{d y}{d x}, y, x\right)=\int Q(x) d x+c
$$

For example,

$$
3 y^{2} \frac{d^{3} y}{d x^{3}}+14 y \frac{d y}{d x} \frac{d^{2} y}{d x^{2}}+4\left(\frac{d y}{d x}\right)^{2}+12 \frac{d y}{d x} \frac{d^{2} y}{d x^{2}}=2 x .
$$

is an exact equation since it may be obtained merely by differentiating once the equation

$$
3 y^{2} \frac{d^{2} y}{d x^{2}}+4 y\left(\frac{d y}{d x}\right)^{2}+6\left(\frac{d y}{d x}\right)^{2}=x^{2}+c
$$

* 15. Condition of exactness for a linear equation of order $n$.
[Nagpur 1962 ; Bombay 61 ; Delhi Hons. 62, 61, 60]
Let the linear differential equation of order $n$ be

$$
\begin{equation*}
P_{0} \frac{d^{n} y}{d x^{n}}+P_{1} \frac{d^{n-1} y}{d x^{n-1}}+\ldots+P_{n} y=Q(x), \tag{1}
\end{equation*}
$$

where $P_{0}^{\prime}, P_{1}, \ldots, P_{n}, Q$ are all functions of $x$.
Since $P_{1} \frac{d^{n} y}{d x^{n}}$ is obtained by differentiating once $P_{0} \frac{d^{n-1} y}{d x^{n-1}}$ hence let the equation (1) be obtained by differentiating once the equation

$$
\begin{equation*}
P_{0} \frac{d^{n-1} y}{d x^{n-2}}+Q_{1} \frac{d^{n-2} y}{d x^{n-2}}+\ldots+Q_{n-1} y=\int Q(x) d x+c \tag{2}
\end{equation*}
$$

Differentiating (2) once w.r.t. $x$, we obtain

$$
\begin{array}{r}
P_{0} \frac{d^{n} y}{d x^{n}}+\left(P_{0}^{\prime}+Q_{1}\right) \frac{d^{n-1} y}{d x^{n-1}}+\left(Q_{1}^{\prime}+Q_{2}\right) \frac{d^{n-2} y}{d x^{n-2}}+\left(Q_{2}^{\prime}+Q_{3}\right) \frac{d^{n-3} y}{d x^{n-3}} \\
+\ldots+\left(Q_{n-2}^{\prime}+Q_{n-1} \frac{d y}{d x}+Q_{n-1}^{\prime} y=Q(x)\right.
\end{array}
$$

(1) and (3) are just the same equations; hence equatiing coefficients of various terms, we get

$$
\begin{aligned}
P_{0}=P_{0}, P_{1}=P_{0}^{\prime}+Q_{1}, P_{1}=Q_{1}{ }^{\prime}+Q_{2}, & P_{3}=Q_{2}^{\prime}+Q_{3} \\
& \ldots P_{n-1}=Q_{n-2}^{\prime}+Q_{n-1} \text { and } P_{n}=Q_{n-1}^{\prime}
\end{aligned}
$$

These relations give

$$
\begin{aligned}
& Q_{1}=P_{1}-P_{0}^{\prime} \\
& Q_{2}=P_{2}-P_{1}^{\prime}+P_{0}^{\prime \prime} \\
& Q_{n-1}=P_{n-1}-P_{n-8}^{\prime}+P_{n-3}^{\prime \prime}-\ldots+(-1)^{n-1} P_{0}\left(n^{\prime}\right)
\end{aligned}
$$

These give coefficients of various terms in (2).
Also from the relation $P_{n}=Q_{n-1}^{\prime}$, we get

$$
\begin{align*}
& \therefore P_{n}=P_{n-1}^{\prime}-P^{n}{ }_{n-2}+P^{\prime \prime \prime} n_{n-8}-\ldots+(-1)^{n-1} P_{0}(n) \\
& \text { or } P_{n}-P_{n-1}^{\prime}+P_{n-2}^{\prime \prime}-P^{\prime \prime \prime}{ }_{n-3}-\ldots+(-1)^{n} P_{0}^{(n)}=0 . \tag{4}
\end{align*}
$$

(4) is the condition of exactness for the equation' (1).

Thus if condition (4) is satisfied for (1), the first integral of (1) is (2) which takes the form

$$
\begin{aligned}
& P_{0} \frac{d^{n-1} y}{d x^{n-1}}+\left(P_{1}-P_{0}^{\prime}\right) \frac{d^{n-2} y}{d x^{n-2}}+\left(P_{2}-P_{1}^{\prime}+P_{0}^{\prime \prime}\right) \frac{d^{n-3} y}{d x^{n-3}}+\ldots \\
& \quad+\left\{P_{n-1}-P_{n-2}^{\prime}+P_{n-3}^{\prime \prime}+\ldots+(-1)^{n-1} P_{0} n-1\right\} y \\
& =\int Q(x) d x+c .
\end{aligned}
$$

Note. How to write condition (4) :
(1) Write $P_{n} \cdot P_{n-1}, P_{n-2} \ldots$ the various coefficients starting from the highest.
(2) Put as many dashes as the number which is subtracted from $n$ in the suffix. Thus $P_{n-s}$ whose suffix is 2 lower than $n$ should be written with two dashes and $P_{0}$ whosetsuffix is $n$ lower than $n$ should be written with $n$ dashes.
(3) Put $+x e$ and -ve before these coefficients alternately.

Ex. 1. Solve $\left(1+x+x^{2}\right) \frac{d^{3} y}{d x^{3}}+(3+6 x) \frac{d^{2} y}{d x^{2}}+6 \frac{d y}{d x}=0$.
[Agra 1972. 56, 56 ; Raj. 64, 50]
Solution. The equation is of order 3. Here

$$
P_{0}=1+x+x^{2}, P_{1}=3+6 x, P_{2}=\sigma, P_{3}=0 .
$$

Therefore the equation will be exact if

$$
P_{3}-P_{2}^{\prime}+P_{1}^{\prime \prime}-P^{\prime \prime \prime} 0=0
$$

i.e. $0-0+0-0=0$, which is true.

Hence the equation is exact.
The first integral of the given equation is

$$
P_{0} \frac{d^{2} y}{d x^{2}}+\left(P_{1}-P_{0}^{\prime}\right) \frac{d y}{d x}+\left(P_{2}-P_{1}^{\prime}+P_{0}^{\prime \prime}\right) y=c_{1}
$$

or

$$
\begin{equation*}
\left(1+x+x^{2}\right) \frac{d^{2} y}{d x^{2}}+\{3+6 x-(1+2 x)\} \frac{d y}{d x}+(6-6+2) y=c_{1} \tag{1}
\end{equation*}
$$

Now considering (1) as an equation to be tested for exactness, we have for ( 1 ), $\quad P_{0}=1+x+x^{2} ; F_{1}=2(1+2 x), P_{2}=2$ and here

$$
P_{2}-P_{2}^{\prime}+P_{0}^{\prime \prime}=2-4+2=0
$$

i.e. for (1) also the condition of exactness is satisfied ; therefore the first integral of (1) is

$$
\begin{align*}
& P_{0} \frac{d y}{d x}+\left(P_{1}-P_{0}^{\prime}\right) y=\int c_{1} d x+c_{2} \\
& \quad\left(1+x+x^{2}\right) \frac{d y}{d x}[2+4 x-(1+2 x)] y=c_{1} x+c_{2} \\
& \quad\left(1+x+x^{2}\right) \frac{d y}{d x}+(1+2 x) y=c_{1} x+c_{2} . \tag{2}
\end{align*}
$$

or
or
Here again $P_{0}=1+x+x^{2}, P_{1}=(1+2 x)$
and $\quad P_{1}-P_{0}^{\prime}=(1+2 x)-(1+2 x)=0$.
Therefore (2) is also exact. Its solution is

$$
P_{0} y=\int\left(c_{1} x+c_{2}\right) d x+c_{3}
$$

i.e.
$\left(1+x+x^{2}\right) y=\frac{1}{2} c_{1} x^{2}+c_{2} x+c_{3}$,
which is the required solution of the given equation.
Ex. 2. Solve $x \frac{d^{3} y}{d x^{3}}+\left(x^{2}+x+3\right) \frac{d^{2} y}{d x^{2}}+(4 x+2) \frac{d y}{d x}+2 y=0$.
[Delhi Hons. 1970, 61]
Solution. The equation is of order three. Also here

$$
P_{0}=x, P_{1}=x^{2}+x+3, P_{2}=4 x+2, P_{3}=2 .
$$

The condition of exactness is

$$
P_{3}-P_{2}^{\prime}+P^{\prime \prime}-P_{0}^{\prime \prime}=0,
$$

i.e. $2-4+2-0=0$, which is satisfied.

Hence the equation is exact. The first integral is

$$
\begin{aligned}
& \quad P_{0} \frac{d^{2} y}{d x^{2}}+\left(P_{1}-P_{0}^{\prime}\right) \frac{d y}{d x}+\left(P_{2}-P_{1}^{\prime}+P_{0}^{\prime \prime}\right) y=\text { const. } \\
& \text { or } x \frac{d^{2} y}{d x^{2}}+\left(x^{2}+x+2\right) \frac{d y}{d x}+(2 x+1) y=c_{1} . \\
& \text { In (1), } P_{0}=x, P=x^{2}+x+2, P_{2}=2 x+1 .
\end{aligned}
$$

The condition of exactness, i.e. $P_{2}-P_{1}{ }^{\prime}+P_{0}{ }^{\prime \prime}=0$ is satisfied for (1).
$\therefore$ the integral of (1) is

$$
\begin{equation*}
P_{0} \frac{d y}{d x}+\left(P_{1}-P_{0}^{\prime}\right) y=\int c_{1} d x+c_{2} \tag{2}
\end{equation*}
$$

i.e. $x \frac{d y}{d x}+\left(x^{2}+x+1\right) y=c_{1} x+c_{8}$.

This is not exact and can be written as

$$
\begin{aligned}
& \begin{array}{l}
\frac{d y}{d x}+\left\{x+1+\frac{1}{x}\right\} y=c_{1}+\frac{c_{3}}{x} \\
\text { Linear equation, I.F. }=e^{\int\left(x+1+\frac{1}{x}\right) d x}=x e^{i x(x+2) .}
\end{array}
\end{aligned}
$$

Hence the complete solution is

$$
y . x e^{\frac{1}{y} x(x+2)}=\int\left\{c_{1}+\frac{c_{2}}{x}\right\} x e^{\frac{1}{1} x(x+2)} d x+c_{3}
$$

Ex. 3. Solve $x \frac{d^{3} y}{d x^{3}}+\left(x^{2}-3\right) \frac{d^{2} y}{d x^{2}}+4 x \frac{d y}{d x}+2 y=0$.
[Bombay 1958; Allahabad 52]
Sulution. The equation is of third order. Here $P_{0}=x$, $P_{1}=x^{2}-3, P_{3}=4 x, P_{3}=2$, and condition of exactness,

$$
P_{3}-P_{2}^{\prime}+P_{1}^{\prime \prime}-P_{0}^{\prime \prime \prime}=2-4+2=0 \text { is satisfied. }
$$

Hence the eqation is exact. The first integral is

$$
\begin{equation*}
P_{0} \frac{d^{2} y}{d x^{2}}+\left(P_{1}-P_{0}^{\prime}\right) \frac{d y}{d x}+\left(P_{2}-P_{1}^{\prime}+P_{0}^{\prime \prime}\right) y=c_{1} \tag{1}
\end{equation*}
$$

or $x \frac{d^{2} x}{d x^{2}}+\left(x^{2}-4\right) \frac{d y}{d x}+2 x y=c_{1}$.
For (1) $P_{0}=x, P_{1}=x^{2}-4, P_{2}=2 x$ and $P_{2}-P_{1}{ }^{\prime}+P_{0}^{\prime \prime}=0$ is satisfied for (1). Heace (1) is also exact. The intergral of (1) is

$$
P_{0} \frac{d y}{d x}+\left(P_{1}-P_{0}{ }^{\prime}\right) y=\int c_{1} d x+c_{2}
$$

or $x \frac{d y}{d x}+\left(x^{2}-5\right) y=c_{1} x+c_{2}$ or $\frac{d y}{d x}+\left\{x-\frac{5}{x}\right\} y=c_{1}+\frac{c_{2}}{x}$.
This is a linear equation.

$$
\text { LF } \mathrm{F}=e^{\int\left(x-\frac{5}{x}\right) d x}=e^{\frac{1}{2} x^{2}-5 \log x}=e^{\frac{1}{x^{2}} x^{-5}} .
$$

Hence the solution is

$$
y \frac{e^{\frac{1}{2} x^{2}}}{x^{5}}=c_{1} \int \frac{e^{\frac{1}{2} x^{2}}}{x^{5}} d x+c_{2} \int \frac{e^{\frac{1}{2} x^{4}}}{x^{6}} d x+c_{3}
$$

*Ex. 4. Solve $x^{2} \frac{d^{2} y}{d x^{2}}+3 x \frac{d y}{d x}+y=\frac{2}{(1-x)^{2}}$,
[Agra 1966, 57, 55, 51; Raj. 52]
Solution. The equation is of second order.
Here $\quad P_{0}=x^{2}, P_{1}=3 x, P_{2}=1$.
The condition of exactness, i.e., $P_{2}-P_{1}{ }^{\prime}+P_{0}{ }^{\prime \prime}=0$ gives $1-3+2=0$ which is satisfied.

Hence the equation is exact. The first integral is

$$
P_{0} \frac{d y}{d x}+\left(P_{1}-P_{9}^{\prime}\right) y=\int \frac{1}{(1-x)^{2}} d x+c_{1}
$$

i.e., $x^{3} \frac{d y}{d x}+x y=\frac{1}{1-x}+c_{1}$ or $\frac{d y}{d x}+\frac{1}{x} y=\frac{1}{x^{2}(1-x)}+\frac{c_{2}}{x^{2}}$,
*The equation can be solved by the method of homogeneous equations.
See Ex. 11 (a) page $i 00$ Part I .
which is linear. Its I.F. $=e^{\int \frac{1}{x} d x}=x$.
Hence $y . x=\int\left\{\frac{1}{x^{2}(1-x)}+\frac{c_{1}}{x^{2}}\right\} x d x+c_{2}$

$$
=\int\left(\frac{1}{x}+\frac{1}{1-x}+\frac{c}{x^{2}}\right) x d x+c_{2}
$$

or

$$
y x=\log \frac{x}{1-x}+c_{1} \log x+c_{2}
$$

which is the required solution.
Ex. 5. Solve $\left(1+x^{2}\right) \frac{d^{2} y}{d x^{2}}+3 x \frac{d y}{d x}+y=0$.
[Agra 69, 53]
Solution. The equation is of second order. Here

$$
P_{0}=1+x^{2}, P_{1}=3 x, P_{2}=1
$$

The condition of exactness $P_{1}-P_{1}{ }^{\prime}+P_{0}{ }^{\prime \prime}=0$, i.e. $1-3+2=0$ is satisfied.

Hence the equation is exact. The first integral of the given equation is $P_{0} \frac{d y}{d x}+\left(P_{1}-P_{0}{ }^{\prime}\right) y+c_{1}$,
i.e.

$$
\left(1+x^{2}\right) \frac{d y}{d x}+x y=c_{1} \quad \text { or } \frac{d y}{d x}+\frac{x}{1+x^{2}} y=\frac{c_{2}}{1+x^{2}} .
$$

Linear equation, I.F. $=e^{\int \frac{x}{1+x^{2}} d x}=e^{\frac{1}{4} \log \left(1+x^{2}\right)}=\sqrt{ }\left(1+x^{2}\right)$.
$\therefore \quad$ Solution is $y \cdot \sqrt{ }\left(1+x^{2}\right)=c_{2}+\int \frac{c_{1}}{\left(1+x^{2}\right)} \sqrt{ }\left(1+x^{2}\right) d x$

$$
=c_{2}+c_{1} \log \left[x+\sqrt{\left.\left(1+x^{2}\right)\right] .}\right.
$$

Ex. 6. Solve $\left(x^{3}-x\right) \frac{d^{3} y}{d x^{3}}+\left(8 x^{2}-3\right) \frac{d^{2} y}{d x^{2}}+14 x \frac{d y}{d x}+4 y=\frac{2}{x^{3}}$.
[Agra 46 ; Raj. 59]
Solution. Equation is of third order. Here

$$
P_{0}=x^{3}-x, P_{1}=8 x^{2}-3, P_{2}=14 x, P_{3}=4 .
$$

The conditios of exactness $P_{3}-P_{2}{ }^{\prime}+P_{1}{ }^{\prime \prime}-P_{0}{ }^{\prime \prime \prime}=0$,
i.e. $4-14+16-6=0$ is satisfied
$\therefore$ The equation is exact. The first integral is

$$
\begin{equation*}
P_{0} \frac{d^{2} y}{d x^{3}}+\left(P_{1}-P_{0}^{\prime}\right) \frac{d y}{d x}+\left(P_{2}-P_{1}^{\prime}+P_{\theta^{\prime \prime}}\right) y=\int \frac{2}{x^{3}} d x+c_{1} \tag{1}
\end{equation*}
$$

os $\left(x^{3}-x\right) \frac{d^{9} y}{d x^{2}}+\left(5 x^{2}-2\right) \frac{d y}{d x}+4 x y=-\frac{1}{x^{2}}+c_{1}$.
For this equation $P_{0}=x^{3}-x, P_{1}=5 x^{2}-2, P_{2}=4 x$ :
The condition of exactness $P_{2}-P_{1}{ }^{\prime}+P_{0}{ }^{\prime \prime}=0$ is satisfied again.
$\therefore$ The integral of (1) is

$$
P_{0} \frac{d y}{d x}+\left(P_{1}-P_{0}^{\prime}\right) y=\int\left(-\frac{1}{x^{2}}+c_{1}\right) d x+c_{2}
$$

or $\left(x^{2}-x\right) \frac{d y}{d x}+\left(2 x^{2}-1\right) y=\frac{1}{x}+c_{1} x+c_{2}$
or $\frac{d y}{d x}+\frac{2 x^{2}-1}{x\left(x^{2}-1\right)}=\frac{1}{x^{2}\left(x^{2}-1\right)}+\frac{c_{1}}{x^{2}-1}+\frac{c_{2}}{x\left(x^{2}-1\right)}$.
Linear equation, I.F. $=e^{\int \frac{2 x^{2}-1}{x\left(x^{2}-1\right)} d x}=e^{\int \frac{2 x^{3}-1}{x^{3}\left(x^{2}-1\right)} \times d x}$

$$
\begin{aligned}
& =e^{1 \int\left(\frac{1}{t}+\frac{1}{t-1}\right) d t}=e \cdot \log t(t-1) \\
& =x \sqrt{ }\left(x^{2}-1\right) . \quad \text { where } t=x^{3}
\end{aligned}
$$

Hence the solution is

$$
\begin{aligned}
y x \sqrt{ }\left(x^{2}-1\right) & =\iint \frac{1}{x \sqrt{\left(x^{2}-1\right)}}+\frac{c_{1} x}{\sqrt{ }\left(x^{2}-1\right)}+\frac{c_{9}}{\left.\sqrt{\left.x^{2}-1\right)}\right] d x+c_{3}} \\
& =\sec ^{-1} x+c_{1} \sqrt{ }\left(x^{2}-1\right)+c_{2} \log \left[x+\sqrt{ }\left(x^{2}-1\right)\right]+c_{8} .
\end{aligned}
$$

Ex. 7. Solve $\sin x \frac{d^{2} y}{d x^{2}}-\cos x \frac{d y}{d x}+2 y \sin x=0$.
[Agra 78, 68, 6: Delhi Homs. 57]
Solution. Equation is of second order. Here $P_{0}=\sin x, P_{1}=-\cos x, P_{2}=2 \sin x$.
Condition of exactness $P_{2}-P_{1}^{\prime}+P_{0}{ }^{4}=0$.
i.e. $2 \sin x-\sin x-\sin x=0$ is satisfied.

Hence the equation is exact. The first integral is

$$
P_{0} \frac{d y}{d x}+\left(P_{1}-P_{0}{ }^{\prime}\right) y=c_{1} \quad \text { or } \sin x \frac{d y}{d x}-(2 \cos x) y=c_{1}
$$

or $\frac{d y}{d x}-(2 \cos x) y=c_{1} \operatorname{cosec} x$, linear (not exact).
I.F. $=e^{-\int \cdot 2 \cot x d x}=e^{-2 \log \sin x}=\frac{1}{\sin ^{2} x}=\operatorname{cosec}^{2} x$.

Hence the solution is

$$
y \operatorname{cosec}^{2} x=c_{1} \cdot \int \operatorname{cosec} x \cdot \operatorname{cosec}^{2} x d x^{*}+c_{2}
$$

$$
=-\frac{1}{2} c_{1} \operatorname{cosec} x \cot x+\frac{1}{2} c_{1} \log \tan \frac{1}{2} x+c_{2}
$$

or $y=-\frac{1}{2} c_{1} \cos x+\frac{1}{2} c_{1} \sin ^{2} x \log \tan \frac{1}{2} x+c_{2} \sin ^{2} x$.
*Ex. 8. Solv $\frac{d^{3} y}{d x^{3}}+\cos x \frac{d^{2} y}{d x^{2}}-2 \sin x \frac{d y}{d x}-y \cos x=\sin 2 x$.
[Agra 57; Allahabad 53; Pb. 62; Delhi Hons. 59]
Solution. $\quad P_{0}=1, P_{1}=\cos x, P_{2}=-2 \sin x, P_{3}=-\cos x$.
Condition of exactness $P_{3}-P_{2}^{\prime}+P_{1}^{\prime \prime}-P_{0}{ }^{\prime \prime \prime}=0$,
ie. $-\cos x+2 \cos x-\cos x-0=0$ is satisfied. $\int \operatorname{cosec}^{n} x d x=-\frac{\cot x \operatorname{cosec}^{n-2} x}{n-1}+\frac{n-2}{n-1} \int \operatorname{cosec}^{n-2} x d x$.

Therefore the equation is exact. The first integral is

$$
P_{0} \frac{d^{2} y}{d x^{2}}+\left(P_{1}-P_{0}^{\prime}\right) \frac{d y}{d x}+\left(P_{3}-P_{1}^{\prime}+P_{0}^{\prime \prime}\right) y=\int \sin 2 x d x+c_{1}
$$

or $\frac{d^{2} y}{d x^{2}}+\cos x \frac{d y}{d x}-\sin x \cdot y=-\frac{1}{2} \cos 2 x+c_{1}$,
which is again exact. Hence its solution is

$$
\frac{d y}{d x}+\cos x \cdot y=-4 \sin 2 x+c_{2} x+c_{2}
$$

which is linear, I.F $=e^{\sin x}$. Hence the solution is

$$
y e^{\sin x}=-\frac{1}{4} \int \sin 2 x \cdot e^{\sin x} d x+\int\left(c_{1} x+c_{\mathrm{a}}\right) e^{\sin x} d x+c_{\mathrm{s}}
$$

Now $\int \sin 2 x e^{\sin x} d x=2 \int \sin x \cos x e^{\sin x} d x$

$$
\begin{aligned}
& =2 \int t e^{t} d t=2 e^{t}(t-1), \quad \text { where } t=\sin x \\
& =2 e^{\operatorname{stn} x}(\sin x-1) .
\end{aligned}
$$

Hence the solution is

$$
y e^{\sin x}=-\frac{1}{2} e^{\sin x}(\sin x-1)+\int\left(c_{1} x+c_{2}\right) e^{\sin x} d x+c_{3}
$$

Ex. 9. Solve $\left(a x-b x^{2}\right) \frac{d^{2} y}{d x^{2}}+2 a \frac{d y}{d x}+2 b y=x$.
[Raj. 1954]
Solution. Here $P_{0}=a x-b x^{2}, P_{1}=2 a, P_{2}=2 b$ and condition of exactness, $P_{2}-P_{1}{ }^{\prime}+P_{0}{ }^{\prime \prime}=0$ is satisfied.

Hence the equation is exact. First integral is

$$
P_{0} \frac{d y}{d x}+\left(P_{1}-P_{0}^{\prime}\right) y=\int x d x+c_{1}
$$

or $\left(a x-b x^{2}\right) \frac{d y}{d x}+(a+2 b x) y=\frac{1}{2} x^{2}+c_{1}$
or $\frac{d y}{d x}+\frac{a+2 b x}{x(a-b x)} y=\frac{\frac{1}{8} x}{(a-b x)}+\frac{c_{1}}{x(a-b x)}$, linear equation
I.F. $=e^{\int \frac{a+2 b x}{x(a-b x)} d x}=e^{\int\left(\frac{1}{x}+\frac{3 b}{a-b x}\right) d x}$
$=e^{[\log x-8 \log (a-b x)]}=\frac{x}{(a-b x)^{2}}$.
Hence the solution is

$$
\begin{aligned}
& \text { 1. } \frac{x}{(a-b x)^{3}}=-\frac{1}{2} \int \frac{x^{2}}{(a-b x)^{4}} d x+\int \frac{c_{1}}{(a-b x)^{4}} d x+c_{2} \\
& =\int \frac{\frac{a^{2}}{b^{2}} \sin ^{4} \theta \frac{2 a}{b} \sin \theta \cos \theta d \theta}{2 a^{4} \cos ^{8} \theta}+\frac{c_{1}}{3 b(a-b x)^{3}}+c_{2} \\
& \quad \text { putting } b x=a \sin ^{2} \theta \text { in first integral }
\end{aligned}
$$

$$
\left.\begin{array}{l}
=\frac{1}{a b^{3}} \int \tan ^{8} \theta \sec ^{2} \theta d \theta+\frac{c_{1}}{3 b(a-b x)^{2}}+c_{2} \\
=\frac{1}{6 a^{2} b^{3}} \tan ^{8} \theta+\frac{c_{1}}{3 b(a-b x)^{3}}+c_{2} \\
=\frac{1}{6 a b^{3}}\left(\frac{b x}{a-b x}\right)^{2}+\frac{c_{1}}{3 b(a-b x)^{3}}+c_{2}
\end{array}\right\} \begin{aligned}
\sin ^{2} \theta=\frac{b x}{a}, \\
\tan ^{2} \theta=\frac{\sin ^{2} \theta}{\cos ^{2} \theta} \\
=\frac{h x / a}{(1-b x / a)} \\
=\frac{b x}{a-b x}
\end{aligned}
$$

or $y x=\frac{x^{2}}{6 a}+\frac{c_{1}}{3 b}+c_{2}(a-b x)^{3}$ is the solution.
Ex. 10. $\left(x^{3}-x\right) \frac{d^{2} y}{d x^{2}}-2(x-1) \frac{d y}{d x}-4 y=0$.
Solution. Exact equation. Proceed as usual.

$$
y=\varepsilon_{1}\left(4 x^{3}-2 x^{2}-\frac{2}{8} x-\frac{1}{8}\right)+x^{3}(x-1)\left[c_{2}-4 c_{1} \log x-\log (x-1)\right],
$$

Ex. 11, Solve $\frac{d^{2} y}{d x^{2}}+2 \sin x \frac{d y}{d x}+2 y \cos x=0$.
Solution. $P_{0}=1, P_{1}=2 \sin x, P_{2}=2 \cos x_{1}$

$$
P_{2}-P_{1}^{\prime}+P_{0}^{\prime \prime}=2 \cos x-2 \cos x+0=0
$$

Therefore the equation is exact. The first integral is
$\left.P_{0} \frac{d y}{d x}+i P_{1}-P_{0}^{\prime}\right) y=c_{1}$, i.e. $\frac{d y}{d x}+2 \sin x . y=c_{1}$,
which is linear. I.F. $=e^{\int 2 \sin x d x}=e^{-2 \cos x}$.
... . SOIUEi. n is $y e^{-y \operatorname{cus} x}=\int c_{1} e^{-2 \cos x} d x+c_{2}$
or $y=e^{2 \cos x} \int c_{1} e^{-2 \cos x} d x+c_{2} e^{2 \cos x}$.
Ex. 12. Solve $x \frac{d^{2} y}{d x^{2}}+(1-x) \frac{d y}{d x}-y=e^{x}$.
$P_{\mathbf{q}}-\mathbf{P}_{1}{ }^{\prime}+P_{0}{ }^{\prime \prime}=-1-(-1)+0=0$, therefore the equation is exact.

First differential is $P_{0} \frac{d y}{d x}+\left(P_{1}-P_{0}{ }^{\prime}\right) y=\int e^{x} d x+c_{3}$
or $x \frac{d y}{d x}-x y=e^{x}+c_{1}$ or $\frac{d y}{d x}-y=\frac{c^{x}}{x}+\frac{c_{1}}{x}$,
which is a linear equation. I.F. $=e^{-\int d x}=e^{-x}$.
Hence solution is $y e^{-x}=\int \frac{e^{x}}{x} \cdot e^{-x} d x+\int \frac{c_{1}}{x} e^{-x} d x+c_{2}$ or $y=e^{x} \log x+c_{1} e^{x} \int \frac{e^{-x}}{x} d x+c_{2} e^{x}$.

Ex. 13. $\left(2 x^{2}+3 x\right) \frac{d^{2} y}{d x^{2}}+(6 x+3) \frac{d y}{d x}+2=(x+1) c^{x}$.

Solution. $\quad P_{0}=2 x^{2}+3 x, P_{1}=6 x+3, P_{2}=2$
and $P_{8}-P^{\prime}+P_{0}^{\prime \prime}=2-6+4=0 ; \because$ the equation is exact.
First integral is $\left(2 x^{2}+3 x\right) \frac{d y}{d x}+2 x y=\int(x+1) e^{x}+c_{1}$
or $\frac{d y}{d x}+\frac{2}{(3+2 x)} y=\frac{e^{x}}{3+2 \mathbf{x}}+\frac{c_{1}}{x(3+2 x)}$.
Linear equation. I.F. $=e^{\int \frac{2}{3+2 x} d x}=e^{\log (3+2 x)}=3+2 x$.
$\therefore$ Solution is $y(3+2 x)=\int e^{x} d x+\int \frac{1}{x} d x+c_{2}$

$$
=e^{x}+c_{1} \log x=c_{2} .
$$

Ex. 14. Solve $\frac{d^{2} y}{d x^{2}}+2 e^{x} \frac{d y}{d x}+2 e^{x} y=x^{2}$.
Solution. $P_{0}=1, P_{1}=2 e^{x}, P_{2}=2 e^{x} . \quad P_{2}-P_{1}{ }^{\prime}+P_{0}^{\prime \prime}=0$ is satisfied. Therefore the equation is exact.

First integral is $P_{0} \frac{d y}{d x}+\left(P_{1}-P_{0}{ }^{\prime}\right) y=\int x^{2} d x+c_{1}$ cr $\frac{d y}{d x}+2 e^{x} y=\frac{1}{3} x^{3}+c_{1}$. Linear, I.F. $=e^{\int 2 e^{x} d x}=e$
$\therefore \quad$ Solution is $y e^{2 e^{x}}=\int \frac{1}{8} x^{3} e^{2 e^{x}} d x+\int c_{1} e^{2 e^{x}} d x+c_{8}$.
Ex. 15. Solve $\left(x^{2}-x\right) \frac{d^{2} y}{d x^{2}}+2(2 x+1) \frac{d y}{d x}+2 y=0$.
Solution. $\quad P_{0}=x^{2}-x . P_{1}=2(2 x+1) . P_{2}=2$.

$$
P_{2}-P_{1}^{\prime}+P_{0}^{\prime \prime}=2-4+2=0 \text { is satisfied. }
$$

The equation is exact. First integral is

$$
\left(x^{2}-x\right) \frac{d y}{d x}+(2 x+3) y=c_{1}
$$

or $\frac{d y}{d x}+\frac{2 x+3}{x(x-1)} y=\frac{c_{1}}{x(x-1)}$, Linear equation.

$$
\text { I.F. }=e^{\int \frac{2 x+3}{x(x-1)} d x}=e^{\left(\frac{-3}{x}+\frac{5}{x-1}\right) d x}=\frac{(x-1)^{8}}{x^{3}}
$$

Hence the solution is

$$
y \frac{(x-1)^{5}}{x^{3}}=c_{8}+\int \frac{c_{1}}{x(x-1)} \frac{(x-1)^{5}}{x^{3}} d x
$$

or $y \frac{(x-1)^{5}}{x^{3}}=c_{8}+c_{1} \int \frac{(x-1)^{4}}{x^{4}} d x$

$$
\begin{aligned}
& =c_{2}+c_{1} \int\left(1-\frac{4}{x}+\frac{6}{x^{2}}+\frac{4}{x^{3}}+\frac{1}{x^{4}}\right) d x \\
& =c_{2}+c_{1}\left(x-4 \log x-\frac{6}{x}+\frac{2}{x^{2}}-\frac{1}{3 x^{4}}\right)
\end{aligned}
$$

or $y(x-1)^{5}=c_{2} x^{3}+c_{1}\left(x^{4}-4 x^{8} \log x-6 x^{2}+2 x-\frac{1}{3}\right)$.
Ex. 16. Solve $\frac{d^{2} y}{d x^{2}}+\frac{d x}{d y}=e^{x}$.
Selution. $P_{0}=1, P_{1}=1, P_{2}=0, P_{2}-P_{1}{ }^{\prime}+P_{0}^{\prime \prime}=0$ is satisfied. Therefore the equation is exact. First integral is

$$
\frac{d y}{d x}+y=e^{x}+c_{1} . \quad \text { Linear, I.F }=e^{x}
$$

Hence the solution is $y e^{x}=\int\left(e^{x}+c_{1}\right) e^{x} d x+c_{2}$

$$
\begin{aligned}
& =\frac{1}{2} e^{2 x}+c_{1} e^{x}+c_{2} \\
& y=\frac{1}{2} e^{x}+c_{1}+c_{2} e^{-x}
\end{aligned}
$$

Ex. 17. Solve $\left(x^{3}+4 x\right) y^{\prime \prime \prime}+\left(9 x^{2}-12\right) y^{\prime \prime}+18 x y^{\prime}+6 y=0$.
[Delhi Hons. 56]
Solution. Third order equation. $P_{0}=x^{3}-4 x, P_{i}=9 x^{2}-12$, $P_{z}=18 x, P_{3}=6$ and the condition of exactness $P_{3}-P_{2}{ }^{\prime}+P_{1}{ }^{\prime \prime}-P_{0}{ }^{\prime \prime \prime}$ $=6-18+18-6=0$ is satisfied.
Hence the equation is exact. The first integral is

$$
P_{0} \frac{d^{2} y}{d x^{2}}+\left(P_{2}-P_{0}{ }^{\prime}\right) \frac{d y}{d x}+\left(P_{2}-P_{1}^{\prime}+P_{0}^{\prime \prime}\right) y=c_{1}
$$

or $\left(x^{3}-4 x\right) \frac{d^{2} y}{d x^{2}}+\left(6 x^{2}-8\right) \frac{d y}{d x}+6 x y=c_{x}$.
which again satisfies the condition of exactness.
Hence next integral is

$$
\left(x^{3}-4 x\right) \frac{d y}{d x}+(6 x-12 x) y=c_{1} x+c_{2}
$$

i.2. $\frac{d y}{d x}-\frac{6}{x^{2}-4}=\frac{c_{1} x+c_{2}}{x^{3}-4 x}$, linear.

$$
\begin{aligned}
\text { I.F. } & =e^{-\int \frac{6}{x^{2}-4} d x}=e^{-\int \frac{6}{(x-2)(x+2)} d x}=e^{-\int\left(\frac{3 / 2}{x-2}-\frac{3 / 2}{x+2}\right) d x} \\
& =\left(\frac{x-2}{x-2}\right)^{3 / 9}
\end{aligned}
$$

Hence $y\left(\frac{x+2}{x-2}\right)^{3 / 2}=c_{3}+\int \frac{\left(c_{1} x+c_{2}\right)}{x^{3}-4 x} \quad\left(\frac{x+2}{x-2}\right)^{3 / 2} d x=$ etc.
Ex. 18. Find the first integral of

$$
x^{5} \frac{d^{6} y}{d x^{6}}+x^{4} \frac{d^{5} y}{d x^{5}}+x \frac{d y}{d x}+y=\log ^{6} x .
$$

Solution. Exact. First integral is

$$
x^{5} y_{5}-4 x^{4} y_{4}+16 x^{3} y_{3}-48 x^{2} y_{1}+96 x y_{2}-96 y=x \log x-x+c .
$$

1.6. Integrating factor.

It may be noticed that sometimes an equation becomes exact after it has been multiplied by a suitable factor called the integrating factor.

In case coefficients $P_{0}, P_{1}, ., P_{n}$ etc. are of the type ( $A_{0} x^{2}+$ $A_{1} x^{4}+\ldots$ ) etc, the integrating factor is of the form $x^{m}$. To determine the integrating factor in such case we multiply the equation by $x^{m}$ and apply the condition of exactness. This condition will be satisfied for a particular yalue of $m$ and corresponding to this value of $m, x^{m}$ is an integrating factor.

Again if coefficients $P_{0}, P_{1}, \ldots, P_{n}$ etc. are trigonometrical functions, integrating factor is also a trigonometrical function, which can be determined by trial and error method.

The following examples will make the procedure clear.
*Ex. 1. Solve $\sqrt{ } x \frac{d^{2} y}{d x^{3}}+2 x \frac{d y}{d x}+3 y=x$.
[Agra 1965 ; Raj. 51; Delhi Hons. 62; Bombay 61]
Solution. The equation in its present form does not satisfy condition of exactness. Let it become exact after multiplying by $x^{m}$. So multiplying by $x^{m}$ it becomes

$$
x^{m+1} \frac{d^{2} y}{d x^{2}}+2 x^{m+1} \frac{d y}{d x}+3 x^{m} y=x^{m+1}
$$

for which $P_{0}=x^{m+1}, P_{1}=2 x^{m+1}, P_{2}=3 x^{m}$
and condition of exactness is $P_{2}-P_{1}{ }^{\prime}+P_{0}{ }^{\prime \prime}=0$,
i.e. $\quad 3 x^{m}-2(m+1) x^{m}+\left(m+\frac{1}{2}\right)\left(m-\frac{1}{2}\right) x^{m-3 / 2}=0$
or $(1-2 m)\left[x^{m}-\frac{1}{4}(2 m+1) x^{m-3 / 2}\right]=0$
which is clearly satisfied by $m=\frac{1}{2}$ (from factor $1-2 m=0$ ).
Hence the IF. $=x^{1 / 2}=\sqrt{ } x$. Therefore multiplying by $\sqrt{ } x$, the exact equation is $x \frac{d^{2} y}{d x^{2}}+2 x^{3 / 2} \frac{d y}{d x}+3 x^{1 / 2} y=x^{3 / 2}$.

Its first integral is $P_{0} \frac{d y}{d x}+\left(P_{1}-P_{0}{ }^{\prime}\right) y=\int x^{3 / 2} d x+c_{1}$
or $\quad x \frac{d y}{d x}+\left(2 x^{3 / 2}-1\right) y=\frac{2}{5} x^{5 / 2}+c_{1}$ or $\frac{d y}{d x}+\left(2 x^{1 / 2}-\frac{1}{x}\right) y=\frac{2}{6} x^{3 / 2}+\frac{c_{1}}{x}$,
which is linear, I.F. $=e^{\int\left(2 x^{1 / 2}-1 / x\right) d x=\frac{1}{x} e^{\frac{4}{3}} x^{3 / 2} .}$
Hence the solution is

$$
\begin{aligned}
y \cdot \frac{1}{x} e^{\frac{4}{3} x^{3 / 2}} & =\frac{2}{5} \int x^{3 / 2} \frac{e^{\frac{4}{3} x^{3 / 2}}}{x} \cdot d x+c_{1} \int \frac{e^{\frac{4}{3} x^{3 / 2}}}{x^{2}} d x+c_{2} \\
& =e^{\frac{4}{3} x^{3 / 2}}+c_{1} \int \frac{e^{\frac{4}{3} x^{3 / 2}}}{x^{2}} d x+c_{3}
\end{aligned}
$$

Ex. 2. Solve $x^{4} \frac{d^{2} y}{d x^{2}}+x^{2}(x-1) \frac{d y}{d x}+x y=x^{3}=4$.
Solution The equation in its present form not exact as it
does not satisfy condition of exactness; suppose it becomes exact after it has been multiplied by $x^{m}$. So multiplying by $x^{m}$, it becomes

$$
x^{m+4} \frac{d^{2} y}{d x^{2}}+x^{m+2}(x-1) \frac{d y}{d x}+x^{m+1} y=x^{m}\left(x^{3}-4\right) .
$$

The condition of exactness, i.e $P_{2}-P_{1}{ }^{\prime}+P_{0}^{\prime \prime}=0$ gives

$$
x^{m+2}-\left[(m+3) x^{m+2}-(m+2) x^{m+1}\right]+(m+4)(m+3) x^{m+2}=0
$$

or $x^{m+2}(m+3)^{2}+x^{m+1}(m+3)=0$
or $(m+3)\left[(m+3) x^{m+2}-x^{m-1}\right]=0$,
which is satisfied when $m+3=0$, or $m=-3$.
Hence $x^{-3}$ is an integrating factor.
Multiplying by $x^{-3}$ the equation becomes

$$
x \frac{d^{2} y}{d x^{2}}+\left(1-\frac{1}{x}\right) \frac{d y}{d x}+\frac{1}{x^{2}} y=1-\frac{4}{x^{4}} \text { (now exact). }
$$

First integral is $P_{0} \frac{d y}{d x}+\left(P_{1}-P_{0}{ }^{\prime}\right) y=\int\left(1-\frac{4}{x^{3}}\right) d x+c$
i.e. $\quad x \frac{d y}{d x}-\frac{1}{x} y=x+\frac{2}{x^{2}}+c_{1}$
or $\frac{d y}{d x}-\frac{1}{x^{2}} y=1+\frac{2}{x^{3}}+\frac{c_{1}}{x}$. Linear, I.F. $=e^{-\int 1 / x^{2} d x}=e^{1 / x}$.
Hence the solution is

$$
\begin{aligned}
y c^{1 ; x} & =\int\left(1+\frac{2}{x^{3}}+\frac{c_{1}}{x}\right) e^{1 / x} d x+c_{2} \\
& =\int\left(1+\frac{c_{1}}{x}\right) e^{1 / x} d x-2 \int \frac{1}{x} e^{2 / x}\left(-\frac{1}{x^{2}} d x\right)+c_{2} \\
& =\int\left(1+\frac{c_{1}}{x}\right) e^{1 / x} d x-2 e^{1 / x}\left(\frac{1}{x}-1\right)+c_{2} .
\end{aligned}
$$

Ex. 3. Solve $2 x^{2}(x+1) \frac{d^{2} y}{d x^{2}}+x(x+3) \frac{d y}{d x}-3 y=x^{2}$.
Solution. Equation is not exact, Let $x^{m}$ be its integrating factor; then multiplying by $x^{m}$, it becomes

$$
2 x^{m+2}(x+1) \frac{d^{2} y}{d x^{2}}+x^{m+1}\left(7 x+3 \frac{d y}{d x}-3 x^{m} y=x^{m+2}\right.
$$

Now $\quad P_{0}=2 x^{m+2}(x+1), P_{1}=x^{m+1}(7 x+3), P_{2}=-3 x^{m}$.
Condition of exactness, ie. $P_{2}-P_{1}{ }^{\prime}+P_{0}{ }^{\prime \prime}=0$ gives

$$
\begin{aligned}
&-3 x^{m}-\left[7(m+2) x^{m+1}+3(m+1) x^{m}\right] \\
&+2\left\{(m+3)(m+2) x^{m+1}+(m+2)(m+1) x^{m}\right\}=0,
\end{aligned}
$$

i.e. $\quad(m+2)(2 m-1)\left(x^{m+1}+x^{m}\right)=0$.
which gives $m+2=0$ or $2 m-i=0$, i.e. $m=-2$, $\frac{1}{2}$.
Thus when $m=-2$, the integlating factor is $x^{-2}$ and multiplying by $x^{-2}$ the equation (exact now) is

$$
\begin{equation*}
2(x+1) \frac{d^{2} y}{d x^{3}}+\left(7+\frac{3}{x}\right) \frac{d y}{d x}-\frac{3}{x^{2}} y=1 . \tag{1}
\end{equation*}
$$

The first integral is $2(x+1) \frac{d y}{d x}+\left(5+\frac{3}{x}\right) y=x+c_{1}$,
which is linear and may be integrated further.
Again when $m=\frac{1}{2}$, the I.F $=x^{2 / 2}$ and multiplying by $x^{1 / 2}$, the original equation becomes (exact now)

$$
2 x^{6 / 2}(x+1) \frac{d^{2} y}{d x^{2}}+x^{3 / 2}(7 x+3) \frac{d y}{d x}-3 x^{1 / 2} y=x^{5 / 2}
$$

whose first integral is

$$
\begin{equation*}
2 x^{5 / 2}(x+1) \frac{d y}{d x}-2 x^{8 / 2} y=\frac{2}{7} x^{7 / 2}+c_{2} \tag{2}
\end{equation*}
$$

which is again linear and may be integrated further.
However, the solution may also be obtained by eliminating $\frac{d y}{d x}$ between (1) and (2). For this, multiply (1) by $x^{5 / 2}$ and subtract from (2). The solution so obtained is

$$
5(x+1)=\frac{s}{2} x^{3}+c_{1} x-c_{2} x^{-5 / 2}
$$

Ex. 4. Solve $2 x^{2} \frac{d^{2} y}{d x^{2}}+15 x \frac{d y}{d x}-7 y=3 x^{2}$.
Solution. Proceeding as in the above Ex., $m=-\frac{3}{2}, 6$.

$$
\text { Ans. } y=\frac{x^{2}}{9}+\frac{c_{1}}{x^{7}}+c_{2} \sqrt{ } x
$$

Ex. 5. Solve $x^{5} \frac{d^{2} y}{d x^{2}}+3 x^{3} \cdot \frac{d y}{d x}+(3-6 x) \cdot x^{2} y=x^{4}+2 x-5$.
Solution. Here the equation is 70 ; Delhi Hons. 60] of the equation do not equation is not exact as the coefficients

So suppose do not satisfy the condition of exactness. multiplied by $x^{m}$ equation becomes exact after it has bien
Multiplying by $x^{m}$, the equation becomes

$$
x^{m+5} \frac{d^{2} y}{d x^{2}}+3 x^{m+3} \frac{d y}{d x}+(3-6 x) x^{m+2} y=x^{m}\left(x^{4}+2 x-5\right)
$$

For this $P_{0}=x^{m+5}, P_{1}=3 x^{m+3}, P_{2}=(3-6 x) x^{m+2}$.
Since the equation is exact, $P_{2}-P_{1}^{\prime}+P_{0}{ }^{\prime \prime}=0$,
ie. $\quad(3-6 x) x^{m+2}-3(m+3) x^{m+2}+(m+5)(m+4) x^{m+3}=0$, i.e. $(m+2)(m+7) x^{m+3}-3(m+2) x^{m+2}=0$.

This is satisfied clearly 'ien $m=-2$. Therefore $-^{-2}$ is an integrating factor.

On multiolying by $x^{-2}$, the equation becomes

$$
x^{3} \frac{d^{2} y}{d x^{2}}+3 x \frac{d y}{d x}+(3-6 x) y=x^{2}+\frac{2}{x}-\frac{5}{x^{2}}
$$

which is an exact equanon now.

Its first integral is

$$
P_{0} \frac{d y}{d x}+\left(P_{1}-P_{0}^{\prime}\right) y=\int\left(x^{2}+\frac{2}{x}-\frac{5}{x^{2}}\right) d x+c_{1}
$$

i.e. $x^{3} \frac{d y}{d x}+3 x(1-x) y=\frac{x^{3}}{3}+2 \log x+\frac{5}{x}+c_{1}$,
which is a linear equation I.F. $=e^{\int \frac{3(1-x)}{x^{2}}} d x=e^{-\frac{3}{x}-3 \log x}$

$$
=e^{\frac{-3}{x}} \cdot \frac{1}{x^{3}}
$$

Hence the solution is

$$
y \cdot e^{-3 \mid x} \cdot \frac{1}{x^{2}}=c_{3}+\int\left(\frac{1}{3}+\frac{2}{x^{3}} \log x+\frac{5}{x^{4}}+\frac{c_{1}}{x^{3}}\right) e^{-3 / x} \cdot \frac{1}{x^{3}} \cdot d x
$$

Ex. 6. Find first integral of

$$
x^{2} \frac{d^{3} y}{d x^{3}}+4 x \frac{d^{2} y}{d x^{2}}+\left(x^{2}+2\right) \frac{d y}{d x}+3 x y=2 .
$$

Solution. Proceed as in above. I.F. $=x$.
First integral is $x^{3} \frac{d^{2} y}{d x^{2}}+x^{2} \frac{d y}{d x}+x^{3} y=x^{2}+c$.
*Ex. 7. Solve $\sin ^{2} x \frac{d^{2} y}{d x^{2}}=2 y$.
[Agta 62, 56; Raj. 52]
Solution. Tine equation can be written as

$$
\frac{d^{2} y}{d x^{2}}-2 \operatorname{cosec}^{2} x \cdot y=0
$$

Multiplying by $\cot x, \cot x \frac{d^{2} y}{d x^{2}}-2 \cot x \operatorname{cosec}^{2} x . y=0$ in which $P_{0}=\cot x, P_{1}=0\left(\right.$ coeff. of $\left.\frac{d y}{d x}\right), P_{2}=-2 \cot x \operatorname{cosec}^{2} x$.

$$
\therefore \quad P_{2}-P_{1}^{\prime}+P_{0}^{\prime \prime}=-2 \cot x \operatorname{cosec}^{2} x-0+2 \operatorname{cosec}^{2} x \cot x=0 .
$$

Thus the equation is exact now.
Its first integral being $P_{0} \frac{d y}{d x}+\left(P_{1}-P_{0}{ }^{\prime}\right) y=c_{1}$
or $\quad \cot x \frac{d y}{d x}+\operatorname{cosec}^{2} x . y=c_{1}$ or $\frac{d y}{d x}+\frac{\operatorname{cosec}^{2} x}{\cot x} y=c_{1} \tan x$.
Linear equation, I.F. $=e^{-\log \cot x}=e^{\operatorname{lag} \tan x}=\tan x$.
Hence the solution is

$$
\begin{aligned}
y \tan x & =\int_{c_{1}} c_{1} \tan ^{2} x d x+c_{2}=\int c_{1}\left(\sec ^{2} x-1\right) d x+c_{2} \\
& =c_{1}(\tan x-x)+c_{2}
\end{aligned}
$$

*Ex. 8. Solve $\frac{4^{2} y}{d x^{2}}+2 \tan x \frac{d y}{d x}+3 y=\tan ^{2} x \sec x$.
Solution. The equation is not exact. However, if we multiply by $\cos x$, it becomes
$\cos x \frac{d^{2} y}{d x^{2}}+2 \sin x \frac{d y}{d x}+3 \cos x . y=\tan ^{2} x$,
for which $P_{2}-P_{1}{ }^{\prime}+P_{0}{ }^{\prime \prime}=3 \cos x-2 \cos x-\cos x=0$,
i.e. condition of exactness is satisfied. Therefore by inspection $\cos x$ is an integrating factor.

Fiist integral of (1) is

$$
P_{0} \frac{d y}{d x}+\left(P_{1}-P_{0}{ }^{\prime}\right) y=\int \tan ^{2} x \ddot{u} x+c_{1}
$$

i.e. $\cos x \frac{d y}{d x}+3 \sin x . y=\int\left(\sec ^{2} x-1\right) d x+c_{1}$

$$
=\tan x-x+c_{1}
$$

or $\frac{d y}{d x}+3 \tan x . y=\sec x \tan x-x \sec x+c_{1} \sec x$.
Linear, I.F. $=e^{\int 3 \tan x d x}=e^{3 \log \sec x}=\sec ^{3} x$.
Hence the solution is

$$
y \sec ^{3} x \quad c_{2}+\int\left(\sec x \tan x-x \sec x+c_{1} \sec x\right) \sec ^{2} x d x
$$

$$
\text { Now } \begin{aligned}
\int \sec ^{4} x \tan x d x & =\int_{\frac{1}{2}}\left(1+\tan ^{2} x\right) \tan x \cdot \sec ^{2} x d x \\
& \tan ^{4} x .
\end{aligned}
$$

$$
\begin{aligned}
& \int x \sec ^{4} x d x \\
& =\int x\left(1+\tan ^{2} x\right) \sec ^{2} x d x \\
& =x\left(\tan x+\frac{1}{3} \tan ^{3} x\right)-\int\left(\tan x+\frac{1}{\left.\frac{1}{2} \tan ^{3} x\right) d x}\right. \\
& =x\left(\tan x+\frac{1}{3} \tan ^{3} x\right)-\int \tan x d x
\end{aligned}
$$

$$
-\frac{1}{2} \int\left(\tan x \sec ^{2} x-\tan x\right) d x
$$

$=x\left(\tan x+\frac{1}{3} \tan ^{3} x\right)-\frac{2}{3} \int \tan x d x-\frac{1}{3} \int \tan x \sec ^{2} x d x$
$=x\left(\tan x+\frac{1}{3} \tan ^{3} x\right)-\frac{2}{2} \log \sec x-\frac{1}{3} \cdot \frac{1}{2} \tan ^{2} x$
and $\int \sec ^{4} x d x=\int\left(1+\tan ^{2} x\right) \sec ^{2} x d x=\tan x+\frac{1}{8} \tan ^{3} x$.
Hence the complete solution is

$$
\begin{aligned}
y \sec ^{3} x= & c_{2}+\frac{1}{2} \tan ^{2} x+\frac{1}{2} \tan ^{4} x-x\left(\tan x+\frac{1}{8} \tan ^{3} x\right) \\
& +\frac{2}{3} \log \sec x+\frac{1}{6} \tan ^{2} x+c_{1}\left(\tan x+\frac{1}{2} \tan ^{3} x\right) .
\end{aligned}
$$

Ex. 9. Solve $\frac{d^{2} y}{d x^{2}}-\cot x \frac{d y}{d x}+2 y=\cos x$.
Solution. Multiplying by $\sin x$, the equation becomes
$\sin x \frac{d^{2} y}{d x^{2}}-\cos x \frac{d y}{d x}+2 y \sin x=\sin x \cos x$.
Here $P_{0}=\sin x, P_{1}=-\cos x, P_{2}=2 \sin x$.
Also $P_{2}-P_{1}^{\prime}+P_{0}^{\prime \prime}=2 \sin x-\sin x-\sin x=0$.
Therefore the equation is exact. First integral is

$$
P_{0} \frac{d y}{d x}+\left(P_{1}+P_{0}^{\prime}\right) y=\int \sin x \cos x d x+c_{1}
$$

i.e. $\left.\sin x \frac{d y}{d x}-2 \cos x . y=\frac{1}{2} \sin ^{2} x+c\right\}$

- $\frac{d y}{d x}-\frac{2 \cos x}{\sin x} \quad y=\frac{1}{2} \sin x+\frac{c_{2}}{\sin x}$.

Linear. I.F. $=e^{-2 \log \operatorname{sen} x}=\frac{1}{\sin ^{2} x}=\operatorname{cosec}^{2} x$.
The solution is

$$
\begin{aligned}
y \operatorname{cosec}^{2} x & =c_{2}+\int\left(\frac{1}{2} \sin x+\frac{c_{1}}{\sin x}\right) \operatorname{cosec}^{2} x d x \\
& =c_{8}+\int\left(\frac{1}{2} \operatorname{cosec} x+c_{1} \operatorname{cosec}^{2} x\right) d x \\
= & c_{3}+\frac{1}{2} \log \tan \frac{1}{2} x-c_{1}\left(\frac{1}{2} \operatorname{cosec} x \cot x+\frac{1}{2} \log \tan \frac{1}{2} x\right)
\end{aligned}
$$

### 1.7. Non-linear Equations

Exactness. So far we have been discussing exactness of linear equations. The equations which are not linear may also be exact, in such a but thereis no simple test for their exactness. We group terms way that they become perfect differential and their integrals may be written direetly. Much depends on success of trial for such arragements.

The method will be fully illustrated in the following examples.
Ex. 1. Solve $2 y \frac{d^{3} y}{d x^{3}}+2\left(y+3 \frac{d y}{d x}\right) \frac{d^{2} y}{d x^{2}}+2\left(\frac{d y}{d x}\right)^{2}=2$.
Solution. The given equation may be written as

$$
\begin{equation*}
2 y \frac{a^{2} y}{d x^{3}}+2 y \frac{d^{2} y}{d x^{2}}+6 \frac{d y}{d x} \frac{d^{2} y}{d x^{2}}+2\left(\frac{d y}{d x}\right)^{2}=2 \tag{1}
\end{equation*}
$$

The first term may be obtained by differentiating the term

$$
2 y \frac{d^{2} y}{d x^{2}}
$$

But $\frac{d}{d x}\left(2 y \frac{d^{2} y}{d x^{2}}\right)=2 y \frac{d^{3} y}{d x^{3}}+2 \frac{d y}{d x} \frac{d^{2} y}{d x^{2}}$.
So leaving apart from (1) the terms on the right of (2) we are left with $2 v \frac{d^{2} y}{d x^{2}}+4 \frac{d v}{d x} \frac{d^{2} y}{d x^{2}}+2\left(\frac{d y}{d x}\right)^{2}$
and the first term of it is obtained by differentiating $2 y \frac{d y}{d x}$.

$$
\begin{equation*}
\text { But } \frac{d}{d x}\left(2 y \frac{d y}{d x}\right)=2 y \frac{d^{2} y}{d x^{2}}+2\left(\frac{d y}{d x}\right)^{2} \tag{3}
\end{equation*}
$$

The remaining term $4 \frac{d y^{\prime}}{d x} \frac{d^{2} y}{d x^{2}}=\frac{d}{d x} 2\left(\frac{d y}{d x}\right)^{2}$.
Thus combining terms on the right of (2), (3) and (4), we get left hand side of (1). Thus (1) can be written as

$$
\begin{equation*}
\frac{d}{d x}\left(2 y \frac{d^{2} y}{d x^{2}}\right)+\frac{d}{d x}\left(2 y \frac{d y}{d x}\right)+\frac{d}{d x} 2\left(\frac{d y}{d x}\right)^{2}=2 . \tag{5}
\end{equation*}
$$

Integrating. $2 y \frac{d^{2} y}{d x^{2}}+2 y \frac{d y}{d x}+2\left(\frac{d y}{d x}\right)^{2}=2 x+c_{1}$.
In (5) the first term is obtaine 1 by the differentiation of

$$
2 y \frac{d y}{d x} \text { but } \frac{d}{d x}\left(2 y \frac{d y}{d x}\right)=2 y \frac{d^{2} y}{d x^{2}}+2\left(\frac{d y}{d x}\right)^{2}
$$

The remaining term $2 y \frac{d y}{d x}=\frac{d}{d x}\left(y^{2}\right)$.
Therefore (5) may be written as

$$
\frac{d}{d x}\left(2 y \frac{d v}{d x}\right)+\frac{d}{d x}\left(y^{2}\right)=2 x+c_{2}
$$

Integrating, $2 y \frac{d y}{d x}+y^{2}=x^{2}+c_{1} x+c_{2}$.
Now putting $y^{2}=u, 2 y \frac{d y}{d x}=\frac{d u}{d x}$.
$\therefore$ the equation (6) becomes $\frac{d u}{d x}+u=x^{2}+c_{1} x+c_{2}$
This is linear equation, I.F. $=e^{x}$.
$\therefore$ The solution is $u e^{x}=c_{3}+\int\left(x^{2}+c_{1} x+c_{2}\right) e^{x} d x$. or $y^{2} e^{x}-c_{3}+e^{x}\left(x^{2}-2 x+2\right)+c_{1} e^{x}(x-1)+c_{3} e^{x}$
or $y^{2}=x^{2}+k_{1}+k_{2} x+k_{3} e^{-2}$ is required solution.
Note. The following scheme may be noted :-

$$
\begin{aligned}
& \frac{d}{d x}\left(2 y y^{\prime \prime}\right)=\frac{2 y y^{\prime \prime \prime}+2 y y^{\prime \prime \prime}+6 y^{\prime \prime} y^{\prime \prime}+2\left(y^{\prime}\right)^{2}=2}{+2 y^{\prime} y^{\prime \prime}} \\
& \frac{d y y^{\prime \prime}+4 y^{\prime} y^{\prime \prime}+2\left(y^{\prime}\right)^{2}}{2 y y^{\prime \prime}+2\left(y^{\prime}\right)^{2}} \\
& \frac{d}{d x}\left(2 y y^{\prime}\right)=\quad \frac{4 y^{\prime} y^{\prime \prime}}{4 y^{\prime} y^{\prime \prime}}
\end{aligned}
$$

Therefore, the equation is

$$
\begin{equation*}
\frac{d}{d x}\left(2 y y^{\prime \prime}\right)+\frac{d}{d x}\left(2 y y^{\prime}\right)+\frac{d}{d x}\left(2 y^{\prime 2}\right)=2 . \tag{A}
\end{equation*}
$$

Integrating, $2 y y^{\prime \prime}+2 y y^{\prime}+2 y^{\prime 2}=2 x+c_{1}$

$$
\begin{aligned}
& \text { For } \\
& \begin{array}{l}
\frac{d}{d x}\left(y y^{\prime \prime}\right)=\frac{2 y y^{\prime \prime}+2 y y^{\prime}+2 y^{\prime 2}=2 x+c_{2}}{}+2\left(y^{\prime}\right)^{2} \\
\frac{d}{d x}\left(y^{2}\right)
\end{array} \\
& \frac{2 y y^{\prime}}{x}
\end{aligned}
$$

$\therefore$ (A) can be written as $\frac{d}{d x}\left(2 y y^{\prime}\right)+\frac{d}{d x}\left(y^{2}\right)=2 x+c_{1}$.
Integrating, $2 y y^{\prime}+y^{2}=x^{2}+c_{1} x+c_{2}$ which is just (6) and may be integrated as above.
*Ex. 2. Solve $x^{2} y \frac{d^{2} y}{d x^{2}}+\left(x \frac{d y}{d x}-y\right)^{2}-3 y^{2}=0$.
[Agra 71, 67, 63, 58; Raj. 65, 63, 58]
Solution. The equation may be written as

$$
\begin{aligned}
& \frac{d}{d x}\left(x^{2} y y^{\prime}\right)=\frac{x^{2} y y^{\prime \prime}+x^{2}\left(y^{\prime}\right)^{2}-2 x y y^{\prime}-2 y^{2}=0}{x^{2} y y^{\prime \prime}+x^{2} y^{\prime 2}+2 x y y^{\prime}} \\
& \frac{d}{d x}\left(-2 x y y^{\prime}-2 y^{2}\right. \\
& \frac{-4 x y y^{\prime}-2 y^{2}}{x}
\end{aligned}
$$

$$
\frac{d}{d x}\left(x^{2} y y^{\prime}\right)=x^{2} y y^{\prime \prime}+x^{2} y^{\prime 2}+2 x y y^{\prime}
$$

Thus the equation may be written as

$$
\frac{d}{d x}\left(x^{2} y y^{\prime}\right)+\frac{d}{d x}\left(-2 x y^{2}\right)=0 .
$$

Integrating, $x^{2} y y^{\prime}-2 x y^{2}=c_{1}$
or $y \frac{d y}{d x}-\frac{2}{y} y^{2}=\frac{c_{1}}{x^{2}}$.
Put $y^{2}=u, 2 y \frac{d y}{d x}=\frac{d u}{d x}$; the equation thus becomes

$$
\frac{d u}{d x}-\frac{4}{x} u=\frac{2 c_{1}}{x^{2}}, \text { linear, I.F. }=e^{-\int\left(\frac{4}{x}\right) d x}=\frac{1}{x^{4}} .
$$

Hence the solution is $u \cdot \frac{1}{x^{4}}=c_{2}+\int \frac{2 c_{1}}{x^{2}} \cdot \frac{1}{x^{2}} d x$
or $y^{2} \frac{1}{x^{4}}=c_{2}-\frac{2 c_{1}}{5} \frac{1}{x^{8}}$
or $x y^{2}=c_{2} x^{5}-\frac{2 c_{1}}{5}$ or $x y^{2}=k_{1} x^{8}+k_{2}$.
Ex. 3. Solve $2 y \frac{d^{3} p}{d x^{3}}+6 \frac{d^{2} y}{d x^{2}} \cdot \frac{d y}{d x}=-\frac{1}{x^{2}}$.
Solution. The equation may be written as

$$
\begin{align*}
& 2 y y^{\prime \prime \prime}+6 y^{\prime \prime} y^{\prime}=-\left(1 / x^{2}\right)  \tag{1}\\
& \frac{d}{d x}\left(2 y y^{\prime \prime}\right)=\frac{2 y y^{\prime \prime \prime}+2 y^{\prime \prime} y^{\prime}}{4 y^{\prime \prime} y^{\prime}} \\
& \frac{d}{d x}\left(2 y^{\prime 2}\right)=\frac{4 y^{\prime \prime} y^{\prime}}{x}
\end{align*}
$$

Thus equation is $\frac{d}{d x}\left(2 y y^{\prime \prime}\right)+\frac{d}{d x}\left(2 y^{\prime 2}\right)=\frac{1}{x^{2}}$.
Integrating, $2 y y^{\prime \prime}+2 y^{\prime 2}=\frac{1}{x}+c_{1}$
Now $\frac{d}{d x}\left(2 y y^{\prime}\right)=\frac{2 y y^{\prime \prime}+2 y^{\prime 2}}{x}$
$\because$ (2) may be written as $\frac{d}{d x}\left(2 y y^{\prime}\right)=\frac{1}{x}+c_{1}$.
Integrating, $\quad 2 y y^{\prime}=\log x+c_{1} x+c_{2}$
or $2 y \frac{d y}{d x}=\log x+c_{2} x+c_{2}$.
Integrating it, $y^{2}=\int \log x d x+\frac{1}{2} c_{1} x^{2}+c_{2} x+c_{3}$.
Now $\int \log x d x=\int 1 \cdot \log x d x=\log x \cdot x-\int x \cdot \frac{1}{x} d x$

$$
=x \log x-x
$$

$\therefore y^{2}=x \log x+\frac{1}{2} c_{1} x^{2}+\left(c_{2}-1\right) x+c_{3}$.
or $y^{2}=x \log x+k_{1} x^{2}+k_{2} x+k_{3}$ is the solution.
Ex. 4. Show that $x^{2} \frac{d^{3} y}{d x^{3}}+x \frac{d^{2} y}{d x^{2}}+(2 x y-1) \frac{d y}{d x}+y^{2}=0$ is exact and first integral is $x^{2} \frac{d^{2} y}{d x^{2}}-x \frac{d y}{d x}+x y^{2}=c$.

Solution. The given equation may be written as

$$
\begin{gathered}
x^{2} y^{\prime \prime \prime}+x y^{\prime \prime}+2 x y y^{\prime}-y^{\prime}+y^{2}=0 \\
\frac{d}{d x}\left(x^{2} y^{\prime \prime}\right)=x^{2} y^{\prime \prime \prime}+2 x y^{\prime \prime} \\
-x y^{\prime \prime}+2 x y y^{\prime}-y^{\prime}+y^{2} \\
\frac{d}{d x}\left(-x y^{\prime}\right)=\quad-x y^{\prime \prime} \quad-y^{\prime} \\
\frac{d}{d x}\left(x y^{2}\right)= \\
\frac{2 x y y^{\prime}+y^{2}}{x}+y^{2}
\end{gathered}
$$

Thus the given equation is

$$
\frac{d}{d x}\left(x^{2} y^{\prime \prime}\right)+\frac{d}{d x}\left(-x y^{\prime}\right)+\frac{d}{d x}\left(x y^{2}\right)=0
$$

Integrating directly (form shows that equation is exact), the first integral is $x^{2} y^{\prime \prime}-x y^{\prime}+x y^{2}+c$.

This proves the result.
Ex. 5. Show that the equation

$$
\left(y^{2}+2 x^{2} \frac{d y}{d x}\right) \frac{d^{2} y}{d x^{2}}+2(x+y)\left(\frac{d y}{d x}\right)^{2}+x \frac{d y}{d x}+y=0
$$

Solution The equation may be written as

$$
\begin{aligned}
& y^{2} y^{\prime \prime}+2 x^{2} y^{\prime} y^{\prime \prime}+2 x\left(y^{\prime}\right)^{2}+2 y\left(y^{\prime}\right)^{2}+x y^{\prime}+y=0 \\
& \frac{d}{d x}\left(y^{2} y^{\prime}\right)=y^{2} y^{\prime \prime} \quad+2 y\left(y^{\prime}\right)^{2} \\
& 2 x^{2} y^{\prime} y^{\prime \prime}+2 x\left(y^{\prime}\right)^{2} \quad+x y^{\prime}+y \\
& \frac{d}{d x}\left(x^{2} y^{\prime 2}\right)=\quad 2 x^{2} y^{\prime} y^{\prime \prime}+2 x\left(y^{\prime}\right)^{2} \\
& \frac{d}{d x}(x y)=\quad \begin{array}{l}
x y^{\prime}+y \\
x y^{\prime}+y \\
\frac{x}{x}
\end{array}
\end{aligned}
$$

Therefore the equation may be written as

$$
\frac{d}{d x}\left(y^{2} y^{\prime}\right)+\frac{d}{d x}\left(x^{2} y^{\prime 2}\right)+\frac{d}{d x}(x y)=0 \text { (exact form). }
$$

Integrating, $y^{2} y^{\prime}+x^{2} y^{2}+x y=c$ or $y^{2} \frac{d y}{d x}+x^{2}\left(\frac{d y}{d x}\right)^{2}+x y=c$.
Ex. 6. Solve $(2 y+x) \frac{d^{2} y}{d x^{2}}+2 \frac{d y}{d x}\left(1+\frac{d y}{d x}\right)=0$.
Solution. The equation may be written as

$$
\begin{gathered}
\frac{d}{d x}\left(2 y y^{\prime}\right)=\frac{2 y y^{\prime \prime}+x y^{\prime \prime}+2 y^{\prime}+2 y^{\prime 2}=0 .}{x y^{\prime \prime}+2 y^{\prime \prime}}+2 y^{\prime 2} . \\
\frac{d}{d x}\left(x y^{\prime}\right)=\begin{array}{c}
x y^{\prime \prime}+y^{\prime}
\end{array} \\
\frac{d y}{d x}=\quad y^{\prime \prime} \\
\end{gathered}
$$

The equation becomes $\frac{d}{d x}\left(2 y y^{\prime}\right)+\frac{d}{d x}\left(x y^{j}\right)+\frac{d y}{d x}=0$. Integrating,

$$
\begin{equation*}
2 y y^{\prime}+x y^{\prime}+y=c_{1} \tag{2}
\end{equation*}
$$

$$
\begin{aligned}
& \frac{d}{d x}\left(y^{2}\right)=2 y y^{\prime} \\
& \frac{d}{d x}(x y)=\frac{x y^{\prime}+y}{x}
\end{aligned}
$$

$\therefore$ (2) can be written as $\frac{d}{d x}\left(y^{2}\right)+\frac{d}{d x}(x y)=c_{1}$.
Integrating, $y^{2}+x y=c_{1} x+c_{2}$ is the complete solution.
Ex. 7. Solve

$$
x y \frac{d^{2} y}{d x^{2}}+x\left(\frac{d y}{d x}\right)^{2}+y \frac{d y}{d x}=0 .
$$

Solution. The equation may be written as

$$
\begin{equation*}
x y y^{\prime \prime}+x y^{\prime 2}+y y^{\prime}=0 . \tag{1}
\end{equation*}
$$

$$
\frac{d}{d x}\left(x y y^{\prime}\right)=\frac{x y y^{\prime \prime}+x y^{\prime 2}+y y^{\prime}}{\times}
$$

$\therefore$ the given equation is $\frac{d}{d x}\left(x y y^{\prime}\right)=0$.
Integrating, $x y \frac{d y}{d x}=c_{1}$ or $y d y=c_{1} \frac{d x}{x}$.
Integrating. $\frac{1}{2} y^{2}=c_{1} \log x+c_{2}$ or $y^{2}=k_{1} \log x+k_{2}$.
Ex. 8. Show that the equation

$$
y+3 x \frac{d y}{d x}+2 y\left(\frac{d y}{d x}\right)^{2}+\left(x^{2}+2 y^{2} \frac{d y}{d x}\right) \frac{d^{2} y}{d x^{2}}=0
$$

is exact and find its first integral.
[Delhi Hons. 63 ; Pb. 60]
Soluticn. The equation may be written as

$$
\begin{aligned}
& x^{2} y^{\prime \prime}+2 y^{2} y^{\prime} y^{\prime \prime}+2 y y^{\prime 2}+3 x y^{\prime}+y=0 \\
& \frac{d}{d x}\left(x^{2} y^{\prime}\right)=x^{2} y^{\prime \prime} \quad+2 x y^{\prime} \\
& \frac{d}{d x}\left(y^{2} y^{\prime 2}\right)=2 y^{\prime 2} y^{\prime} y^{\prime \prime}+2 y y^{\prime 2} \\
& x y^{\prime}+y^{\prime} \\
& \frac{d}{d x}(x y)= \\
& x y^{\prime}+y \\
& \times
\end{aligned}
$$

The equation may be written as

$$
\frac{d}{d x}\left(x^{2} y^{\prime}\right)+\frac{d}{d x}\left(y^{2} y^{\prime 2}\right)+\frac{d}{d x}(x y)=0(\text { exact form })
$$

Integrating, $x^{2} \frac{d y}{d x}+y^{2}\left(\frac{d y}{d x}\right)^{2}+x y=c_{\perp}$ is the irst integral.

Ex. 9. Solve $\cos y \frac{d^{2} y}{d x^{2}}-\sin y\left(\frac{d y}{d x}\right)^{2}+\cos y \frac{d y}{d x}=x+1$.
Solution. The equation may be written as

$$
\begin{aligned}
& \cos y \cdot y^{\prime \prime}-\sin y \cdot y^{\prime 2}+\cos y \cdot y^{\prime}=x+1, \\
& \frac{d}{d x}\left(\cos y \cdot y^{\prime \prime}\right)=\frac{\cos y \cdot y^{\prime \prime}=\sin y \cdot y^{\prime 2}}{\cos y \cdot y^{\prime}} \\
& \frac{d}{d x}(\sin y)=\quad \frac{\cos y \cdot y^{\prime}}{x}
\end{aligned}
$$

Hence the equation is $\frac{d}{d x}\left(\cos y . y^{\prime}\right)+\frac{d}{d x}(\sin y)=x+1$.
Integrating, $\cos y \frac{d y}{d x}+\sin y=\frac{(x+1)^{2}}{2}+c_{1}$
Putting $\sin y=u, \cos y \frac{d y}{d x}=\frac{d u}{d x}$, the equation becomes

$$
\begin{aligned}
& \frac{d u}{d x}+u=\frac{(x+1)^{2}}{2}+c_{1}, \text { Linear ; I.F. }=e^{x} \\
& \begin{aligned}
\therefore u e^{x} & =\int \frac{1}{2}(x+1)^{2} e^{x} d x+\int c_{1} e^{x} d x+c_{2} \\
& =e^{x}\left[\frac{(x+1)^{2}}{2}-(x+1)+1+c_{1}\right]+c_{2}
\end{aligned}
\end{aligned}
$$

or $\sin y=\frac{(x+1)^{2}}{2}-x+c_{1}+c_{2} e^{-x}$
or $2 \sin y=x^{2}+k_{1}+k_{2} e^{-x}$ is the complete solution.
Ex. 10. Solve $2 x^{2} \cos y \frac{d^{2} y}{d x^{2}}-2 x^{2} \sin y\left(\frac{d y}{d x}\right)^{2}$

$$
+x \cos y \frac{d y}{d x}-\sin y=\log x
$$

[Raj. 56
Solution. The equation may be written as

$$
\begin{align*}
& 2 x^{2} \cos y \cdot y^{\prime \prime}-2 x^{2} \sin y \cdot y^{\prime 2}+x \cos y \cdot y^{\prime}-\sin y=\log x  \tag{1}\\
& \left(2 x^{2} \cos y \cdot y^{\prime}\right)=2 x^{2} \cos y \cdot y^{\prime \prime}-2 x^{2} \sin y \cdot v^{\prime 2}+4 x \cos y \cdot y^{\prime}
\end{align*}
$$

$$
-3 x \cos y y-\sin y
$$

$\frac{d}{d x}(-3 x \sin y)=$
quation is not exact.
$\cos y . y^{\prime \prime}-2 \sin y . y^{2}+\frac{1}{x} \cos y . y^{\prime}-\frac{1}{x^{2}} \sin y=\frac{1}{x^{2}} \log x$.

$$
\begin{aligned}
& \frac{d}{d x}\left(2 \cos y \cdot y^{\prime}\right)=2 \cos y \cdot y^{\prime \prime}-2 \sin y \cdot y^{\prime 2} \\
& \frac{1}{x} \cos y \cdot y^{\prime}-\frac{1}{x^{2}} \sin y \\
& \frac{d}{d x}\left(\frac{\sin y}{x}\right)=\begin{array}{l}
\frac{1}{x} \cos y \cdot y^{\prime}-\frac{1}{x^{2}} \sin y
\end{array}
\end{aligned}
$$

Therefore (2) is exact and can be written as

$$
\frac{d}{d x}\left(2 \cos y \cdot y^{\prime}\right)+\frac{d}{d x}\left(\frac{\sin y}{x}\right)=\frac{1}{x^{2}} \log x
$$

Integrating, $2 \cos y \frac{d y}{d x}+\frac{\sin y}{x}=-\frac{1}{x}(\log x+1)+c_{1}$.
Putting $\sin y=u, \cos y \frac{d y}{d x}=\frac{d u}{d x}$,

$$
\frac{d u}{d x}+\frac{1}{2 x} u=-\frac{1}{2 x}(\log x+1)+\frac{1}{2} c_{1} .
$$

Linear, L.F. $=\sqrt{ } x$. Hence the solution is

$$
\begin{aligned}
u \sqrt{ } x & =\int\left[-\frac{1}{2 \sqrt{ } x}(\log x+1)+\frac{1}{2} c_{1} \sqrt{ } x\right] d x+c_{2} \\
& =\int-\frac{1}{2}(2+1) e^{z / 2} u z+\frac{c_{1} x^{3 / 2}}{3}+c_{2}, \text { where } x=e^{z} \\
& =-e^{z / 2}[(z+1)-2]+\frac{c_{1} x^{3 / 2}}{3}+c_{2}
\end{aligned}
$$

or $\sin y . \sqrt{ } x=-\sqrt{ } x[\log x-1]+\frac{c_{1} x^{3 / 2}}{3}+c_{2}$
or $\sin y^{\prime}=-\log x+1+\frac{c_{1} x}{3}+\frac{c_{2}}{\sqrt{x}}$.
Ex. 11. Solve $x^{2} y \frac{d^{2} y}{d x^{2}}+\left(x \frac{d y}{d x}-y\right)^{2}=0$.
Solution. The equation may be written as

$$
\begin{align*}
& x^{2} y y^{\prime \prime}+x^{2} y^{\prime 2}-2 x y y^{\prime}+y^{2}=0 .  \tag{1}\\
& \begin{array}{ll}
\frac{d}{d x}\left(x^{2} y y^{\prime}\right)= & =x^{2} y y^{\prime \prime}+x^{2} y^{\prime 2}+2 x y y^{\prime} \\
& -4 x y y^{\prime}+y^{2} \\
\frac{d}{d x}\left(-2 x y^{2}\right)= & -4 x y y^{\prime}+2 y^{2} \\
3 y^{2}
\end{array}
\end{align*}
$$

Therefore the equation in its present form is not exact. Now dividing by $x^{2}$, it becomes

$$
y y^{\prime \prime}+y^{\prime 2}-\frac{2 y y^{\prime}}{x}+\frac{y^{2}}{x^{2}}=0 \text {. }
$$

$$
\begin{aligned}
& \frac{d}{d x}\left(y y^{\prime}\right)=\frac{y y^{\prime \prime}+y^{\prime 2}}{-\frac{2 y y^{\prime}}{x}+\frac{y^{2}}{x^{2}}} \\
& \frac{d}{d x}\left(-\frac{y^{2}}{x}\right)=\quad \frac{-\frac{2 y y^{\prime}}{x}+\frac{y^{2}}{x^{2}}}{x}
\end{aligned}
$$

Therefore (2) is exact. It can be written as

$$
-\frac{d}{d x}\left(y y^{\prime}\right)+\frac{d}{d x}\left(-\frac{y^{2}}{x}\right)=0 .
$$

Integrating, $y \frac{d y}{d x}-\frac{y^{2}}{x}=c_{1}$. Put $y^{2}=u, 2 y \frac{d y}{d x}=\frac{d u}{d x}$
i.e. $\frac{d u}{d x}-\frac{2}{x} u=2 c_{1}$. Linear; I.F. $=e^{-\int \frac{2}{x} d x}=\frac{1}{x^{2}}$.

$$
\therefore \quad \text { u. } \frac{1}{x^{2}}=\int 2 c_{1} \frac{1}{x^{2}} d x+c_{3}
$$

or

$$
y^{2} \cdot \frac{1}{x^{2}}=-\frac{2 c_{1}}{x}+c_{2} \text { or } y^{2}=x\left(c_{2} x-2 c_{1}\right)
$$

Ex. 12. Solve $x^{3} \frac{d^{2} y}{d x^{2}}+\left(4 x^{2}-3 x\right) \frac{d y}{d x}+(2 x-3) y=0$
without using the condition of exactness.
Solution. The condition of exactness, i.e. $P_{2}-P_{1}{ }^{\prime}+P_{0}{ }^{\prime \prime}=0$ is satisfied but we would solve the equation without using this condition.

The equation may be written as

$$
\begin{aligned}
& x^{3} y^{\prime \prime}+4 x^{2} y^{\prime}-3 x y^{\prime}+2 x y-3 y=0 \\
& \frac{d}{d x}\left(x^{3} y^{\prime}\right)=x^{3} y^{\prime \prime}+3 x^{2} y^{\prime} .3 x y^{\prime}+2 x y-3 y=0 \\
& x^{2} y^{-}-3 x y^{\prime}+2 x y-3 y \\
& \frac{d}{d x}\left(x^{2} y\right)= \\
& \begin{array}{r}
\begin{array}{l}
2^{2} y^{\prime}+2 x y \\
-3 x y^{\prime} \quad-3 y \\
-3 x y^{\prime} \quad-3 y \\
x
\end{array}
\end{array} \\
& \frac{d}{d x}(-3 x y)= \\
& \begin{array}{l}
\begin{array}{l}
A^{2} y^{\prime} \quad+2 x y \\
-3 x y^{\prime} \quad-3 y \\
-3 x y^{\prime} \quad-3 y \\
x
\end{array}
\end{array}
\end{aligned}
$$

Hence the equation can be written as

$$
\frac{d}{i d x}\left(x^{3} y^{\prime}\right)+\frac{d}{d x}\left(x^{2} y\right)+\frac{d}{d x}(-3 x y)=0
$$

Integrating, $x^{3} \frac{d y}{d x}+x^{2} y-3 x y=c_{1}$
or $\frac{d y}{d x}+\left(\frac{1}{x}-\frac{3}{x^{2}}\right) y=\frac{c_{1}}{x^{3}}$. Linear, I.F. $=x e^{3 / x}$.

$$
\therefore \quad y x e^{3 / x} \int \frac{c_{1}}{x^{2}} \cdot x e^{3 / x} d x+c_{2}=-\frac{1}{2} c_{1} e^{3 / x}+c_{2}
$$

or $x y=-\frac{1}{3} c_{1}+c_{2} e^{-3 / x}$ which is the required solution.
Note. It is always possible to apply the above method of trial to all linear equations which satisfy the condition of exactness of § 1.8 p .15.

Ex. 13. Solve
$2 \sin x \frac{d^{2} y}{d x^{2}}+2 \cos x \frac{d y}{d x}+2 \sin x \frac{d y}{d x}+2 y \cos x=\cos x$.
Solution. The equation may be put as
$2 \sin x \cdot y^{\prime \prime}+2 \cos x \cdot y^{\prime}+2 \sin x \cdot y^{\prime}+2 y \cos x=\cos x$
$\frac{d}{d x}\left(2 \sin x \cdot y^{\prime}\right)=2 \sin x \cdot y^{\prime \prime}+2 \cos x \cdot y^{\prime}$
$\frac{d}{d x}(2 \sin x . y)=\quad \frac{\begin{array}{l}2 \sin x \cdot y^{\prime}+2 y \cos x \\ 2 \sin x \cdot y^{\prime}+2 y \cos x\end{array}}{x}$
Thus the equation can be written as

$$
\frac{d}{d x}\left(2 \sin x \cdot y^{\prime}\right)+\frac{d}{d x}(2 \sin x \cdot y)=\cos x
$$

Integrating, $2 \sin x \frac{d y}{d x}+2 \sin x \cdot y=\sin x+c_{1}$
or $\frac{d y}{d x}+y=\frac{1}{2}+c_{1} \operatorname{cosec} x$. Linear, I $F=e^{x}$.

$$
\therefore y e^{x}=c_{2}+\int\left(\frac{1}{2}+c_{1} \operatorname{cosec} x\right) e^{x} d x
$$

Ex. 14. Solve $x \frac{d^{3} y}{d x^{3}}-x \frac{d^{2} y}{d x^{2}}-\frac{d y}{d x}=0$.
Solution. The equation is free from $y$. So putting $\frac{d y}{d x}=p$, $\frac{d^{2} y}{d x^{2}}=\frac{d p}{d x}$, the equation becomes

$$
x \frac{d^{2} p}{d x^{2}}-x \frac{d p}{d x} \quad p=0 .
$$

This satisfies condition of exactness, i.e. $P_{2}-P_{1}{ }^{\prime}+P_{0}{ }^{\prime \prime}=0$.
Hence the first integral is $P_{0} \frac{d p}{d x}+\left(P_{1}-P_{0}^{\prime}\right) p=c$

$$
\text { or } x \frac{d p}{d x}+(-x-1) p=c \text { or } \frac{d p}{d x}-\left(1+\frac{1}{x}\right) p=\frac{c}{x} \text {. }
$$

Linear equation, I.F. $=e^{-\int\left(1+\frac{1}{x}\right) d x}=\frac{1}{x} e^{-\varepsilon}$.
Hence $p \cdot \frac{1}{x} e^{-x}=\int \frac{c}{x} \cdot \frac{e^{-x}}{x} d x+c^{\prime}$.
or $p=\frac{d y}{d x}=c^{\prime} x e^{x}+c . x e^{x} \int \frac{1}{x^{2}} e^{-x} d x$
which on integration further gives the solution.
Ex. 15. Find the first intergal of

$$
\frac{d y}{d x} \frac{d^{2} y}{d x^{2}}-x^{2} y \frac{d y}{d x}-x y^{2}=0
$$

Solution. The equation is $\frac{1}{2} \frac{d}{d x}\left(\frac{d y}{d x}\right)^{2}-\frac{1}{2} \frac{d}{d x}\left(x^{2} y^{2}\right)=0$.
1ntegrating, $\left(\frac{d y}{d x}\right)^{2}=c_{1}+x^{2} y^{2}$. This is first integral.
18. Equation of the form $\frac{d^{n} y}{d x^{n}}=f(x)$

The equation can be integrated successively to give the required solution.
1.9. Equations of the form $\frac{d^{2} y}{d x^{2}}=f(y)$

To integrate such equations, the equation is multiplied by $2 \frac{d y}{d x}$. The equation thus becomes

$$
2 \frac{d y}{d x} \frac{d^{2} y}{d x^{2}}=2 f(y) \frac{d y}{d x}
$$

which on integration gives

$$
\left(\frac{d y}{d x}\right)^{2}=2 \int f(y) \frac{d y}{d x} d x+c_{1}
$$

i.e. $\left(\frac{d y}{d x}\right)^{2}=2 \int f(y) d y+c_{y}$
which can be integrated further.
Ex. 1. Solve $\frac{d^{n} y}{d x^{n}}=x^{m}$.
Solution. Integrating the equation directly,

$$
\frac{d^{n-1} y}{d x^{n-1}}=\frac{x^{m+1}}{m+1}+k_{1}
$$

1ting agaix, $\frac{d^{n-1} y}{d x^{n-2}}=\frac{x^{m+2}}{(m+1)(m+2)}+k_{1} x+k_{2}$.

$$
\begin{aligned}
y & =\frac{x^{m+n}}{(m+1)(m+2) \ldots(m+n)}+c_{1} x^{n-1}+c_{2} x^{n-2}+\ldots+c_{n} \\
& =\frac{m!x^{m+n}}{(m+n)!}+\left(c_{1} x^{n-1}+c_{2} x^{n-2}+\ldots+c_{n}\right)
\end{aligned}
$$

where constants are suitably adjusted.
Ex 2. Solve $\frac{d^{4} y}{d x^{4}}=x+e^{-x}-\cos x$.
Solution. Integratirg the equation once,

$$
\frac{d^{3} y}{d x^{3}}=\frac{x^{2}}{2}-e^{-x}-\sin x+c_{1}
$$

Integrating again, $\frac{d^{2} y}{d x^{2}}=\frac{x^{3}}{6}+e^{-x}+\cos x+c_{1} x+c_{2}$.
Again integrating, $\frac{d y}{d x}=\frac{x^{4}}{24}-e^{-x}+\sin x+c_{1} \frac{x^{2}}{2}+c_{2} x+c_{3}$.
Integrating once again, the solution is

$$
y=\frac{x^{5}}{120}+e^{-x}-\cos x+c_{1} \frac{x^{3}}{6}+c_{2} \frac{x^{2}}{2}+c_{3} x+c_{4}
$$

Ex. 3. Solve $\frac{d^{2} y}{d x^{2}}=x^{2} \sin x$.
Solution. Integrating, $\frac{d y}{d x}=x^{2}(-\cos x)+\int 2 x \cos x d x+c_{1}$ or $\frac{d y}{d x}=-x^{2} \cos x+2 x \sin x+2 \cos x+c_{1}$.

Integrating again, the solution is

$$
\begin{aligned}
y & =\int\left(-x^{2} \cos x+2 x \sin x+2 \cos x\right) d x+c_{1} x+c_{2} \\
& =-x^{2} \sin x-4 x \cos x+6 \sin x+c_{1} x+c_{2}
\end{aligned}
$$

Ex. 4. Solve $\frac{d^{3} y}{d x^{3}}==\sin ^{2} x=\frac{1}{2}(1-\cos 2 x)$.
Solution Integrating, $\frac{d^{2} y}{d x^{2}}=\frac{1}{2} x-\frac{1}{4} \sin 2 x+c_{1}$.

$$
\therefore \frac{d y}{d x}=1 x^{2}+\frac{1}{8} \cos 2 x+c_{1} x+c_{2}
$$

and finally $y=\frac{1}{2} x^{3}+\frac{1}{16} \sin 2 x+\frac{1}{2} c_{1} x^{2}+c_{2} x+c_{3}$.
Ex. 5. Solve $\frac{d^{3} y}{d x^{3}}=\log x$.
Solution. Integrating successively, $\frac{d^{2} y}{d x^{2}}=\int \log x d x+k_{1}$ or $\frac{d^{2} y}{d x^{2}}=x \log x-x+k_{1}$ etc.

Finally, $36 y=6 x^{3} \log x-11 x^{3}+c_{1} x^{2}+c_{2} x+c_{3}$.

Ex. 6. Solve $\frac{d^{2} y}{d x^{3}}=x e^{x}$.
Solution. Integrating successively, $\frac{d^{2} y}{d x^{2}}=e^{x}(x-1)+c_{1}$,

$$
\frac{d y}{d x}=e^{x}(x-2)+c_{1} x+c_{2}
$$

and $y=e^{x}(x-3)+\frac{1}{2} c_{1} x^{2}+c_{2} x+c_{3}$.
Ex. 7. Solve $\frac{d^{2} y}{d x^{2}}=\sec ^{2} y$ tan $y . \quad\left(T y p e \frac{d^{2} y}{d x^{2}}=f(y)\right)$
[Delhi Hons. 63]
Solution. Multiplying by $2 \frac{d y}{d x}$ and integrating,

$$
\begin{aligned}
& \left(\frac{d y}{d x}\right)^{2}=\int 2 \sec ^{2} y \tan y \frac{d y}{d x} d x+c_{1} \\
& =\tan ^{2} y+c_{1}=\frac{\sin ^{2} y+c_{1} \cos ^{2} y}{\cos ^{2} y}
\end{aligned}
$$

or $\frac{\cos y d y}{\sqrt{\left\{c_{2}-\left(c_{1}-1\right) \sin ^{2} y\right\}}}=d x$
Integrating, $\frac{1}{\sqrt{\left(c_{1}-1\right)}} \sin ^{-1}\left[\sqrt{ }\left(\frac{c_{1}-1}{c_{1}}\right) \sin y\right]=x+c_{2}$,

$$
\sin ^{-1}\left\{\sqrt{\left.\left(\frac{k_{1}}{k_{1}+1}\right) \sin y\right\}=\sqrt{ } k_{1} x+k_{2} . . . . .}\right.
$$

if

$$
c_{1}-1=k_{1}, c_{2} \sqrt{ } k_{1}=k_{2}
$$

or $\sin \left(\sqrt{ } k_{1} x+k_{2}\right)=\int\left(\frac{k_{1}}{k_{1}+1}\right) \sin y$.
Ex. 8. Solve $\sin ^{2} y \frac{d^{2} y}{d x^{2}}=\cos y$ or $\frac{d^{2} y}{d x^{2}}=\operatorname{coscc}^{2} y \cot y$.
Solution. Multiplying by $2 \frac{d y}{d x}$ and integrating,

$$
\left(\frac{d y}{d x}\right)^{2}=c_{1}-\cot ^{2} y=\frac{c_{1} \sin ^{2} y-\cos ^{2} y}{\sin ^{2} y}
$$

or $\frac{\sin y d y}{\sqrt{\left\{c_{2}-\left(1 \psi c_{1}\right) \cos ^{2} y\right\}}}=d x$.
Integrating, $-\frac{1}{\sqrt{\left(1+c_{1}\right)}} \sin ^{-1}\left\{\sqrt{\left.\left(\frac{1+c_{1}}{c_{1}}\right) \cos y\right\}=x+c_{2} .}\right.$
or $\sin \left(\sqrt{ } k_{1} x+k_{2}\right)+\sqrt{\left(\frac{k_{1}}{k_{1}-1}\right) \cos y=0 \text {, }, \text {, }, \text {, }}$

$$
\text { where } 1+c_{1}=k_{1}, \sqrt{ } k_{1} c_{2}=k_{2}
$$

Ex. 9. $\frac{d^{2} y}{d x^{2}}=\frac{1}{\sqrt{(a y)}}$

Solution. Multiplying by $2 \frac{d y}{d x}$ and integrating, we get
$\left(\frac{d y}{d x}\right)^{2}=\frac{4}{\sqrt{ } a} y^{1 / 2}+c_{1}$ etc.
Ex. 10. $\frac{d^{2} y}{d x^{2}}+\frac{a^{2}}{y^{2}}=0$.
[Karnatak B. Sc. (Sub.) 60]
Solution. Multiplying by $2 \frac{d y}{d x}$ and integrating, we get

$$
\left(\frac{d y}{d x}\right)^{2}-\frac{2 a^{2}}{y}=c, \text { i.e. } \frac{d y}{d x}=\int\left(\frac{2 a^{2}+c y}{y}\right) \text { etc. }
$$

Ex. 11. $y^{2} \cdot \frac{d^{2} y}{d x^{2}}=\mu, \mu$ being a constant.
[Gujrat B. Sc. (Prin.) 51]
Solution. $\quad \frac{d^{2} y}{d x^{2}}=\frac{\mu}{y^{3}}$,
Multiplying by $2 \frac{d y}{d x}$ and integrating, we get

$$
\begin{aligned}
& \left(\frac{d y}{d x}\right)^{2}=-\frac{\mu}{y^{2}}+a^{2} \\
& \frac{d y}{d x}=\frac{1}{y} \sqrt{ }\left\{\left(a^{2} y^{2}-\mu\right)\right\} \text { etc. }
\end{aligned}
$$

Ex. 12. In the case of a stretched elastic string, which has one end fixed and a particle of mass $m$ attached to the other end, the equation of motion is $m \frac{d^{2} s}{d t^{2}}=-\frac{m g}{e}(s-l)$, where $l$ is the natural length of the string and e its elongation due to a weight $m \mathrm{mg}$. Find $s$ and $v$, deiermining the constanss, so that $s=s_{0}$ at the time $t=0$ and $v=0$ when $t=0$.
[Delhi Hon's 51, 58]
Solution. The equation is

$$
\frac{d^{2} s}{d t^{2}}=-\frac{g}{e}(s-l) \quad\left[\text { form } \frac{d^{2} y}{d x^{2}}=f(y)\right]
$$

Multiplying by $2 \frac{d s}{d t}$ and integrating, we get

$$
\left(\frac{d s}{d t}\right)^{2}=-\frac{g}{e}(s-l)^{2}+c
$$

But when $s=s_{0}, t=0, v=\frac{d s}{d t}=0$.

$$
\begin{aligned}
& \therefore \quad 0=-\frac{g}{e}(s-l)^{2}+c \quad \text { or } c=\frac{g}{e}\left(s_{0}-l\right)^{2} \\
& \left.\therefore \quad\left(\frac{d s}{d l}\right)^{2}=\frac{g}{e}\left[{ }^{[ } s_{0}-l\right)^{2}-(s-l)^{2}\right] \\
& \therefore \quad \frac{d s}{d t}=-\sqrt{\left(\frac{g}{e}\right) \sqrt{ }\left[\left(s_{0}-l\right)^{2}-(s-l)^{2}\right]}
\end{aligned}
$$

or $\quad \int\left(\frac{g}{e}\right) d t=-\frac{d s}{\sqrt{ }\left[\left(s_{0}-l\right)^{2}-(s-l)^{2}\right]}$.

When $s=0, s=s_{0} ; \therefore 0=\cos ^{-1} 1+c$ or $c=0$.
Hence $\sqrt{ }\left(\frac{g}{e}\right) t=\cos ^{-1} \frac{s-1}{s_{0}-1}$
or $s=l+\left(s_{0}-l\right) \cos \left[\sqrt{ }\left(\frac{g}{e}\right) t\right]$.
Ex. 13 A.particle whose mass $m$ is acted upon by a force $m \mu\left(x+\frac{a^{4}}{x^{3}}\right)$ towards the origin; if it starts from rest at a distance a, show that it will arrive at the origin in time $\frac{\pi}{\sqrt{ } \mu}$.
[Raj. 61]
Solution. The differential equation of the motion is

$$
m \frac{d^{2} x}{d t^{2}}=-m \mu\left(x+\frac{a^{4}}{x^{3}}\right) \text {, i.e. } \frac{d^{2} x}{d t^{2}}=-\mu\left(x+\frac{a^{4}}{x^{3}}\right)
$$

Multiplying by $2 \frac{d x}{d t}$ and integrating,

$$
\left(\frac{d x}{d t}\right)^{2}=-\mu\left(x^{2}-\frac{a^{4}}{x^{2}}\right)+c .
$$

When $x=a, \frac{d x}{d t}=0 ; \therefore c=0$.

$$
\therefore\left(\frac{d x}{d t}\right)^{2}=\frac{\mu}{x^{2}}\left(x^{4}-a^{4}\right) \text { or } \frac{d x}{d t}=-\frac{\sqrt{ } \mu}{x} \sqrt{ }\left(x^{4}-a^{4}\right)
$$

or $-\frac{x d x}{\sqrt{\left(x^{4}-a^{4}\right)}}=+\sqrt{ } \mu d t$. Putting $x^{2}=z, 2 x d x=d z$,

$$
-\frac{d z}{\sqrt{ }\left(z^{2}-a^{4}\right)}=+2 \sqrt{ } \mu d t .
$$

Integrating, $\cos ^{-1} \frac{z}{a^{2}}=2 \sqrt{\mu t}+c$.
When $t=0, z=x^{2}=a^{2}: \quad \therefore \quad c=0$
or $\cos ^{-1} \frac{z}{a^{2}}=2 \sqrt{ } \mu t$.
If $t$ is the time of reaching the origin where $z=0$, then

$$
t=\frac{1}{2 \sqrt{ } \mu} \cos ^{-1} 0=\frac{1}{2 \sqrt{ } \mu} \cdot \frac{1}{2} \pi=\frac{\pi}{4 \sqrt{ } \mu} .
$$

Ex 14. Determine the curve whose radius of curvature varies as the cube of the length of the normal intercepted between the curve and the $x$-axis.
[Delhi Hons. 1957]
Solution. $\rho=\frac{\left[1+\left(d y / d x^{2}\right]^{3 / 2}\right.}{d^{2} y / d \lambda^{2}}$, Normal $=y\left[1+\left(\frac{d y}{d x}\right)^{2}\right]^{1 / 2}$
i.e. $\frac{\left[1+\left(\frac{d y}{d x}\right)^{2}\right]^{3 / 2}}{\frac{d^{2} y}{d x^{2}}}=\lambda y^{3}\left[1+\left(\frac{d y}{d x}\right)^{2}\right]^{3 / 2}$,
i.e. $\left[1+\left(\frac{d y}{d x}\right)^{2}\right]^{3 / 2}\left[1-\lambda y^{3}\left(\frac{d^{2} y}{d x^{2}}\right)\right]=0$.

If $1+\left(\frac{d y}{d x}\right)^{2}=0$, then $\frac{d y}{d x}$ is imaginary.
Hence the differential equation of the curve is given by

$$
1-\lambda y^{3} \frac{d^{2} y}{d x^{2}}=0 \quad \text { or } \quad \frac{d^{2} y}{d x^{2}}=-\frac{\mu}{y^{2}}, \text { where } \mu=-\frac{1}{\lambda} .
$$

Multiplying by $2 \frac{d y}{d x}$ and integrating, we get

$$
\left(\frac{d y}{d x}\right)=+\frac{\mu}{y^{2}}+a, \frac{d y}{d x}=\frac{\sqrt{ }\left(\mu+a y^{2}\right)}{y}
$$

i.e. $\frac{y d y}{\sqrt{ }(\mu+a y)}=d x$
or $\quad \sqrt{ }\left(\mu+a y^{2}\right)=a x+b$.
So the curve is $\mu+a y^{2}=(a x+b)^{2}$,
1.10. Equation in which $y$ occurs in only two derivatives of the form $\frac{d^{n} y}{d x^{n}}$ and $\frac{d^{n-2} y}{d x^{n-2}}$.
Such equations can be written as

$$
f\left(\frac{d^{n} y}{d x^{n}}, \frac{d^{n-2} y}{d x^{n-2}}, x\right)=0 .
$$

Put $\frac{d^{n-2} y}{d x^{n-2}}=4$, so that $\frac{d^{n} y}{d x^{n}}=\frac{d^{2} q}{d x^{2}}$.
Hence the equation can be written as

$$
f\left(\frac{d^{2} y}{d x^{2}}, q, x\right)=0 .
$$

This can be solved for $q$ giving

$$
q=\frac{d^{n-2} q}{d x^{n-2}}=\phi(x) .
$$

It can then be solved in a suitable way.
Ex. 1. Solve $\frac{d^{4} y}{d x^{4}}-u^{2} \frac{d^{2} y}{d x^{2}}=0$.
Solution. Putting $\frac{d^{2} y}{d x^{2}}=q, \frac{d^{4} y}{d x^{4}}=\frac{d^{2} q}{d x^{2}}$, the equation becomes

$$
\frac{d^{2} q}{d x^{2}}-a^{2} q=0 \quad \text { or } \quad\left(D^{2}-a^{2}\right) q=0
$$

A.E. is $D^{2}-a^{2}=0 . \quad D= \pm a$.
$\therefore$ Solution is $q=c_{1} e^{a x}+c_{2} e^{-a x}$
or $\frac{d^{2} y}{d x^{2}}=c_{1} e^{a x}+c_{2} e^{-a x}$.
Integrating twice successively, we get

$$
y=\frac{c_{1}}{a^{2}} e^{a x}+\frac{c_{2}}{a^{2}} e^{-a x}+c_{3} \frac{x^{2}}{2}+c_{4} .
$$

111. Equations in which order of differentiation differs by one Such an equation can be written as

$$
\begin{aligned}
& f\left(\frac{d^{n} y}{d x^{n}}, \frac{d^{n-1} y}{d x^{n-1}}, x\right)=0 . \\
& \text { Put } \frac{d^{n-1} y}{d x^{n-1}}=q, \text { so that } \frac{d^{n} y}{d x^{n}}=\frac{d q}{d x} .
\end{aligned}
$$

The equation thus becomes $f\left(\frac{d q}{d x}, q, x\right)$ which can be solved for $q$, giving

$$
q=\frac{d^{n-1} y}{d x^{n-1}}=\theta(x)
$$

which after being integrated successively $n-1$ times gives the
solution.
Ex 1. Solve $\frac{d^{3} y}{d x^{3}} \frac{d^{2} y}{d x^{2}}=2$.
Solution. Putting $\frac{d^{2} y}{d x^{2}}=q, \frac{d^{3} y}{d x^{3}}=\frac{d q}{d x}$, the equation becomes

$$
\frac{d q}{d x} q=2 \text { or } q d q=2 d x
$$

Integrating, $q^{2}=4 x+c_{1}$ or $q=\sqrt{ }\left(4 x+c_{1}\right)$
or $\frac{d^{2} y}{d x^{2}}=\sqrt{ }\left(4 x+c_{1}\right)$.
Integrating, $\frac{d y}{d x}=\frac{\left(4 x+c_{1}\right)^{3 / 2}}{4 . \frac{2}{2}}+c_{2}$.
Integrating again, $y=\frac{\left(4 x+c_{1}\right)^{5 / 2}}{4.4 . \frac{3}{2} \cdot \frac{5}{2}}+c_{2} x+c_{3}$ or $y=\frac{1}{60}\left(4 x+c_{1}\right)^{5 / 2}+c_{2} x+c_{3}$.

## 2

## Linear Equations of Second Degree

### 2.1. Linear Equation of Second Degree

An equation of the type

$$
\frac{d^{2} y}{d x^{2}}+P \frac{d y}{d x}+Q y=X
$$

where $P, Q, X$ are functions of $x$ alone, is called the linear equation of second degree.

If the coefficients $P$ and $Q$ are constants, the equation can be solved by the methods of chapter VPt. I, otherwise there is no general method for solving such equations. We give below certain procedures which at times yield a solution.
*2 2. Complete solution of $\frac{d^{2} y}{d x^{2}}+P \frac{d y}{d x}+Q y=X$, when onc integral of the complementary function is known.

To solve completely the above equation when one integral belonging to the complementary function is known.
[Agra 67, 62 ; Punjab 60 ; Bombay 58, 61 ; Gauhati 67, 64 ; Poona 61 ; Karnatak 61 ; Gujrat B. Sc 65, 61 ; Cal. Hons. 62 ; Nag. 63]
The equation is $\frac{d^{2} y}{d x^{2}}+r \frac{d y}{d x}+Q y=X$.
The equation is $\frac{d^{2} y}{d x^{2}}+P \frac{d y}{d x}+Q y=X$.
Let $y=y_{1}$ be a known part of the complementary function, i.e. it is a solution of

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}+p \frac{d y}{d x}+Q y=0 ; \quad \therefore \quad \frac{d^{2} y_{1}}{d x^{2}}+P \frac{d y_{1}}{d x}+Q y_{1}=0 \tag{2}
\end{equation*}
$$

Now putting $y=v y_{1}$, we get $\frac{d y}{d x}=v \frac{d y_{1}}{d x}+y_{1} \frac{d v}{d x}$
and

$$
\frac{d^{2} y}{d x^{2}}=v \frac{d^{2} y_{1}}{d x^{2}}+2 \frac{d y_{1}}{d x} \frac{d v}{d x}+y_{1} \frac{d^{2} v}{d x^{2}}
$$

With this substitution the equation (1) becomes

$$
\begin{aligned}
& \left(v \frac{d^{2} y_{1}}{d x^{2}}+2 \frac{d y_{1}}{d x} \cdot \frac{d v}{d x}+y_{1} \frac{d^{2} v}{d x^{2}}\right)+P\left(v \frac{d y_{1}}{d x}+y_{1} \frac{d v}{d x}\right)+Q \cdot v y_{1}=X \\
\text { or } \quad & v\left[\frac{d^{2} y_{1}}{d v^{2}}+P \frac{d y_{1}}{d x}+Q y_{1}\right]+y_{1}\left[\frac{d^{2} v}{d x^{2}}+P \frac{d v}{d x}\right]+2 \frac{d y_{1}}{d x} \frac{d y}{d x}=X .
\end{aligned}
$$

But by (2). $\quad \frac{d^{2} y_{1}}{d x^{2}}+P \frac{d y_{1}}{d x}+Q y_{1}=0$.
Therefore the equation after dividing by $y_{1}$ becomes

$$
\begin{equation*}
\frac{d^{2} v}{d x^{2}}+\left[P+\frac{2}{y_{1}} \frac{d y_{1}}{d x}\right] \frac{d y}{d x}=\frac{x}{y_{1}} . \tag{3}
\end{equation*}
$$

Now putting $\frac{d v}{d x}=p$, it becomes

$$
\begin{equation*}
\frac{d p}{d x}+\left[P+\frac{2}{y_{1}} \frac{d y_{1}}{d x}\right] p=\frac{X}{y_{1}}, \tag{4}
\end{equation*}
$$

which is a linear differential equation of order 1 in $p$ and $x$.
Its

$$
\begin{aligned}
\text { I.F. } & =e^{\int\left(P+\frac{2}{y_{1}} \frac{d y_{1}}{d x}\right) d x}=e^{\int\left(P d x+\frac{2}{y_{1}} d y_{2}\right)} \\
& =y_{1}{ }^{2} e^{\int P d x} .
\end{aligned}
$$

Hence solution of (4) is

$$
\begin{equation*}
p y_{1}{ }^{2} e^{\int P d x}=\int\left[\frac{X}{y_{1}} y_{1}{ }^{2} e^{\int P d x}\right] d x+c, \tag{5}
\end{equation*}
$$

which gives $p=\frac{d v}{d x}$ and on direct integration gives the solution of the equation (3).

After integrating $\frac{d v}{d x}$, we get value of $v$ containing two constants.
Having fousd $v$, we find $y$ with the help of the relalion $y=v y_{1}$
This is the complete primitive of (1) since it contains two arbitrary constants,

Cor. If $y=y_{1}(x)$ and $y=y_{2}(x)$ are two solutions of the equation $\frac{d^{2} y}{d x^{2}}+P(x) \frac{d y}{d x}+Q(x) y=0$, where $P(x)$ and $Q(x)$ are conti. nuous functions of $x$, prove that

$$
\begin{equation*}
y_{1} \frac{d y_{2}}{d x}-y_{2} \frac{d y_{1}}{d x}=c e^{-\int P d x} \tag{CalcuttaHons.62}
\end{equation*}
$$

When $X=0$ in above article, we have from (5)

$$
p y_{1}{ }^{2} e^{\int P d x}=c \text { or } p y_{1}{ }^{2}=c^{e-\int P d x}
$$

ie. $\quad \frac{d v}{d x} y_{1}{ }^{2}=c e^{-\int P d x}$
or $\quad y_{1}{ }^{2} \frac{d\left(y_{2} / y_{1}\right)}{d x}=c e^{-\int P d x}$ as $y_{2}==v y_{1}$
or $y_{1} \frac{d y_{2}}{d x}-y_{2} \frac{d y_{1}}{d x}=c e^{-\int P d x}$
2.3. Search for a particular integral of

$$
\frac{d^{2} y}{d x^{2}}+P \frac{d y}{d x}+Q y=-0
$$

The article discussed above gives us a method of finding the complete solution if integral belonging to the C.F. is known. Therefore the mait problem is that of finding an integral of the given differential equation. If this is given, then the question can be solved straight away. If however a solution is not known, one of the following rules may help us in determining an integral of the complementary function.

Rule $\mathbf{I} . \mathbf{y}=\mathrm{e}^{m x}$ is to be a solution if $\mathrm{m}^{2}+\mathbf{P m}+\mathbf{Q}=0$.
$y=e^{m x}$, then $\frac{d y}{d x}=m e^{m x} \cdot \frac{d^{2} y}{d x^{2}}=m^{2} e^{m x}$.
Hence if $y=e^{m x}$ is a solution then $m^{2} e^{m x}+P m \epsilon^{m x}+Q e^{m x}=0$
or $\mathbf{m}^{2}+\mathbf{P m}+\mathbf{Q}=0$.
Deductions (i) Thus $y=e^{x}$ will be solution if $\mathbf{1}+\mathbf{P}+\mathbf{Q}=\mathbf{0}$ (sum of the coefficients is zero).
[Karnatak 61; Bombay 61]
(ii) $y=e^{-x}$ will be a solution of $\mathbf{1}-\mathbf{P}+\mathbf{Q}=0$.
Rull II. $\mathbf{y}=\mathrm{x}^{m}$ to be a solution.
If $y=x^{m}$, then $\frac{d y}{d x}=m x^{m-1}, \frac{d^{2} y}{d x^{2}}=m(m-1) x^{m-2}$.
Hence if $y=x^{m}$ is a solution, then

$$
\begin{aligned}
& m(m-1) x^{m-2}+P m x^{m-1}+Q x^{m}=0 \\
& \text { or } m(m-1)+P m x+Q x^{2}=0 .
\end{aligned}
$$

Deductions. (i) $y=x$ will be solution if $\mathbf{P}+\mathbf{Q x}=\mathbf{0}$.
[Karnatak 61; Boubbay 61].
(ii) $y=x^{2}$ will be solution if (taking $m=2$ ),

$$
2+2 P x+Q x^{2}=0
$$

2 4. Summary. Thus for

$$
\frac{d^{2} y}{d x^{2}}+P \frac{d y}{d x}+Q y=0
$$

(i) $y=e^{x}$ is a particular integral if

$$
1+P+Q=0
$$

(ii) $y=e^{-x} \quad$, , , $\quad$ if
(iii) $y=e^{m x} \quad$,, ,, $\quad, \quad$ if
(iv) $y=x \quad$, " , if
(v) $y=x^{2} \quad$,. $\quad$. $\quad$ if
(vi) $y=x^{m} \quad \because \quad \ddot{ } \quad \because \quad$ if $\quad m(m-1)+P m x+Q x^{2}=0$.
2.5. Procedure (Important). Adopt the following steps in solving problems of this type :
(i) Put the equation in the standard form

$$
\frac{d^{2} y}{d x^{2}}+P \frac{d y}{d x}+Q y=X
$$

in which coefficient of $\frac{d^{2} y}{d x^{2}}$ is unity.
(ii) Test for a particular solution of the C.E. and remember .

$$
\left.\begin{array}{rl}
1+P+Q & =0, \\
P+x Q & =0, \\
y=x \text { is a solution }
\end{array}\right\} \text { etc. }
$$

(sèe summary § 2.4)
(iii) Put $y=v y_{1}$ and simplify; the reduced equation will be

$$
\frac{d^{2} v}{d x^{2}}+\left(P+\frac{2}{y_{1}} \frac{d y i}{d x}\right) \frac{d v}{d x}=\frac{X}{y_{1}} . \quad \text { [equation (3) P. 46]. }
$$

(iv) Put $\frac{d v}{d x}=p$ and solve the resulting linear equation in $p$ and $x$.

The following examples will fully illustrate the method.
Ex. 1. Solve $\frac{d^{2} y}{d x^{2}}-\frac{3}{x} \frac{d y}{d x}+\frac{3}{x^{2}} y=2 x-1$.
Solution. Here $P=-\frac{3}{x}, Q=\frac{3}{x^{2}}$. Since $P+Q x=0$, therefore $y=x$ is a part of C.F.

Putting $y=v x, \frac{d y}{d x}=x \frac{d v}{d x}+v$ and $\frac{d^{2} y}{d x^{2}}=x \frac{d^{2} v}{d x^{2}}+2 \frac{d v}{d x}$, the equation becomes

$$
x \frac{d^{2} v}{d x^{2}}+2 \frac{d v}{d x}-\frac{3}{x}\left(x \frac{d v}{d x}+v\right)+\frac{3}{x^{2}} v x=2 x-1
$$

i.e. $x \frac{d^{2} v}{d y^{2}}-\frac{d v}{d x}=2 x-1 \quad$ or $\quad \frac{d^{2} v}{d x^{2}}-\frac{1}{x} \frac{d v}{d x}=2-\frac{1}{x}$.

Now putting $\frac{d v}{d x}=p, \frac{d^{2} v}{d x^{2}}=\frac{d p}{d x}$, the equation becomes

$$
\frac{d p}{d x}-\frac{1}{x} p=2-\frac{1}{x}
$$

This is linear in $p$ and $x$.
Its I.F. $=e^{\int\left(-\frac{1}{x}\right) d x}=\frac{1}{x}$.
Therefore the solution of this equation is

$$
p \frac{1}{x}=k_{1}+\int\left(2-\frac{1}{x}\right) \cdot \frac{1}{x} d x=k_{1}+2 \log x+\frac{1}{x}
$$

or $p=\frac{d v}{d x}=2 x \log x+1+k_{1} x$.

$$
\text { .ntegrating, } \begin{aligned}
v & =\int(2 x \log x+1+k x) d x \\
& =x^{2} \log x+x+c_{1} x^{2}+c_{2}
\end{aligned}
$$

The complete solution is $y=\nu x$ or $y=x^{3} \log x+x^{2}+c_{1} x^{3}+c_{2} x$.
*Ex. 2. Solve $\frac{d^{2} y}{d x^{2}}-x^{2} \frac{d y}{d x}+x y=x$.
[Karnatak 69; Sagar 52; Agra 49; Delhi Hons. 59]
Solution. Here $P=-x^{2}, Q=x$, since $P+Q x=0$, therefore $y=x$ is a part of C.F.

Putting $y=v x, \frac{d y}{d x}=x \frac{d v}{d x}+v, \frac{d^{2} y}{d x^{2}}=x \frac{d^{2} y}{d x^{2}}+2 \frac{d v}{d x}, \quad$ the equation becomes $\left(x \frac{d^{2} y}{d x^{2}}+2 \frac{d y}{d x}\right)-x^{2}\left(x \frac{d v}{d x}+v\right)+\boldsymbol{x} . v x==x$ or $x \frac{d^{2} v}{d x^{2}}+\left(2-x^{3}\right) \frac{d v}{d x}=x$. Now putting $\frac{d v}{d x}=p$,

$$
x \frac{d p}{d x}+\left(2-x^{3}\right) p=x \quad \text { or } \quad \frac{d p}{d x}+\left(\frac{2}{x}-x^{x}\right) p=1
$$

This is linear. Its I.F. $==e^{\int\left(\frac{2}{x}-x^{3}\right) d x}=x^{2} e^{-\frac{3}{4} x^{*}}$
Hence solution of (1) is

$$
\begin{aligned}
p \cdot x^{2} e^{-\frac{1}{3} x^{3}} & =\int x^{2} e^{-\frac{1}{3} x^{4}} d x+c_{1} \\
& =-e^{-\frac{3 x^{3}}{}+c_{1}} .
\end{aligned}
$$

the integration on the right has been done by taking $x^{3}==$ t, $x^{2} d x=d t$.

This gives $p=\frac{d v}{d x}=-\frac{1}{x^{2}}+\frac{c_{1} e^{\frac{t}{2}}}{x^{2}}$.

$$
\therefore \quad v=\frac{3}{x}+\int c_{1} e^{\frac{2 x^{3}}{3}} \cdot x^{-2} d x+c_{2} .
$$

Hence $y=v x=1+x c_{1} \int e^{\frac{1}{3} x^{3}} x^{-2} d x+c_{2} x$
is the complete solution.
Ex. 3. Solve $x^{2} \frac{d^{2} y}{d x^{2}}-2 x(1+x) \frac{d y}{d x}+2(1+x) y=x^{9}$.
[Agra 67, 66; Delhi 63: Rai 64;
Karnatak 63 61; Bombay 58]
Solution. Dividing by $x^{2}$, the equation in standard form is

$$
\frac{d^{2} y}{d x^{2}}-\frac{2(1+x)}{x} \frac{d y}{d x}+\frac{2(1+x)}{x^{2}} y=x
$$

so that $P=-\frac{2(1+x)}{x}, Q=\frac{2(1+x)}{x^{2}}$. Since $P+Q x=x 0$, therefore
$y=x$ is a part of C.F. Putting $y=v x$, the equation becomes :

$$
\left(x \frac{d^{2} v}{d x^{2}}+2 \frac{d v}{d x}\right)-\frac{2(1+x)}{x}\left(x \frac{d v}{d x}+v\right)+\frac{2(1+x)}{x^{2}} v x=x
$$

or $x \frac{d^{2} v}{d x^{2}}-2 x \frac{d v}{d x}=x$. Putting $\frac{d v}{d x}=p$ this becomes

$$
x \frac{d p}{d x}-2 x p=x \quad \text { or } \quad \frac{d p}{d x}-2 p=1
$$

This is a linear equation. Its I.F. $=e^{-2 x}$.
or

$$
\therefore \quad p e^{-2 x}=c_{1}+\int e^{-2 x} d x=c_{1}-\frac{1}{2} e^{-2 x}
$$

$$
p=\frac{d v}{d x}=c_{1} e^{2 x}-\frac{1}{2}
$$

Integrating again, $v=\frac{c_{1}}{2} e^{2 x}-\frac{1}{2} x+c_{2}$.
Hence $y=v x=\frac{c_{1} x \cdot e^{2 x}}{2}-\frac{1}{2} x^{2}+c_{2} x$ is the complete solution.
Ex.

$$
\text { 4. (a) }\left(1-x^{2}\right) \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}-y=x\left(1-x^{2}\right)^{3 / 2}
$$

[Raj. 1961; Delhi Hons. 69, 57]
Solution. The equation in the standard form is

$$
\begin{aligned}
& \frac{d^{2} x}{d x^{2}}+\frac{x}{1-x^{2}} \frac{d y}{d x}-\frac{1}{1-x^{2}} y=x\left(1-x^{2}\right)^{2 / 2} \\
& p=\frac{x}{1-x^{2}}, Q=-\frac{1}{1-x^{2}}, P+Q x=0 ; \quad \therefore \quad y=x \text { is part of C.F. }
\end{aligned}
$$

Putting $y=v x$, the equation becomes

$$
\left(x \frac{d^{2} v}{d x^{2}}+2 \frac{d v}{d \bar{x}}\right)+\frac{x}{1-x^{2}}\left(x \frac{d v}{d x}+v\right)-\frac{1}{1-x^{2}} v x=x\left(1-x^{2}\right)^{1 / 2}
$$

or $\frac{d^{2} v}{d x^{2}}+\left(\frac{2}{x}+\frac{x}{1-x^{2}}\right) \frac{d v}{d x}=\left(1-x^{2}\right)^{1 / 2}$
or $\frac{d p}{d x}+\left(\frac{2}{x}+\frac{x}{1-x^{2}}\right) p=\left(1-x^{2}\right)^{1 / 2}$, where $\frac{d v}{d x}=p$.
Linear equation, I.F. $=e^{\int\left(\frac{2}{x}+\frac{x}{1-x^{2}}\right) d x}=\frac{x^{2}}{\sqrt{\left(1-x^{2}\right)}}$.
Hence $p \cdot \frac{x^{2}}{\sqrt{\left(1-x^{2}\right)}}=c_{1}+\int\left(1-x^{2}\right)^{1 / 2} \cdot \frac{x^{2}}{\sqrt{\left(1-x^{2}\right)}} d x$

$$
=c_{1}+\frac{1}{3} x^{3}
$$

or $\quad p=\frac{d v}{d x}=c_{1} \frac{\sqrt{ }\left(1-x^{2}\right)}{x^{2}}+\frac{1}{3} x \sqrt{ }\left(1-x^{2}\right)$.
Integrating,

$$
v=c_{1} \int \frac{\sqrt{ }\left(1-x^{2}\right)}{x^{2}} d x+\frac{1}{3} \int x \sqrt{ }\left(1-x^{2}\right) d x+c_{2}
$$

$$
\begin{aligned}
= & c_{1}\left[\sqrt{ }\left(1-x^{2}\right)\left(-\frac{1}{x}\right)-\int \frac{1}{2}\left(1-x^{2}\right)^{-1 / 2}(-2 x)\left(-\frac{1}{x}\right) d x\right] \\
= & -c_{1} \frac{\sqrt{ }\left(1-\frac{1}{2} \cdot \frac{\left.\left(1-x^{2}\right)^{3 / 2}\right)}{x}+c,\right. \text { integrating first integial by parts }}{x}-c_{1} \int \frac{1}{\sqrt{2}\left(1-x^{2}\right)} d x-\frac{1}{9}\left(1-x^{2}\right)^{3 / 2}+c_{2} \\
= & -c_{1} \frac{\sqrt{ }\left(1-x^{2}\right)}{x}-c_{1} \sin ^{-1} x-\frac{1}{8}\left(1-x^{2}\right)^{3 / 2}+c_{2}
\end{aligned}
$$

Hence complete solution is $y=v x$,
i.e. $y=-c_{1} \sqrt{ }\left(1-x^{2}\right)-c_{1} x \sin ^{-1} x-\frac{1}{8} x\left(1-x^{2}\right)^{3 / 2}+c_{2} x$.

Ex. 4. (b) Verify that one solution of the equation

$$
\left(1-x^{2}\right) \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}-y=0
$$

is $y=x$, and find another solution valid in the interval $-1<x<1$.
[Punjab 1967]
Proceed as above. The solution is valid only in $-1<x<1$.
Ex. 5. Solve $x^{2} \frac{d^{2} y}{d x^{2}}-\left(x^{2}+2 x\right) \frac{d y}{d x}+(x+2) y=x^{3} e^{x}$.
[Agra 1971, 68, 58; Gujrat 61]
Solution. Dividing by $x^{2}$, the equation in standard form is

$$
\frac{d^{2} y}{d x^{2}}-\left(1+\frac{2}{x}\right) \frac{d y}{d x}+\left(\frac{1}{x}+\frac{2}{x^{2}}\right) y=x e^{x}
$$

Here $P=-\left(1+\frac{2}{x}\right), Q=\frac{1}{x}+\frac{2}{x^{2}}$ and $P+x Q=0$.
Therefore $y=x$ is a part of C F. Putting $y=v x$

$$
\frac{d y}{d x} \frac{d y}{d x}+v, \frac{d^{2} y}{d x^{2}}=x \frac{d^{2} v}{d x^{2}}+2 \frac{d v}{d x} .
$$

the equation becomes

$$
\left(x \frac{d^{2} v}{d x^{2}}+2 \frac{d v}{d x}\right)-\left(1+\frac{2}{x}\right)\left(x \frac{d v}{d x}+v\right)+\left(\frac{1}{x}+\frac{2}{x^{2}}\right) v x=x e^{x}
$$

or $x \frac{d^{2} v}{d x^{2}}+\left(2-\frac{x^{2}+2 x}{x}\right) \frac{d v}{d x}=x e^{x}$
or $\frac{d^{2} v}{d x^{2}}-\frac{d v}{d x}=e^{x}$. Putting $\frac{d v}{d x}=p$, the equation becomes $\frac{d p}{d x}-p=e^{x}$. This is a linear equation, its I.F. $=e^{-\dot{x}}$.
Hence $p e^{-x}=\int e^{x} \cdot e^{-x} d x+c_{1}=x+c_{1}$,
i.e. $p=\frac{d v}{d x}=x e^{x}+c_{1} e^{x}$, i.e. $v=e^{x}(x-1)+c_{1} e^{x}+c_{2}$

The complete solution is $y=v x$
or $y=e^{x}\left(x^{2}-x\right)+c_{1} x e^{x}+c_{2} x$.
Ex. 6. Solve $\frac{d y}{d x}-y=(x-1)\left(\frac{d^{2} y}{d x^{2}}-x+1\right)$.
[Punjab 61 ; Agra 51]
Solution. The equation, in the standard form, is

$$
\begin{aligned}
& \frac{d^{2} y}{d x^{2}}-\frac{x}{x-1} \frac{d y}{d x}+\frac{1}{x-1} y=x-1 . \\
& P=-\frac{x}{x-1}, Q=\frac{1}{x-1}, P+x Q=0, \quad \therefore \quad y=x \text { is a part of C.F. }
\end{aligned}
$$

Putting $y=v x$, the equation becomes

$$
\left(x \frac{d^{2} v}{d x^{2}}+2 \frac{d v}{d x}\right)-\frac{x}{x-1}\left(x \frac{d v}{d x}+v\right)+\frac{1}{x-1} v x=x-1
$$

or $\frac{d^{3} v}{d x^{2}}+\left(\frac{2}{x}-\frac{x}{x-1}\right) \frac{d v}{d x}=\frac{x-1}{x}$ Put $\frac{d v}{d x}=p$.
$\therefore \quad \frac{d p}{d x}+\left(\frac{2}{x}-\frac{x}{x-1}\right) p=\frac{x-1}{x}$. This is linear.
Its I.F. $=e^{2 \log x-x-\log (x-1)}=\frac{x^{2}}{x-1} e^{-x}$.

$$
\therefore p \frac{x^{x}}{x-1} e^{-x}=\int x e^{-x} d x+c_{1}=-e^{-x}(x+1)+c_{1}
$$

or

$$
p=\frac{d v}{d x}=-\frac{x^{2}-1}{x^{2}}+c_{1}\left(\frac{x-1}{x^{2}}\right) e^{x}=-1+\frac{1}{x^{2}}+c_{1}\left(\frac{1}{x}-\frac{1}{x^{2}}\right) e^{x} .
$$

Integrating, $v=-x-\frac{1}{x}+c_{1} \frac{e^{x}}{x}+c_{2}$.
The complete solution is $y=v x$ or $y=-x^{2}-1+c_{1} e^{x}+c_{2} x=c_{1} e^{x}+c_{2} x-\left(1+x^{2}\right)$.

Ex. 7. Solve $x \frac{d^{2} y}{d x^{2}}-(2 x-1) \frac{d y}{d x}+(x-1) y=0$.
[Agra 55 ; Alld. 58 ; Delhi Hons. 60, 58]
Solvtion. The equation in standard form is

$$
\frac{d^{2} y}{d x^{2}}-\left(2-\frac{1}{x}\right) \frac{d y}{d x}+\left(1-\frac{1}{x}\right) y=0 .
$$

Here $P=-2+\frac{1}{x}, Q=1-\frac{i}{x}$ and $1+P+Q=0$; therefore $y=e^{x}$ is a solution. Putting $y=v e^{x}$,

$$
\frac{d y}{d x}=e^{x} \frac{d v}{d x}+v e^{x}, \frac{d^{2} y}{d x^{2}}=\epsilon^{x} \frac{d^{2} v}{d x^{2}}+2 e^{x} \frac{d v}{d x}+v e^{x}
$$

Hence the equation becomes

$$
e^{x}\left(\frac{d^{2} v}{d x^{2}}+2 \frac{d v}{d x}+v\right)-\left(2-\frac{1}{x}\right) e^{x}\left(\frac{d v}{d x}+v\right)+\left(1-\frac{1}{x}\right) v e^{x}=0
$$

or $\quad \frac{d^{2} v}{d x^{2}}+\left[2-\left(2-\frac{1}{x}\right)\right] \frac{d v}{d x}=0 \quad$ or $\quad \frac{d^{2} v}{d x^{2}}+\frac{1}{x} \frac{d v}{d x}=0$.
Putting $\frac{d v}{d x}=p, \frac{d p}{d x}+\frac{1}{x} p=0 \quad$ or $\quad \frac{d p}{p}+\frac{d x}{x}=0$.
Integrating, $\log p+\log x=\log c_{1}$ or $p x=c_{1}$.

$$
\therefore \quad p=\frac{d v}{d x}=\frac{c_{1}}{x}, \quad \therefore \quad v=c_{1} \log x+c_{2}
$$

The complete solution is $y=v e^{x}$
or $y=e^{x}\left(c_{1} \log x+c_{2}\right)$.
Ex. 8. Solve $\frac{d^{2} y}{d x^{2}}-\cot x \frac{d y}{d x}-(1-\cot x) y=e^{x} \sin x$.
[Karnatak 64; Raj. 57]
Solution. Here $P=-\cot x, Q=-(1-\cot x)$. $1+P+Q=0$.
Therefore, $y=e^{x}$ is a part of C.F. Putting $y=v e^{x}$,

$$
\frac{d y}{d x}=e^{x}\left(\frac{d v}{d x}+v\right), \frac{d^{2} y}{d x^{2}}=e^{x}\left(\frac{d^{2} v}{d x^{2}}+2 \frac{d v}{d x}+v\right)
$$

The equation becomes

$$
e^{x}\left[\left(\frac{d^{2} v}{d x^{2}}+2 \frac{d v}{d x}+v\right)-\cot x\left(\frac{d v}{d x}+v\right)-(1-\cot x) v\right]=e^{x} \sin x
$$

or $\frac{d^{2} v}{d x^{2}}+(2-\cot x) \frac{d v}{d x}=\sin x$. Put $\frac{d v}{d x}=p$
then $\frac{d p}{d x}+(2-\cot x) p=\sin x$, a linear equation.
Its I. F. $=e^{(2-\cot x) d x}=e^{2 x-\log \sin x}=\frac{e^{2 x}}{\sin x}$.

$$
\therefore p \cdot \frac{e^{2 x}}{\sin x}=\int \sin x \frac{e^{2 x}}{\sin x} d x+c_{1}=\frac{1}{2} e^{2 x}+c_{1}
$$

or $\quad p=\frac{d v}{d x}=\frac{1}{2} \sin x+c_{1} \sin x e^{-2 x}$.
Integrating, $v=-\frac{1}{2} \cos x-\frac{c_{1}}{2^{2}-1} e^{-2 x}(\cos x+2 \sin x)^{*}+c_{2}$.
$\therefore$ The complete solution is $y=v e^{x}$,
or $y=-\frac{1}{2} e^{x} \cos x-\frac{c_{1}}{5} e^{-x}(\cos x+2 \sin x)+c_{2} e^{x}$.
Ex. 9. $x \frac{d^{2} y}{d x^{2}}-2(x+1) \frac{d y}{d x}+(x+2) y=(x-2) e^{x}$.
Solution. Equation in standard form is

$$
\int e^{a x} \sin b x d x=\frac{e^{a^{x}}}{a^{2}+b^{2}}(a \sin b x-b \cos b x)
$$

$$
\begin{aligned}
& \frac{d^{2} y}{d x^{2}}-2\left(i+\frac{1}{x}\right) \frac{d y}{d x}+\left(1+\frac{2}{x}\right) y=\frac{x-2}{x} e^{x} . \\
& P=-2\left(1+\frac{1}{x}\right), Q=1+\frac{2}{x}, 1+P+Q=0 .
\end{aligned}
$$

$\therefore \quad y=e^{x}$ is a part of C.F. Putting $y=v^{x}$, the equation becomes

$$
e^{x}\left[\left(\frac{d^{2} v}{d x^{2}}+2 \frac{d v}{d x}+2\right)-2\left(1+\frac{1}{x}\right)\left(\frac{d v}{d x}+v\right)+\left(1+\frac{2}{x}\right) v\right]=\frac{x-2}{x} e^{x}
$$

or $\frac{d^{2} v}{d x^{2}}-\frac{2 d v}{x d x}=\frac{x-2}{x}=1-\frac{2}{x}$.
Putting $\frac{d v}{d x}=p$, the equation becomes $\frac{d p}{d x}-\frac{2}{x} p=1-\frac{2}{x}$
Linear, I. F. $=e^{\int-\frac{2}{x} d x}=\frac{1}{x^{2}}$
$\therefore \quad p \cdot \frac{1}{x^{2}}=\int\left(\frac{1}{x^{2}}-\frac{2}{x^{3}}\right) d x+c_{1}=-\frac{1}{x}+\frac{1}{x^{2}}+c_{1}$
or $p=\frac{d v}{d x}=-x+1+c_{1} x^{2}$.
Integrating, $v=-\frac{1}{2} x^{2}+x+c_{1} \frac{x^{3}}{3}+c_{2}$.
The complete solution is $y=v e^{x}$,
i.e. $v=-\frac{1}{2} x^{2} \rho^{x}+x e^{x}+\frac{1}{3} c_{1} x^{3} e^{x}+c_{2} e^{x}$.

Ex. 10. Solve $x \frac{d^{2} y}{d x^{2}}+(1-x) \frac{d y}{d x}-y=e^{x}$.
[Agra 1950 ; Lucknow 51]
Solution. The equation in the standard form is

$$
\begin{aligned}
& \frac{d^{2} y}{d x^{2}}+\left(\frac{1-x}{x}\right) \frac{d y}{d x}-\frac{1}{x} y-\frac{e^{x}}{x} . \\
& P=\frac{1-x}{x}, Q=-\frac{1}{x}, 1+P+Q=0 . \text { Hence } y=e^{x} \text { is a part of }
\end{aligned}
$$

C.F.

Putting $y=v e^{x}$, the equation becomes

$$
e^{x}\left[\left(\frac{d^{2} v}{d x^{2}}+2 \frac{d v}{d x}+v\right)+\frac{1-x}{x}\left(\frac{d v}{d x}+v\right)-\frac{1}{x} v\right]=\frac{e^{x}}{x}
$$

or $\frac{d^{2} v}{d x^{2}}+\frac{1+x}{x} \frac{d v}{d x}=\frac{1}{x}$. Put $\frac{d v}{d x}=p$;
then $\frac{d p}{d x} \cdot \frac{1+x}{x} p=\frac{1}{x} \quad$ : near, I.F. $=\int\left(\begin{array}{cc}1-i & 1 \\ x\end{array}\right) d x$
$\therefore \quad p x e^{x}=\int e^{x} d x+c_{1}=1: c_{1}$
or $\quad p=\frac{d v}{d x}=\frac{1}{x}+\frac{c_{1}}{x} e^{-x}$.
Integrating, $v=\log x+c_{1} \int x^{-1} e^{-x} d x+c_{2}$.
The complete solution is $y=v e^{x}$,
i.e. $y=e^{x} \log x+c_{1} e^{x} \int x^{-1} e^{-x} d x+c_{2} e^{x}$.

Ex. 11. Solve $(3-x) \frac{d^{2} y}{d x^{2}}-(9-4 x) \frac{d y}{d x}+(6-3 x) y=0$.
[Marathwada 1964: Alld 53; Karnatak 60, 63]
Solution. The equation in standard form is

$$
\begin{aligned}
& \frac{d^{2} y}{d x^{2}}-\frac{9-4 x}{3-x} \frac{d y}{d x}+\frac{6-3 x}{3-x} y=0 . \\
& P=-\frac{9-4 x}{3-x}, Q=\frac{6-3 x}{3-x}, 1+P+Q=0^{*} .
\end{aligned}
$$

Hence $y=e^{x}$ is a part of C.F.
Putting $y=v e^{x}$, the equation becomes

$$
e^{x}\left[\left(\frac{d^{2} v}{d x^{2}}+2 \frac{d v}{d x}+v\right)-\frac{9-3 x}{3-x}\left(\frac{d v}{d x}+v\right)+\frac{6-3 x}{3-x} v\right]=0
$$

or $\frac{d p}{d x}-\frac{3-2 x}{3-x} \frac{d v}{d x}=0$; putting $\frac{d v}{d x}=p$.

$$
\frac{d p}{d x}-\frac{3-2 x}{3-x} p=0 \quad \text { or } \quad \frac{d p}{p}-\left(2+\frac{3}{x-3}\right) d x=0
$$

Integrating, $\log p-2 x-3 \log (x-3)=\log c_{1}$,

$$
p=\frac{d v}{d x}=c_{1}(x-3)^{3} e^{2 x} .
$$

Integrating, $v=A+B e^{2 x}\left(4 x^{3}-42 x^{2}+150 x-183\right)$,
The complete solution is $y=v e^{x}$
or

$$
y=A e^{x}+B e^{3 x}\left(4 x^{3}-42 x^{2}+150 x-183\right)
$$

*Ex. 12. Solve $x^{2} \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}-y=0$, given that $x+\frac{1}{x}$ is one integral.
(Rajasthan 59)
Solution. The equation is $\frac{d^{2} y}{d x^{2}}+\frac{1 d y}{x d x}-\frac{y}{x}=0$.
Putting $y=v\left(x+\frac{1}{x}\right)$, the equation becomes

[^0]\[

$$
\begin{array}{r}
\frac{d v^{2}}{d x^{2}}+\left(P+\frac{2}{y_{2}} \frac{d y_{1}}{d x}\right) \frac{d v}{d x}=0, \text { where } y_{1}=x+\frac{1}{x} \\
\qquad \frac{d^{2} v}{d x^{2}}+\left[\frac{1}{x}+\frac{2\left(1-\frac{1}{x^{2}}\right)}{x+\frac{1}{x}}\right] \frac{d v}{d x}=0
\end{array}
$$
\]

or
or $\frac{d^{2} v}{d x^{2}}+\frac{3 x^{2}-1}{3\left(x^{2}+1\right)} \frac{d v}{d x}=0, \frac{d p}{d x}+\frac{3 x^{2}-1}{x\left(x^{2}+1\right)} p=0, p=\frac{d v}{d x}$
or

$$
\frac{d p}{p}+\frac{3 x^{2}-1}{x\left(x^{2}+1\right)} d x=0 \quad \text { or } \frac{d p}{-p}+\left(-\frac{1}{x}+\frac{4 x}{x^{2}+1}\right) d x=0
$$

Integrating, $\log p-\log x+2 \log \left(x^{2}+1\right)=\log c_{1}$
or $p=\frac{d v}{d x}=\frac{c_{1} x}{\left(x^{2}+1\right)^{2}}, v=-\frac{c_{1}}{2\left(x^{2}+1\right)}+c_{2}$.
The complete solution is $y=v\left(x+\frac{1}{x}\right)=v \frac{\left(x^{2}+1\right)}{x}$

$$
=\frac{A^{\prime}}{x}+c_{2}\left(x+\frac{1}{x}\right)=\frac{A}{x}+B x .
$$

Aliter. The equation is homogeneous with variable coefficients. So putting $x=e^{z}, D \equiv d / d z$, the equation becomes

$$
[D(D-1)+D-1] y=0 \text { or }(D-1)(D+1) y=0 \text {, }
$$

so that

$$
y=c_{1} e^{2}+c_{2} e^{-x}=c_{1} x+\frac{c_{2}}{x}
$$

Ex. 13. $(x+1) \frac{d^{2} y}{d x^{2}}-2(x+3) \frac{d y}{d x}+(x+5) y=e^{x}$.
[Nagpur 53]
Solution. The sum of the coefficients is zero. Hence $y=e^{x}$ is a part of C. F. The equation in standard form is

$$
\frac{d^{2} y}{d x^{2}}-\frac{2(x+3)}{x+1} \frac{d y}{d x}+\frac{x+5}{x+1} y=\frac{e^{x}}{x+1}
$$

Putting $y=v e^{x}$, the equation becomes
$\therefore \quad \frac{d^{2} v}{d x^{2}}+\left(P+\frac{2}{y_{1}} \frac{d y_{1}}{d x}\right) \frac{d v}{d x}=\frac{X}{y_{1}}$ where $y_{l}=c^{x}$
or $\frac{d^{2} v}{d x^{2}}+\left[-\frac{2(x+3)}{x+1}+\frac{2}{e^{x}} e^{x}\right] \frac{d v}{d x}=\frac{e^{x} /(x+1)}{e^{x}}$
or $\frac{d^{2} v}{d x^{2}}-\frac{4}{x+1} \frac{d y}{d x}=\frac{1}{x+1} ;$ next put $\frac{d v}{d x}=p$,

$$
\frac{d p}{d x}-\frac{4}{x+1} p=-\frac{1}{x+1}, \text { I.F }=e^{\int-\frac{4}{x+1} d y}=\frac{1}{(x+1)^{4}}
$$

It ascisuank ioinem
$\therefore \quad p \frac{1}{(x+1)^{4}}=c_{1}+\int \frac{1}{(x+1)^{5}} d x=c_{1}-\frac{1}{4(x+1)^{6}}$
or

$$
p=\frac{d v}{d x}=c_{1}(x+1)^{4}-\frac{1}{1} .
$$

Integrating, $v=\frac{c_{1}(x+1)^{5}}{5}-\frac{1}{2}+c_{8}$
Hence $y=v e^{x}=\frac{1}{5} c_{1} e^{x}(x+1)^{5}-\frac{1}{d} y e^{x}+c_{2} e^{x}$ is the complete solution.
Ex. 14. Solve $\frac{d^{2} y}{d x^{2}}(1+x) \frac{d y}{d x} x y=x$.
[Gujrat 65; Bombay 61; Karnatak 61]
Solution. Here $1+P+Q=0$. Hence $y=e^{x}$ is a part of $C$ E.
The equation after putting $y=y e^{x}$ becomes

$$
\frac{d^{2} v}{d x^{2}}+\left(P+\frac{2}{y_{1}} \frac{d y_{1}}{d x}\right) \frac{d v}{d x}=\frac{x}{y_{1}} \quad \text { st=y 2i ncifuloz where } y_{1}=e^{*}
$$

or $\frac{d^{2} v}{d x^{2}}+\left[-(1+x)+\frac{2}{e^{x}} \cdot e^{x}\right] \frac{d v}{d x}=e^{2}$

or $\frac{d^{2} v}{d x^{2}}+(1-x) \frac{d v}{d x}=x e^{-x}$ or $\frac{d p}{d x}+(1-x) p=2 e^{2} d p=\frac{d y}{d x}$.
Linear; I.F. $=e \int(1-i x) d x=2 x-1 x^{2}$ di acoilnups and noiviot

$$
\left.\therefore \quad p e^{x-\frac{1}{2} x^{2}}=\int x e^{-\frac{1}{b} x^{2}} d x+c_{t}=-\frac{1}{c}+1 x^{2}+c_{2}+x \cdot x \right\rvert\,
$$

i.e. $p=\frac{d v}{d x}=c^{-x}+c_{1} e^{-x+1 x^{2}}$.

Integrating, $\nu=-e^{-x}+c_{1} \int e^{-x+s^{2}} 3 x+c_{2}$. $\frac{8}{} \varepsilon^{2}$ रण शxolsvort is the complete solution.

Solution. Here $P=1-\cot x, Q= \pm \cot x ; S+x=\frac{S+x}{S}=Q$

$$
\therefore \quad 1-P+Q=0
$$

Therefore $y=e^{-x}$ is a pari of $\sim$. Putting $y=v e^{-x}$, the cequation becomes $\frac{c^{\prime 2} v}{d}+\left(P+\frac{2}{y_{1}} \frac{d y_{1}}{d x}\right) d \frac{d y}{d x}=\frac{s_{1}}{y_{1}} \frac{r^{+x}}{4}$

or $\frac{d^{2} v}{d x^{2}}+\left[(1 \cdots \cot x)+\frac{2}{e^{-x}}\left(e^{-x}\right)\right] \frac{d v}{d x}=\frac{n^{3} x}{x}$

$$
5+x
$$

$$
\begin{aligned}
& \text { or } \begin{aligned}
& \frac{d^{2} v}{d x^{2}}-(1+\cot x) \frac{d v}{d x}=e^{x} \sin ^{2} x ; \text { putting } \frac{d v}{d x}=p \\
& \frac{d p}{d x}-(1-\cot x) p=e^{x} \sin ^{2} x, \text { I.F }=e^{-f(1+\cot x) d x}=e^{-x} \frac{1}{\sin x} \\
& \therefore p e^{-x} \cdot \frac{1}{\sin x}=c_{1}+\int e^{x} \sin ^{2} x e^{-x} \cdot \frac{1}{\sin x} d x \\
&=c_{1}+\int \sin x d x=c_{1}-\cos x
\end{aligned}
\end{aligned}
$$

$\therefore \quad p=\frac{d v}{d x}=c_{2} e^{x} \sin x-e^{x} \sin x \cos x=c_{1} e^{x} \sin x-\frac{1}{2} e^{x} \sin 2 x$.
Integrating,

$$
p=c_{2}+c_{1} x^{x}(\sin x-\cos x)-\frac{1}{2} \cdot \frac{e^{x}}{2^{2}+1}(\sin 2 x-2 \cos 2 x)
$$

The complete solution is $y=v e^{-x}$ or $y=c_{2} e^{-x}+c_{1}(\sin x-\cos x)-\frac{1}{10}(\sin 2 x-2 \cos 2 x)$.

Ex. 16. $(x+2) \frac{d^{2} y}{d x^{2}}-(2 x+5) \frac{d y}{d x}+2 y=(x+1) e^{x}$.
[Delhi Hons. 64: Agra 52; Raj. 59; Pb. 61; Meerut 76]
Solution. The equation in standard form is

$$
\frac{d^{2} y}{d x^{2}}-\frac{2 x+5}{x+2} \frac{d y}{d x}+\frac{2}{x+2} y=\frac{(x+1)}{x+2} e^{x}
$$

Here $m^{2}+m P+O=m^{2}-\frac{2 x+5}{x+2} \quad m+\frac{2}{x+2}$

$$
=\frac{m-2}{x+2}[m x+(2 m-1)]=0 \text { gives } m=2
$$

Therefore by § 2.3 P 48, $y_{1}=e^{2 x}$ is a part of C. F.
Putting $y=v e^{2 x}$, is the equation reduces to

$$
\frac{d^{2} v}{d x^{2}}+\left(P+\frac{2}{y_{1}} \frac{d y_{1}}{d x}\right) \frac{d v}{d x}=\frac{X}{y_{1}}, y_{1}=e^{2 x}\left(P u t p=\frac{d v}{d x}\right)
$$

$$
\text { or } \quad \frac{d p}{d x}+\frac{2 x+3}{x+2} p=\frac{x+1}{x+2} e^{-x} . \quad \text { Linear, I. } F .=\frac{e^{2 x}}{x+2}
$$

$$
\begin{aligned}
\therefore p & =\frac{e^{2 x}}{x+2}=\int \frac{x+1}{x+2} e^{-x} \cdot \frac{e^{2 x}}{x+2} d x+c_{1} \\
& =\int e^{x}\left[\frac{1}{x+2}-\frac{1}{(x+2)^{2}}\right] d x+c_{1} \\
& =\frac{1}{x+2} e^{x}+\int e^{x} \cdot \frac{1}{(x+2)^{2}} d x-\int e^{x} \frac{1}{(x+2)^{2}} d x+c_{1}
\end{aligned}
$$

integrating first integral by parts.

$$
=\frac{e^{x}}{x+2}+c_{3}
$$

or

$$
p=\frac{d v}{d x}=e^{-x}+c_{1} e^{-2 x}(x+2)
$$

$$
\therefore \quad v=-e^{-x}-\frac{1}{4} c, e^{-2 x}(2 x+5)+c_{2}
$$

Hence $y=e^{2 x}=e^{2 x}\left[-e^{-x}-\frac{1}{4} c_{1} e^{-2 x}(2 x+5)+c_{2}\right]$

$$
=-e^{x}+\frac{1}{4} c_{1}(2 x+5)+c_{2} e^{2 x}
$$

is the complete solution.
Ex. 17. Solve .

$$
(x \sin x+\cos x) \frac{d^{2} y}{d x^{2}}-x \cos x \frac{d y}{d x}+y \cos x=0
$$

of which $y=x$ is a solution.
[Agra 70; Delhi fions. s3; Punjab 62]
Solution. Here $P=\frac{-x \cos x}{x \sin x+\cos x}, Q=\frac{\cos x}{x \sin x+\cos x}$.
Clearly $P+Q x=0$, so that $y=x$ is a solution, putting $y=v x$, the equation becomes

$$
\frac{a^{2} v}{d x^{2}}+\left[P+\frac{2}{y_{1}} \frac{d y_{1}}{d x}\right] \frac{d v}{d x}=0, \text { where } y_{1}=x
$$

i.e. $\frac{d^{2} v}{a^{2} x^{2}}+\left[-\frac{x \cos x}{x \sin x+\cos x}+\frac{2}{x}\right] \frac{d v}{d x}=0$
or $\frac{d p}{d x}+\left[\frac{x \cos x}{x \sin x+\cos x}+\frac{2}{x}\right] p=0$, where $p=\frac{d v}{d x}$
or $\frac{d p}{p}+\left[\frac{-x \cos x}{x \sin x+\cos x}+\frac{2}{x}\right] d x=0$
Integrating, $\log p-\log (x \sin x+\cos x)+2 \log x=\log \varepsilon_{g}$ ailin $q$
i.e.

$$
\begin{aligned}
& \left.\left.\frac{p x x^{2}}{x \sin x+\cos x}=c_{1} \text { or } p=\frac{d v}{d x}=c_{1}\left[\frac{\sin x}{x}+\frac{\cos x}{x^{2}}\right]\right]+\frac{\cos }{x}\right) d x+c_{2} \\
& \begin{aligned}
& \therefore \quad v=c_{1} \int\left(\frac{\sin x}{x}+\frac{\cos }{x^{2}}\right) \\
&=c_{2}\left[-\frac{1}{x} \cos x-\int-\frac{1}{x^{2}}(-\cos x) d x+\int \frac{\cos x}{x^{2}} d x\right]+c_{2} \\
& \quad-\frac{c_{1}}{x} \cos x+c_{2}
\end{aligned}
\end{aligned}
$$

$\therefore y=v x=-c_{1} \cos x+i_{2} x$ is the solution.
EX. 18. $(x \sin x+\cos x) \frac{d^{2} y}{d x^{2}}-x \cos x \frac{d y}{d x}+y \cos x$

$$
=\sin x(x \operatorname{six}+\cos x)^{2}
$$

Solution. Here $P+x Q=0$.
Hence sh is a part of C.F.
Putting $j \cdots \therefore$. the equation becomes

$$
\frac{d^{2} v}{d x^{2}}+\left[P, \frac{2}{1} \frac{d y_{1}}{d x}\right] \frac{d v}{d x}=\frac{X}{y_{1}} \text {, where } y_{1}=x
$$

i.e. $\frac{d p}{d x}+\left[-\frac{x \cos x}{x \sin x+\cos x}+\frac{2}{x}\right] p=\frac{\sin x(x \sin x+\cos x)}{x}$.

This is linear, I. $\mathrm{F}_{.}=\frac{x^{2}}{x \sin x+\cos x}$.

$$
\begin{aligned}
\therefore \quad p \cdot \frac{x^{2}}{x \sin x+\cos x} & =\int x \sin x d x+c_{1} \\
& =(-x \cos x+\sin x)+c_{1}
\end{aligned}
$$

$\therefore \quad \mathrm{p}=\frac{d v}{d x}=\frac{(x \sin x+\cos x)\left[(-x \cos x+\sin x)+c_{1}\right]}{x^{2}}$
$=\left[-\sin x \cos x-\frac{\cos ^{2} x-\sin x^{2}}{x}-\frac{\sin x \cos x}{x^{2}}\right]$
"Integrating,
$\begin{aligned} v= & c_{2}+\int\left[-\frac{1}{2} \sin 2 x-\frac{\cos 2 x}{x}+\frac{\cos 2 x}{x^{2}}+c_{1}\left(\frac{\sin x}{x}+\frac{\cos x}{x^{2}}\right)\right] d x \\ & =c_{2}+\frac{1}{4} \cos 2 x-\frac{1}{2} \frac{\sin 2 x}{x}-c_{1} \frac{\cos x}{x} .\end{aligned}$
$\therefore \quad y=v x=c_{2} x+\frac{1}{4} x \cos 2 x-\frac{1}{2} x \sin 2 x-c_{1} \cos x$.
Ex. 19. $x \frac{d^{2} y}{d x^{2}}(x \cos x-2 \sin x)+\left(x^{2}+2\right) \frac{d y}{d x} \sin x$
given that $y=x^{2}$ is a solution.
$-2 y(x \sin x+\cos x)=0$
Solution.

$$
P=\frac{x^{2}+2}{x(x \cos x-2 \sin x)}, Q=-\frac{2(x \sin x+\cos x)}{x(x \cos x-2 \sin x)}
$$

Putting $y=v y_{1}=v x^{2}$ the equation becomes

$$
\frac{d^{2} v}{d x^{2}}+\left[P+\frac{2}{y_{1}} \frac{d y_{1}}{d x}\right] \frac{d v}{d x}=0
$$

i.e. $\left.\frac{d p}{d x}+\frac{\left(x^{2}+2\right) \sin x}{x(x \cos x-2 \sin x)}+\frac{2}{x^{2}} \cdot d x\right] p=0$, where $p=\frac{d v}{d x}$
or

$$
\frac{d p}{p}+\left[\frac{\left(x^{2}+2\right) \sin x}{\left.x^{2} \cos x-2 x \sin x\right)}+\frac{4}{x}\right] d x=0
$$

Integrating, $\log p-\log \left(x^{2} \cos x-2 x \sin x\right)+4 \log x=\log c_{1}$ or $p=\frac{d v}{d x}=c_{i} \frac{\left(x^{2} \cos x-2 x \sin x\right)}{x^{2}}=c_{1}\left(\frac{\cos x}{x^{2}}-\frac{2 \sin x}{x^{3}}\right)$.

Integrating, $v=c_{1} \frac{\sin x}{x}+c_{2}$.
Hence the complete solution is $y=v y_{1}$ etc.


Solution. We have $\frac{d^{2} y}{d x^{2}}-2 y \operatorname{cosec}^{2} x=0, P=0$.
Putting $y=v y=\alpha v \cot x$, the equation becomes

$$
\frac{d^{2} v}{d x^{2}}+\left[P+\frac{2}{y_{1}} \frac{d y_{1}}{d x}\right] \frac{d v}{d x}=0, \text { where } y_{1}=\cot x
$$

i.e. $\frac{d p}{d x}-\frac{2}{\sin x \cos x} p=0$, where $p=\frac{d v}{d x}$
or $\frac{d p}{p}=4 \operatorname{cosec} 2 x d x$.
Integrating, $\log p=\log \tan x+\log c_{1}$
or $p=\frac{d v}{d x}=c_{1} \cdot \tan ^{2} \lambda$
or $\frac{d v}{d x}=c_{1}\left(\sec ^{2} x-1\right) ; \quad \therefore \quad v=c_{1} \tan x-c_{1} x+c_{2}$.
Hence the complete solution is $y=v y_{1}$
i.e. $y=\cot x\left(c_{1} \tan x-c_{1} x+c_{2}\right)=c_{1}-c_{1} x \cot x+c_{3} \cot x$.

Ex. 21. Solve $\left(1-x^{2}\right) \frac{d^{2} y}{d x^{2}}-x \frac{d y}{d x}-a^{2} y=0$, given that $y=c e^{a \sin ^{-1} x}$ is in egral.

Solution. $\quad \frac{d^{2} y}{d x^{2}}-\frac{x}{1-x^{2}} d y-\frac{a^{2}}{d x-x^{2}} y=0$.
Putting $y=v y_{1}=v c e^{a \sin ^{-1} x}$, the equation becomes

$$
\frac{d v^{2}}{d x^{2}}+\left(\frac{2 a}{\sqrt{1}\left(1-x^{2}\right)}-\frac{x}{1-x^{2}}\right) \frac{d v}{d x}=0
$$


or $\frac{d p}{p}+\left(\frac{2 a}{\sqrt{ }\left(1-x^{2}\right)}-\frac{x}{1-x^{2}}\right) d x=0$
Integrating, $\log p+2 a \sin ^{-1} x+\frac{1}{2} \log \left(1-x^{2}\right)=\log c_{i}$
or $p \sqrt{ }\left(1-x^{2}\right)=c_{1} e^{-2 a \sin ^{-1} x}$ or $p=\frac{d v}{d x}=c_{1} \frac{e-2 a \sin ^{-1} x}{\sqrt{ }\left(1-x^{2}\right)}$.
$\therefore \quad v=-\frac{c_{1}}{2 a} e^{-2 a \sin ^{-1} x}+c_{2}$.
Hence the complete solution is $y=v y_{1}$, etc.
Ex. 22. Solve $x^{2} \frac{d^{2} y}{d x^{2}}+\frac{d y}{d x}-y y=0$, given that $y=x^{3}$ is a solution.

Proceeding as above, $y=c_{1} x^{3}+c_{2} x^{-3}$ is a solution.
Ex. 23. Given that the equation

$$
x(1-x) \frac{d^{2} y}{d x^{2}}+\left(\frac{3}{2}-2 x\right) \frac{d y}{d x}-\frac{1}{d} y=0 .
$$

has a particular integral of the form $x^{n}$, prove that $n=-\frac{1}{2}$, and that the primitive of the equation is $y=x^{-1 / 2}\left[A+B \sin ^{-1}\left(x^{1 / 2}\right)\right]$. where $A$ and B are arbitrary constants. [Poona M. A 1961]

Solution Let $y=x^{n}$, than $\frac{d y}{d x}=n x^{n-1}, \frac{d^{2} y}{d x^{2}}=n(n-1) x^{n-2}$.
Putting these values in the given differential equation,

$$
x(1-x) n(n-1) x^{n-2}+\left(\frac{1}{2}-2 x\right) n x^{n-1}-\frac{1}{4} x^{n}=0
$$

i.e. $x^{n}[-n(n-1)-2 n-7]+x^{n-1}\left[n(n-1)-\frac{3}{2} n\right]=0$

$$
\begin{aligned}
& y=x^{n} \text { will be a solution if } \\
& n(n-1)+2 n+\frac{1}{1}=0, \quad i \text { ie, } 4 n^{2}+4 n+1=0 \text { i.e } \quad(2 n+1)^{2}=0
\end{aligned}
$$ i.e. $n=-\frac{1}{2}$

and $n(n-1)-\frac{3}{2} n=0$ which is also satisfied by $n=-\frac{1}{2}$.
Hence $y=x^{n}=x^{-1 / 2}$ is a solution of the given differential equation,

Now put $y=v x^{-1 / 2}$ and proceed as above to find the complete primitive.

Ex. 24. Solve $\left(x^{2}+x\right) y^{\prime \prime \prime}-\left(x^{2}+3 x+1\right) y^{\prime \prime}$

$$
+\left(x+y+\frac{2}{x}\right) y^{\prime}-\left(1+\frac{4}{x}+\frac{2}{x^{2}}\right) y=3 x^{2}(x+1)^{2}
$$

of which $y=x$ is $z^{\text {particular integral. }} \quad$ [Delhi Hons. 1961]
Solution. Putting $y=v x$, the equation reduces to $\left(x^{2}+x\right) y^{\prime \prime \prime \prime}-\left(x^{2}-2\right) v^{\prime \prime}-(x+2) v^{\prime}=3 x(x+1)^{2}$.
Now putting $v^{\prime}=p$, it becomes

$$
\left(x^{2}+x\right) p^{\prime \prime}-\left(x^{2}-2\right) p^{\prime}-(x+2) p=3 x(x+1)^{2}
$$

Sum of the coefficients is zero; $\quad$ : $p=e^{x}$ is a part of C.F.
Putting $p=e^{x} \omega, p^{\prime}=e^{x}\left(\omega^{\prime}+\omega\right), p^{\prime \prime}=e^{x}\left(\omega^{\prime \prime}+2 \omega^{\prime}+\omega\right)$.
the equation becomes

$$
\left(x^{2}+x\right) \omega^{\prime \prime}+\left(\dot{x}^{2}+\cdot x+2\right) \omega^{\prime}=3 x e^{-x}(x+1)^{2}
$$

Putting ${ }^{\prime} \omega^{\prime}=q$, this becomes

$$
\left(x^{2}+x^{\prime} q^{\prime}+\left(x^{2}+2 x+2\right) q=3 x e^{-x}(x+1)^{2}\right.
$$

or $\frac{d q}{d x}+\left(1+\frac{2}{x}-\frac{1}{1+x}\right) q=3 e^{-x}(x+1) \quad$ I.F. $=\frac{x^{2} e^{x}}{x+1}$.
$\therefore q \frac{x^{2} e^{x}}{x+1}=x^{3}+k_{1} \quad$ or $\quad \frac{d \omega}{d x} q=x(x+1) e^{-x}+k_{1} \frac{x+1}{x^{2}} e^{-x}$
or $\frac{p}{e^{x}}=\omega=-x^{2} e^{-x}-3 x e^{-x}-3 e^{-x}+c_{1} \frac{e^{-x}}{x}+c_{1}$
or $p=\frac{d v}{d x}=-x^{2}-3 x-3+\frac{c_{1}}{x}+c_{2} e^{x}$
or $v=-\frac{1}{3} x^{3}-\frac{3}{2} x^{2}-3 x+c_{1} \log x+c_{3} e^{x}+c_{3}$.
The complete solution is $y=v x$
s.e. $y=-\frac{1}{3} x^{4}-\frac{3}{2} x^{3}-3 x^{2}+c_{1} x \log x+c_{2} x e^{x}+c_{3} x$.
*2 6. Removal of the First Derivative. (Reduction to Normal form). (Gujrat 1961; Agra 53; Nagpur 62, 61; Poona 59, 60:; Jwaji 66; Delhi 64, 56; Nag, 61 ; Karnatak 61]

When we fail to obtain a part of C.F. we cannot apply $\S 2 \cdot 2$
p. 45. In such cases the equation may be solved after removing the first derivative. This is done as follows:

Put $y=v y_{1}$, which gives $\frac{d y}{d x}=v \frac{d y_{1}}{d x}+y_{2} \frac{d v}{d x}$
and

$$
\frac{d^{2} y}{d x^{2}}=v \frac{d^{2} y_{1}}{d x^{2}}+2 \frac{d v}{d x} \frac{d y}{d x}+y_{1} \frac{d^{2} v}{d x^{2}}
$$

The equation $\frac{d^{2} y}{d x^{2}}+P \frac{d y}{d x}+Q y=X$, then becomes

$$
\begin{aligned}
& {\left[v \frac{d^{2} y_{1}}{d x^{2}}+2 \frac{d v}{d x} \frac{d y_{1}}{d x}+y_{1} \frac{d^{2} y}{d x^{2}}\right]+P\left[v \frac{d y_{1}}{d x}+y_{1} \frac{d v}{d x}\right]+Q v y_{1}=X} \\
& y_{1} \frac{d^{2} v}{d x^{2}}+y_{1}\left[P+\frac{2}{y_{1}} \frac{d y_{1}}{d x}\right] \frac{d v}{d x}+P\left[\frac{d^{2} y_{1}}{d x^{2}}+P \frac{d y_{1}}{d x}+Q y_{2}\right]^{*}=X .
\end{aligned}
$$

or
Now, let us choose $y_{1}$ such that first derivative is removed
i.e. $P+\frac{2}{y_{1}} \frac{d y_{1}}{d x}=0$ or $\frac{d y_{1}}{y_{1}}=\frac{1}{1} P d x$
i.e. $\log y_{1}=-\frac{1}{2} \int P d x$ or $y_{1}=e^{-\frac{1}{2} \int P d x}$.

Thus the above equation becomes

$$
\begin{equation*}
\frac{d^{2} v}{d x^{2}}+\frac{v}{y_{1}}\left[\frac{d^{2} y_{1}}{d x^{2}}+P \frac{d y_{1}}{d x}+Q y_{1}\right]=\frac{X}{y_{1}} . \tag{2}
\end{equation*}
$$

From (1), $\left.\frac{d y_{1}}{d x}=e^{-\frac{1}{2} \int P d x}\right)\left(-\frac{1}{2} P\right)=-\frac{1}{2} P y_{1}$ atwor sulatson st

$$
\begin{align*}
\frac{d^{2} y_{1}}{d x^{2}} & =-\frac{1}{2} P \frac{d y_{1}}{d x}+\frac{d P}{d x} y_{P}=-\frac{1}{2} P\left(\frac{\varepsilon}{2} P y_{1}\right)-\frac{1}{2} \frac{d P}{d x} y_{b} \\
& =\frac{1}{4} P y_{1}-\frac{1}{2} y_{1} \frac{d P}{d x}
\end{align*}
$$

Putting these values in (2), it becomes
(1)

$$
\frac{d^{2} v}{d x^{2}}+v\left[\frac{1}{4} P^{2}-\frac{1}{2} \frac{d P}{d x}-P \cdot \frac{3}{2} P+Q\right]=\frac{x}{\left.e-\frac{1}{2} \right\rvert\, P d x} \text { adt suomex of }
$$

or

$$
\frac{\mathbf{d}^{2} \mathbf{y}}{d x^{2}}+v\left[\mathbf{Q}-\frac{1}{4} \mathbf{P}^{2}-\frac{1}{2} \frac{d P}{d x}\right]=\mathbf{X e} \mathrm{e}^{\int \frac{1}{2} P d x}
$$

or $\frac{d^{2} v}{d x^{2}}-Q_{1} v=X_{1}$
where

$$
\begin{equation*}
Q_{1}=Q=\frac{1}{4} P^{2}-\frac{1}{2} \frac{d P}{d x} \text { and } X_{i}=X^{J} \mid P d x \tag{3}
\end{equation*}
$$

The reduced equation (3) (which is called of normal form) can be easily integrated.

[^1]Note 1 Students should remember the coefficients $Q_{1}, X_{1}$ of (3) and should apply in the examples directly. The equation should, however, first be reduced to standard, form to get values $P, Q$ and $X$ etc.

Ex. 1. Solve $\frac{d^{2} y}{d x^{2}}-2 x \frac{d y}{d x}+\left(x^{2}+2\right) y=e^{\frac{1}{2}\left(x^{2}+2 x\right)}$,
Solution. Here $P=-2 x, Q=x^{2}+2, X=e \frac{1}{}\left(x^{2}+2 x\right)$.
To remove the first derivative, we choose

$$
y_{1}=e-f_{1} P d x=e \frac{1}{\frac{1}{2} x^{2}}
$$

Now putting $y=v y_{1}$ the above equation becomes
$\frac{d^{2} v}{d x^{2}}+Q_{1} v=X_{1}$,
where $Q_{1}=Q-\frac{1}{1} P^{2}-\frac{1}{2} \frac{d P}{d x}=3, X_{1}=\frac{X_{1}}{Y_{1}}=\frac{e^{\frac{1}{2}\left(x^{3}+2 x\right)}}{e^{\frac{1}{2} x^{2}}}=e^{x}$.
Hence after removing the first term, the equation reduces to

$$
\frac{d^{2} v}{d x^{2}}+3 v=e^{x} \quad \text { or } \quad\left(D^{2}+3\right) v=e^{x} .
$$

Its A.E. is $D^{2}+3=0, D= \pm 3 i$, C.F. $=c_{1} \cos \left(\sqrt{ } 3 x+c_{2}\right)$,

$$
\begin{aligned}
& \text { P.I }=\frac{e^{x}}{D^{2}+3}=\frac{e^{x}}{4} \\
& \therefore \quad v=e_{1} \cos \left(\sqrt{ } 3 x+c_{3}\right)+\frac{e^{x}}{4}
\end{aligned}
$$

The complete solution is $y=v y_{1}$
i.e. $y=e^{\frac{1}{2}} x^{2} c_{1} \cos \left(\sqrt{3} x+c_{2}\right)+\frac{1}{4} e^{x}$. $e \frac{1}{2} x^{2}$

$$
=c_{1} e^{\frac{1}{2}} x^{2} c_{1} \cos \left(\sqrt{3 x+} c_{2}\right)+\frac{1}{4} e\left(x^{2}+2 x\right)
$$

Ex 2. Solve $\frac{d^{2} y}{d^{2} x}-4 x \frac{d y}{d x}+\left(4 x^{2}-3\right) y=e^{x 2}$.
[Delhi Hons, 72; Gujrat 65; Nagpur 63, 61]
Solution. Here $P=-4 x, Q=4 x^{2}-3 ; X=e^{x 2}$.
To remove the first derivative choose

$$
y_{1}=e-\frac{1}{b} \int P d x=e \int 2 x d x=e x^{2} .
$$

Putting $y=v y_{1}$ the equation after removing the first derivative is $\frac{d^{2} v}{d x^{2}}+Q_{1} v=X_{1}$
where

$$
Q_{1}=Q-\frac{1}{2} P^{2}-\frac{1}{2} \frac{d P}{d x}=\left(4 x^{2}-3\right)-4 x^{2}+2=-1,
$$

$\operatorname{ras} X_{1}=\frac{X}{y_{1}}=\frac{e x^{2}}{e x^{2}}=1$,
i.e $\frac{d^{2} v}{d x^{2}}-v=1$ or $\left(D^{2}-1\right) v=1$.
A.E. is $D^{2}-1=0, \quad D= \pm 1$, C.F. $=c_{1} e^{x}+c_{3} e^{-x}$

## P.I. $=\frac{1}{D^{2}-1}=-1$. Hence $v=c_{1} e^{x}+c_{2} e^{-x}-1$.

The complete solution is $y=v y_{1}$
or $y=e^{x^{2}}\left(c_{2} e^{x}+c_{2} e^{-x}-1\right)$.
Ex. 3. Solve $\frac{d^{2} y}{d x^{2}}-2 \tan x \frac{d y}{d x}+5 y=\sec x e^{x}$.
Solution. To remove first derivative, we choose

$$
y^{\prime}=e^{-\frac{1}{2} \int P d x}=e^{\int \tan x} d x=e^{\log \sec x}=\sec x .
$$

[Agra 51]

Now, putting $y=-\nu y_{1}$, the above equation becomes

$$
\frac{d^{2} v}{d x^{2}}+Q_{1} v=X_{1},
$$

where $Q_{1}=Q-\frac{1}{4} P^{2}-\frac{1}{2} \frac{d P}{d x}=5-\tan ^{2} x+\sec ^{2} x=6$.

$$
X_{1}=X / y_{1}=\sec x e^{x} / \sec x=e^{x}
$$

Hence after removing first term, the equation becomes

$$
\frac{d^{2} v}{d x^{2}}+6 v=e^{x} .
$$

A.E. is $D^{9}+6=0, D= \pm \sqrt{ } 6 i$, C.F. $=c_{1} \cos \left(\sqrt{6 x+} c_{2}\right)$
P.I. $=e^{x} /\left(D^{2}+6\right)=e^{x} / 7$.

Hence $=c_{1} \cos \left(\sqrt{ } 6 x+c_{2}\right)+\frac{1}{7} e^{x}$.
The complete solution is, $y=v y_{1}$
i.e. $y=c_{1} \sec x \cos \left(\sqrt{6 x+}+c_{2}\right)+\frac{1}{2} \sec x e^{x}$.

Ex. 4. Solve $\frac{d^{2} y}{d x^{2}}-2 \tan x \frac{d y}{d x}+5 y=0$.
[Karnatak 62; Agra 58, 76; Delhi Hons. 68, 63; Nagpur 61 (S)]
Solution. Just the above example with $X=0$. Here removing the first term, we get $\left(D^{2}+6\right) v=0$.

Hence $v=c_{1} \cos \left(\sqrt{ } 6 x+c_{2}\right)$
or $y=v y_{1}=c_{1} \cos \left(\sqrt{ } 6 x+c_{2}\right) \sec x$.
Ex. 5. Solve $\frac{d}{d x}\left(\cos ^{2} x \frac{d y}{d x}\right)+\cos ^{2} x . y=0$.
[Delhi Hons. 56]
Solution. The equation is

$$
\cos ^{2} x \frac{d^{2} y}{d x^{2}}-2 \sin x \cos x \frac{d y}{d x}+\cos ^{2} x \cdot y=0
$$

i.e. $\frac{d^{2} y}{d x^{2}}-2 \tan x \frac{d y}{d x}+y=0$.

Choose $y_{1}=e^{-\frac{1}{1} \int P d x}=\sec x$,

$$
Q_{1}=Q-\frac{1}{2} P^{2}-\frac{1}{2} \frac{d P}{d x}=1-\tan ^{2} x+\sec ^{2} x=2
$$

Normal form is $\begin{aligned} & d^{2} v \\ & d x^{2}\end{aligned}+2 v=0,\left(D^{2}+2\right) v=0$, $v=c_{1} \cos \left(\sqrt{ } 2 x+c_{2}\right)$.
Therefore $y=v y_{1}=c_{1} \cos \left(\sqrt{ } 2 x+c_{2}\right)$ sec $x$ is the solution.
*Ex. 6. Solve $\frac{d^{2} y}{d x^{2}}-4 x \frac{d y}{d x}+\left(4 x^{2}-1\right) y=-3 e^{22} \sin ^{2} 2 x$.

> [Nag 62. Agra 77, 72, 35, 50; Luck. 56, 51]
) Solution. Here $P=-4 x, Q=\left(4 x^{2}-1\right), X=-3 e^{\pi^{2}} \sin 2 x$
To remove the first derivative, choose

And puting $y=v y_{1}$, the reduced equation becomes

$$
\frac{d^{2} v}{d x^{2}}+Q_{1} v=X_{1}
$$

where $Q_{1}=Q-1 P^{2}-\frac{d P}{2} \frac{d P}{d x}=4 x^{2}-1-\frac{1}{4}\left(16 x^{2}\right)-\frac{1}{2}(-2 x)=1$

$$
X_{1}=\frac{X}{y_{1}}=-\frac{3 e^{x^{8}} \sin 2 x}{e^{x^{2}}}-3 \sin 2 x .
$$

Therefore, the equation reduces to

$$
\frac{d^{2} v}{d x^{2}}+v=-3 \sin 2 x \text { or }\left(D^{2}+1\right) v=-3 \sin 2 x
$$

A.E. is $D^{2}+1=0, D= \pm i$, C.F $=c_{1} \cos \left(x+c_{2}\right)$,
P. I. $=\frac{-3 \sin 2 x}{D^{2}+1}=\frac{-3 \sin 2 x}{-4+1}-\sin 2 x$

Hence $v=c_{1} \cos \left(x+c_{2}\right)+\sin 2 x$.
Therefore the complete solution is $y=v y \mathrm{~s}$
or $y=e^{x^{2}} c_{1} \cos \left(x+c_{2}\right)+e^{x^{2}} \sin 2 x$.
Ex. 7. Solve $\frac{d^{2} y}{d x^{2}}+2 x \frac{d y}{d x}+\left(x^{2}+5\right) y=x e^{-1 x^{2}}$.
[Luck 54, 49]
Solution. Here $P=2 x, Q=x^{2}+5, X=x e^{1 x^{2}}$
To remove the first derivative, chooseyn $=e^{-\frac{1}{2} \int P d x} \int^{-\frac{1}{2} x^{2}}$
If $Q_{1}=Q-\frac{1}{4} P^{2}-\frac{1}{2} d P / d x=\left(x^{2}+5\right)-x^{2}-1=4, X_{1}=X \mid y_{1}=x$.
porhe transformation $y=v y_{1}$ gives $\frac{d v v}{d x^{2}}+Q_{v} v=X_{1}$
i.e. $\frac{d^{2} v}{d x^{2}}+4 v=x \quad 0 \quad\left(D^{2}+4\right) y=x$.
A.E. is $D^{2}+4=0, D= \pm 2 i, C . F=c_{1} \cos \left(2 x+c_{4}\right)$.
P. I. $=\frac{x}{D^{2}+4}=\frac{1}{4}\left(1-\frac{D^{2}}{4}+\ldots\right) x=\frac{1}{x}$.
$\therefore v=c_{1} \cos \left(2 x+c_{3}+i x\right.$.
Thie complete solution is $y=8 y_{1}$, i.e.

$$
\begin{equation*}
y=e^{-t x^{2}}\left[c_{1} \cos \left(2 x+c_{2}\right)+\frac{1}{4} x\right] . \tag{83}
\end{equation*}
$$

Ex. 8. Solve $\frac{d^{2} y}{d x^{2}}+4 x \frac{d y}{d x}+4 x^{2} y=0$ by removing the first derivative.
[Karnatak 61; Meerut 71; Agra 53]
Solution. Here $P=4 x, Q=4 x^{2}, X=0$.

Let $Q_{1}=Q-\frac{1}{4} P^{2}-\frac{1}{2} d P / d x=4 x^{2}-4 x^{2}-2=-2, X_{1}=X / y_{1}=0$.
The transformation $y=v y_{1}$ roduces the given equation to

$$
\frac{d^{2} v}{d x^{2}}+Q_{1} v=X_{1} \text { or } \frac{d^{2} v}{d x^{2}}-2 v=0 \text { or }\left(D^{2}-2\right) v=0
$$

$\therefore v=c_{1} e^{\sqrt{2 x}}+c_{2} e^{-\sqrt{ } 2 x}$.
Therefore the complete solution is $y=v y_{1}$, i.e.

$$
y=e^{-x^{2}}\left(c_{1} e^{\sqrt{2 x}}+c_{2} e^{-\sqrt{2 x}}\right) .
$$

Ex. 9. Sol $e \frac{d^{2} y}{d x^{2}}-4 x \frac{d y}{d x}+4 x^{2} y=e^{x^{2}}$
[Indore 66]
Solution. $P=-4 x, Q=4 x^{2}, X=e^{x^{2}}, y=e^{-1} \int P d x=e^{x-2}$,

$$
Q_{1}=2, \quad X_{1}=1 .
$$

$\therefore$ The equation after removing the first derivative becomes $\frac{d^{2} v}{d x^{2}}+2 v=1 \quad$ or $\quad\left(D^{2}+2\right) v=1$.
C.F. $=c_{1} \cos \left(\sqrt{2 x}+c_{2}\right)$.
P. I. $=\frac{1}{D^{2}+2}=\frac{1}{2}$.
$\therefore \quad v=c_{1} \cos \left(\sqrt{ } 2 x+c_{2}\right)+\frac{1}{2}$.
The complete solution is

$$
y=v y_{1}=e^{x^{2}} c_{1} \cos \left(\sqrt{2 x}+c_{2}\right)+\frac{1}{2} e^{e^{2}},
$$

Ex. 10. Solve $\frac{d^{2} y}{d x^{2}}-2 b x \frac{d y}{d x}+b^{2} x^{2} y=0$.
Solution. Here $P=-2 b x, Q=b^{2} x^{2}, X=0$.
To remove the first derivative, choose

$$
\begin{aligned}
& \text { remove the first derivative, choose } \\
& y=e^{-\frac{1}{1} \int P d x}=e^{\int b x} d x=e^{\frac{1}{2} b x^{2}} .
\end{aligned}
$$

If $Q_{1}=Q-\frac{1}{\frac{1}{2}} P^{2}-\frac{1}{2} d P / d x=b_{5}^{2} x^{2}-b^{2} x^{2}+b=h_{n} X_{1}=X / y_{1}=0$, the transformation $y=v y_{1}$ reduces the given equation to

$$
\begin{aligned}
& \left.\frac{d^{2} v}{d x^{2}}+Q_{1} v=X_{1} \text { or } \frac{d^{2} v}{d x^{2}}+b v=0 \text { or }\right)\left(D^{2}+b\right) v=0 . \\
& \therefore \quad v=c_{1} \cos \left(\sqrt{ } b x+c_{2}\right) \text { as } D= \pm \downarrow b i \text {. }
\end{aligned}
$$

Therefore the complete solution is $y=v y_{1}$
i.e. $y=e^{\frac{1}{2} b x^{2}} c_{1} \cos \left(v^{\prime} b x+c_{2}\right)$.

Ex. 11. Solve $\frac{d^{2} y}{d x^{2}}+2 x \frac{d y}{d x}+\left(x^{2}-8\right) \quad y=x^{2} e^{-1 x^{2}}$.
[Gujrat 61]
Solution. Choose $y_{1}=e^{-\int P} d x=e^{-\frac{1}{2} x^{3}}$.

$$
\begin{aligned}
& Q_{1}=Q-1 P^{2}-\frac{1}{1} d P / d x=\left(x^{2}-8\right)-x^{2}-1=-9, X_{1}=X / y_{1}=x^{2} . \\
& \text { ence equation in pormal form is }
\end{aligned}
$$

Hence equation in normal form is

$$
\frac{d^{2} v}{d x^{2}}-9 v=x^{2}, \text { i.e. }\left(D^{2}-9\right) v=x^{2} .
$$

P. I. $=\frac{x^{2}}{D^{3}-9}=-\frac{1}{6}\left(1-\frac{1}{8} D^{2}\right)^{-1} x^{2}=-\frac{1}{6}\left(1+\frac{1}{8} D^{2}+\ldots\right) x^{2}$

$$
=-\frac{1}{9}\left(x^{2}+\frac{2}{6}\right) .
$$

Hence $v=c_{1} e^{3 x}+c_{2} e^{-3 x}-\frac{2}{2} x^{7}-\frac{8}{8}$.
Complete solution is $y=v y_{1}$, ie $y=e^{-\frac{1}{2} x^{2} v}$.
*Ex. 12. Solve $x^{2} \frac{d^{2} y}{d x^{2}}-2\left(x^{2}+x\right) \frac{d y}{d x}+\left(x^{2}+2 x+2\right) y=0$.
[Agra 57; Nag. 61; Poona (Gen.) 60; Delhi Hons. 62: Meerut 73]
Solution. Dividing by $x^{2}$, the equation in standard form is

$$
\frac{d^{2} y}{d x^{2}}-2\left(1+\frac{1}{x}\right) \frac{d y}{d x}+\left(1+\frac{2}{x}+\frac{x}{x^{2}}\right) y=0
$$

Here $P=-2\left(1+\frac{1}{x}\right) ; Q=\left(1+\frac{2}{x}+\frac{2}{x^{2}}\right), X=0$.
To remove first derivative, choose

$$
y_{1}=e^{-\frac{1}{1} \int P} d x \int_{e}^{\int\left(1+\frac{1}{x}\right) d x}=e^{x+\log x}=x e^{x}
$$

Putting $y=v y_{1}$ the transformed equation becomes

$$
\frac{d^{2} v}{d x^{2}}+Q_{y} v=0 \text { as } X=0
$$

Where $\quad Q_{1}=Q-1 P^{2}-\frac{1}{d x}=1+\frac{2}{x}+\frac{2}{x^{2}}-\left(1+\frac{1}{x}\right)^{2}-\frac{1}{x^{2}}=0$.
$\therefore$ Reduced equation is $\frac{d^{2} v}{d x^{2}}=0$.
Integrating, $\frac{d v}{d x}=c_{1}$, and then $v=c_{1} x+c_{2}$.
The complete solution is $y=v y_{1}=x e^{x}\left(c_{1} x+c_{2}\right)$.
Ex. 13. Solve $x \frac{d}{d x}\left(x \frac{d y}{d x}-y\right)-2 x \frac{d y}{d x}+2 y+x^{2} y=0$. [Raj. 57]
Solution. The equation after simplification becomes

$$
x^{2} \frac{d^{2} y}{d x^{2}}-2 x \frac{d y}{d x}+\left(x^{2}+2\right) y=0
$$

or in standard form, $\frac{d^{2} y}{d x^{2}}-\frac{2}{x} \frac{d y}{d x}+\left(1+\frac{2}{x^{2}}\right) y=0$.

To remove the first derivative choose $y_{1}=e^{-\frac{1}{2} \int-\frac{2}{x} d x}$ Then transformation $y=v y_{1}$ reduces the given equation to

$$
\frac{d^{2} v}{d x^{2}}+Q_{1} v=X_{1}
$$

where $Q_{1}=Q-\frac{1}{2} P^{2}-\frac{1}{2} \frac{d P}{d x}=\left(1+\frac{2}{x^{2}}\right)-\frac{1}{x^{2}}-\frac{1}{x^{2}}=1, X_{1}=\frac{X}{y_{1}}=0$.
Thus the reduced equation is

$$
\frac{d^{2} v}{d x^{2}}+v=0 \quad \text { or } \quad\left(D^{2}+1\right) v=0
$$

$\therefore \quad v=c_{1} \cos \left(x+c_{2}\right)$ as $D= \pm i$.
Hence the complete solution is $y=v y_{1}$ or $y=x c_{1} \cos \left(x+c_{3}\right)$.

Ex. 14. Solve $\frac{d^{2} y}{d x^{2}}-\frac{2}{x} \frac{d y}{d x}+\left(n^{2}+\frac{2}{x^{2}}\right) y=0$.
Hint. Proceed as in the above example, $y_{2}=$ [Karnatak 1963]
Re $\frac{d^{2} v}{d x^{2}}$, $x_{2}=x$.
Reduced equation is $\frac{d^{2} v}{d x^{2}}+n^{2} v=0$.
Complete solution is $y=x c_{1} \cos \left(n x+c_{2}\right)$.
Ex. 15. Solve $\frac{d^{2} y}{d x^{2}}+\frac{2}{x} \frac{d y}{d x}-n^{2} y=0$.

$$
\text { [Lucknow } 1951 \text {; Agra 49] }
$$

Solution. To remove first derivative choose $y_{1}=e^{-i \int P_{j} d x}$,
i.e. $y_{1}=e^{-\frac{1}{x} \frac{2}{x} d x}=e^{-\int \frac{1}{x} d x}=e^{-\log x}=\frac{1}{x}$.

$$
Q_{1}=Q-1 P^{2}-\frac{1}{2} \frac{d P}{d x}=-n^{2}-\frac{1}{x^{2}}+\frac{1}{x^{2}}=-n^{2}, X_{1}=0
$$

Hence the reduced equation is $\frac{d^{2} v}{d x^{2}}-n^{2} v=0$, alsigemos sids sonsH

$$
\begin{aligned}
& \left(D^{2}-n^{2}\right) v=0, D= \pm n \\
& \therefore v=c_{1} e^{n x}+c_{2} e^{-n x}
\end{aligned}
$$

The complete solution is $y=v y_{1}=\left(c_{1} e^{m x}+c_{2} e^{-h x}\right) / x^{\text {suld }}$ en den
Ex. 16. Solve $\frac{d^{2} y}{d x^{2}}+\frac{2}{x} \frac{d y}{d x}+n^{2} y=0$. 1 , 1
Ex. 16. Solve $\frac{d x^{2}}{d x^{2}} \frac{x}{x} \frac{d x}{}+n^{2} y=0$. $w$ eviscuin) [Karnatak 1960]



$$
v=c_{1} \cos \left(n x+c_{2}\right)
$$

Complete solution is $y=v y_{1}=c_{1} \cos \left(n x+c_{2}\right)\left(x_{0}+4-\Omega=9\right.$ orad w

Ex. 17. Solve $\frac{d^{2} y}{d x^{2}}+\frac{2}{x} \frac{d y}{d x}+y=\frac{\sin 2 x}{x}$.
[Delbi Hons. 1959]
Just like above example.
Ex. 18. Solve $\frac{d^{2} y}{d x^{2}}+\frac{1}{x^{1 / 3}} \frac{d y}{d x}+\left(\frac{1}{4 x^{2 / 3}}-\frac{1}{6 x^{6}}-\frac{6}{x^{2}}\right) y=0$.
[Rajasthai 1951 ; Punjab 60]
Solution. Here $P=\frac{1}{x^{1 / 3}}, Q=\frac{1}{4 x^{2 / 3}}-\frac{1}{6 x^{6 / 3}}-\frac{6}{x^{2}}, X=6$.
To remove the first derivative, choose

$$
y_{1}=e^{-\frac{1}{2} P d x}=e^{-\int \frac{1}{x^{2 / 2}} d x}=e^{-\frac{3}{4} x^{2 / 3}}
$$

Putting $y=v y_{1}$ the given equation becomes

$$
\frac{d^{2} v}{d x^{2}}+Q_{1} v=0 \text { as } X=0 \text {, }
$$

where $Q_{1}=Q-\frac{1}{2} P^{2}-\frac{1}{2} \frac{d P}{d x}$

$$
=\left(\frac{1}{4 x^{2 / 3}}-\frac{1}{6 x^{4 / 3}}-\frac{6}{x^{2}}\right)-\frac{1}{4} \cdot \frac{1}{x^{2 / 3}}-\left(-\frac{1}{3 x^{4 / 3}}\right)=-\frac{6}{x^{2}} .
$$

$\therefore$ The equation becomes

$$
\frac{d^{2} v}{d x^{2}}-\frac{6}{x^{2}} v=0 \text { or } x^{2} \frac{d^{2} v}{d x^{2}}-6 v=0
$$

This is a homogeneous equation. To solve it put $x=e^{x}$, $D \equiv d / d z$, then the equation becomes

$$
D(D-1) v-6 v=0 \quad \text { or } \quad\left[D^{2}-D-6\right] v=0
$$

A.E. is $D^{2}-D-6=0 \quad$ or $\quad(D+2)(D-3)=0, D=-2,3$.
$\therefore$ Solution is $v=c_{1} e^{-2 x}=c_{2} e^{3 x}=c_{1} x^{-3}+c_{2} x^{3}$.
Hence the complete solution is $y=v y_{1 *}$ i.e.

$$
y=\left(c_{1} x^{-2}+c_{2} x^{2}\right)_{1} e^{-\frac{4}{8} x^{2 / 3}}
$$

Ex. 19. Solve $\frac{d^{2} y}{d x^{2}}-2 \tan x \frac{d y}{d x}-\left(a^{2}+1\right) y=0$.
Solution. Here $P=-2 \tan x, Q=-\left(a^{2}+1\right), X=1$
To remove irst derivative, we choose

$$
y_{1}=e^{-\frac{1}{2} \int P d x}=e^{\int \tan x d x_{0} \log \sec x}=e^{\sec x}
$$

Putting $y=\imath y_{1}$, the equation becomes

$$
\frac{d^{2} v}{d x^{2}}+Q_{v} v=0 \text { as } X=0,
$$

where $Q_{1}=Q-\frac{1}{2} P^{2}-\frac{d P}{d x}=-\left(a^{2}+1\right)-\tan ^{2} x+\sec ^{2} x$

$$
=-\infty^{2}-\left(1+\tan ^{2} x\right)+\sec ^{2} x=-a^{2}
$$

Hence the reduced equation is $\frac{d^{2} v}{d x^{2}}-a^{2} v=0$
or $\left(D^{3}-a^{2}\right) v=0$ or $(D-a)(D+a) v=0$.
$\therefore v=c_{1} e^{a x}+c_{2} e^{-a x}$.
The complete solution is $y=v y_{1}$,
i.e. $y=\left(c_{1} e^{a x}+c_{2} e^{-a x}\right) \sec x$.

Ex. 20. Solve $\frac{d^{2} y}{d x^{2}}+2 n \cot n x \frac{d y}{d x}+\left(a^{2}-n^{2}\right) y=0$.
Solution. $P=2 n \cot n x, Q=a^{2}-n^{2}, X=0$.
To remove first derivative choose
. $y_{1}=e^{-\frac{1}{t} \int P^{2} d x}=e^{-\int n \cot n x d x}=e^{-\log \sin n x}=1 / \sin n x$.
Putting $y=v y_{1}$ the reduced equation is

$$
\frac{d^{2} v}{d x^{2}}+Q . v=0,
$$

where $Q_{1}=Q-\frac{1}{2} P^{2}-\frac{d P}{d x}=\left(a^{2}-n^{2}\right)-n^{2} \cot ^{2} n x+n^{2} \operatorname{cosec}^{2} n x$

$$
\begin{equation*}
=a^{2}-n^{2}\left(1+\cot ^{2} n x\right)+n^{2} \operatorname{cosec}^{2} n x=a^{2} \tag{1}
\end{equation*}
$$

Hence the reduced equation becomes

$$
\begin{aligned}
& \quad \frac{d^{2} v}{d x^{2}}+a^{2} v=0 \text { or }\left(D^{2}+a^{2}\right) v=0, D= \pm a i . \\
& \therefore \quad v=c_{1} \cos \left(a . x+c_{2}\right) .
\end{aligned}
$$

The complete solution is $y=v y_{1}$,
i.e. $y=c_{1} \cos \left(a x+c_{2}\right) \sin n x$

Ex. 21. Solve $\frac{d^{2} y}{d x^{2}} \frac{1}{x^{1 / 2}} \frac{d y}{d x}+\frac{y}{4 x^{2}}\left(-8+x^{1 / 2}+x\right)=0$,
[Puniah 1960; Delhi Hons. 53]
Solution. Choose $y_{1}$ such that $y_{1}=e^{-t}\{\boldsymbol{P} d x$, i.e.

$$
y_{1}=e^{\frac{1}{2} \int x^{-1 / 2} d x}=e^{x / 2} .
$$

$$
=-\frac{2}{x^{2}}, X_{3}=0
$$

Hence after removing the fitst durivative, the equation is $=1.9$

$$
\frac{d^{2} v}{d x^{3}}-\frac{2}{x^{2}} v=0 \text {, or } x^{2} \frac{d^{2} v}{d x^{2}}-2 v=0 \text {. } 8, x \text { goi } 2 x=4 s=\frac{2 s}{2-k}
$$

Homogeneous. Put $x=e^{z}, D \equiv d / d z$; ther equation becomes

$$
[D(D-1)-2] v=0,
$$

ie. $\left[D^{2}-D-2\right] v=0,(D-2)(D+1) v=0$.
$\therefore v=c_{1} e^{2 z}+c_{2} e^{-s}=\left(c_{1} x^{2}+c_{2} x^{-1}\right)$ as $x=e^{2}$
Hence complete solution is $y=v y_{1}$,
i.e. $y=\left(c_{1} x^{2}+c_{1} x^{-1}\right) e^{x_{1} 2}$ as $y_{1}=e^{x / 2}$.

Ex. 22. Solve $4 x^{2} \frac{d^{2} y}{d x^{2}}+4 x^{5} \frac{d y}{d x}+\left(x^{8}+6 x^{4}+4\right) y=0$.
[Vikram 1962]
Solution. $P=x^{3}, Q=\frac{1}{2}\left(x^{6}+6 x^{2}+4 / x^{2}\right)$.
Choose $y_{1}$ such that $y=e^{-\frac{1}{2} \int x^{3} d x}=e^{-\frac{1}{8} x^{4} .}$

$$
\begin{aligned}
Q_{1} & =Q-\frac{1}{4} P^{2}-\frac{1}{2} \frac{d P}{d x}=\frac{1}{2}\left(x^{6}+6 x^{3}+4 / x^{2}\right)-\frac{1}{4} x^{6}-\frac{1}{2} \cdot 3 x^{2} \\
& =1 / x^{2}
\end{aligned}
$$

Hence the equation after removing first derivative is

$$
\frac{d^{2} y}{d x^{2}}+\frac{1}{x^{2}} v=0 \quad \text { or } \quad x^{2} \frac{d^{2} v}{d x^{2}}+v=0
$$



Homogeneous; put $x=e^{2}$; equation is $[D(D-1)+1] v=0$.
A.E. is $\quad\left(D^{2}-D+1\right)=0, D=\frac{1}{2}+\frac{1}{2} \sqrt{ } 3 i$.

Hence $v=c_{1} e^{z / 2} \cos \left(\frac{1}{2} \sqrt{3} z+c_{2}\right)$.
The complete solution is $y=v y_{1}$,
i.e. $y=c_{1} \sqrt{ } x \cos \left(\frac{1}{2} \sqrt{ } 3 \log x+c_{2}\right) \times e^{-\frac{2}{8} x^{4}}$ as $x=e^{z}$.

Ex. 23. Solve $x^{2} \frac{d^{2} y}{d x^{2}}-2 x(3 x-2) \frac{d y}{d x}+3 x(3 x-4) y=e^{3 z}$.
[Poona 1959]
Solution. The equation is

$$
\frac{d^{2} y}{d x^{2}}-2\left(3-\frac{2}{x}\right) \frac{d y}{d x}+\left(9-\frac{12}{x}\right) y=\frac{e^{3 x}}{x^{3}}
$$

Choose $y_{1}=e^{-\frac{1}{2} \int P d x}=e^{(3 x-2 \log x)}=e^{3 x .1 / x^{2}}$,

$$
Q_{1}=Q-\frac{1}{1} P^{2}-\frac{1}{2} \frac{d P}{d x}=-\frac{2}{x^{2}}, X_{1}=\frac{X}{y_{1}}=\frac{e^{3 i} / x^{2}}{e^{3 x} / x^{2}}=1
$$

Hence after removing first derivative, the equation becomes

$$
\frac{d^{2} v}{d x^{2}}-\frac{2}{x^{2}} v=1 \quad \text { or } \quad x^{2} \frac{d^{2} v}{d x^{2}}-2 v=x^{2} .
$$

Homogeneous; put $x=e^{z}, D=d / d z$.
$\therefore[D(D-1)-2] x=e^{2 v}$, A.E. $(D-2)(D+1)=0$.
C. F. $=c_{1} e^{2 \varepsilon}+c_{2} e^{-z}=c_{1} x^{2}+c_{2} x^{-1}$.
P.I. $=\frac{e^{2 z}}{D^{2}-D-1}=\frac{z e^{2 z}}{2 D-1}$, case of fatidure.

$$
\frac{z e^{2 x}}{4-1}=\frac{1}{3} z e^{2 x}=\frac{1}{3} x^{2} \log x, \text { as } x=e^{2}
$$

Hence $v=c_{1} x^{2}+c_{2} x^{-1}+\frac{1}{3} x^{2} \log x$.
Therefore the corpplete solution is $y=2 y_{1}, a_{s}, 0=0$ is $\left.-0,-1\right)$


Ex. 24. Solve $\frac{d^{2} y}{d x^{2}}+2 x \frac{d y}{d x}+\left(x^{2}+1\right) y=x\left(x^{2}+3\right)$.
Solution. Choose $y_{1}=e^{-\frac{1}{2} \int P d x}=e^{-\frac{1}{2} x^{2}}$

$$
Q_{1}=Q-\frac{1}{4} P^{2}-\frac{1}{\frac{1}{2}} \frac{d X}{d x}=0, X_{1}=\frac{X}{y_{1}}=x\left(x^{2}+3\right) e^{\frac{1}{2} x^{2}}
$$

Normal form equation is $\frac{d^{2} v}{d x^{2}}=x\left(x^{2}+3\right) e^{\frac{1}{2} x^{2} v}$
Integrating $\frac{d v}{d x}=c_{1}+\int x\left(x^{2}+3\right) e^{\frac{1}{2} x^{2}} d x$, put $\frac{1}{2 x^{2}}=t$

$$
=c_{1}+\int e^{t}(2 t+3) d t=e^{t}(2 t+1)
$$

$$
=\varepsilon_{x}+e^{\frac{1}{3} x^{2}}\left(x^{2}+1\right) .
$$

Integrating again $v=c_{1} x+c_{2}+x e^{\frac{1}{2} x^{2}}$.
The complete solution is

$$
y=v y_{1}=e^{-\frac{1}{2} x^{2}}\left(c_{1} x+c_{2}+x e^{\frac{1}{2} x^{2}}\right)
$$

Ex. 25 (a) Solve $\frac{d^{2} y}{d x^{2}}-\frac{2}{x}\left(\frac{d y}{d x}\right)+\left(a^{3}+\frac{2}{x^{2}}\right) y=0$.
[Calcutte Hoas. 62]
Solution Choose $y_{1}=e^{-\frac{1}{8} \int P d x}=e^{\int \frac{1}{x} d x}=x$.

$$
Q_{1}=Q-\frac{1}{4} P^{2}-\frac{d}{2} \frac{d P}{d x}=\left(a^{2}+\frac{2}{x^{2}}\right)-\frac{1}{x^{2}}-\frac{1}{x^{2}}=a^{2} .
$$

Hence after removing first derivative, the equation is

$$
\begin{aligned}
& \frac{d^{2} v}{d x^{2}}+a^{2} v=0 \text { or }\left(D^{2}+a^{2}\right) v=0, \\
& v=c_{1} \cos \left(a x+c_{2}\right) .
\end{aligned}
$$

The complete solution is $y=v y_{1}$,
i.e. $y=x c_{1} \cos \left(a x+c_{2}\right)$

Ex. 25. (b) Solve $\frac{d^{2} y}{d x^{2}}+\frac{2}{x} \frac{d y}{d x}+\left(1+\frac{2}{x^{2}}\right) y=x e^{x}$.
[Guru Nanak 73]
Ex. 26. Solve $x^{2} \frac{d^{2} y}{d x^{2}}+\left(x-4 x^{2}\right) \frac{d y}{d x}+\left(1-2 x+4 x^{2}\right) y=0$.
Solution. Choose $y_{1}=e^{-\int \frac{1}{2}\left(\frac{x-4 x^{2}}{x^{2}}\right) d x}=x^{-1 / 2} \cdot e^{2 x}$.

$$
Q_{1}=Q-\frac{1}{4} P^{2}-\frac{1}{2} \frac{d P}{d x}=\frac{5}{4 x^{2}} .
$$

Hence normal form is $\frac{d^{2} v}{d x^{2}}+\frac{5}{4 x^{2}} \dot{v}=0$.

Putting $x=e^{x},[4 D(D-1)+5] v=0$, where $D \equiv d / d z$,
A.E. is $4 D^{2}-4 D+5=0, D=\frac{1}{2} \pm i$,

$$
v=e^{\frac{1}{2} z} c_{1} \cos \left(z+c_{2}\right) \text { etc. }
$$

Ex. 27. Solve $\left(\frac{d^{2} y}{d x^{2}}+y\right) \cot x+2\left(\frac{d y}{d x}+y \tan x\right)=\sec x$.
Solution Equation is

$$
\frac{d^{2} y}{d x^{2}}+2 \tan x \frac{d y}{d x}+y\left(1+2 \tan ^{2} x\right)=\sec x \tan x .
$$

Choose $y_{1}=e^{-\int \frac{1}{2} P d x}=\cos x, Q_{1}=0, X_{1}=X / y_{1}=\sec ^{2} x \tan x$.
Normal form is $\frac{d^{2} v}{d x^{2}}=\sec ^{2} x \tan x$.
Integrating $\frac{d v}{d x}=\frac{1}{2} \tan ^{2} x+c_{1}=\frac{1}{2}\left(\sec ^{2} x-1\right)+c_{1}$.
Integrating again,

$$
v=\frac{1}{2}(\tan x-x)+c_{1} x+c_{2}
$$

Complete solution is $y=v \mathrm{y}_{1}=e$ etc.
Ex. 28. Solve $x^{2}(\log x)^{2} \frac{d^{2} y}{d x^{2}}-2 x \log x \frac{d y}{d x}$

$$
+\left[2+\log x-2(\log x)^{2}\right] y=x^{2}(\log x)^{5}
$$

Solution. $P=-\frac{2}{x \log x}, Q=\frac{2+\log x-2(\log x)^{2}}{v^{2}(\log x)^{2}}, X=\log x$.
C.noose,$_{1} e^{-\frac{1}{2} \int P d x}=e^{\log (\log x)}=\log x$.

$$
Q_{1}=Q-\frac{1}{4} P^{2}-\frac{d P}{d x}=-\frac{2}{x^{2}}, \quad X_{1}=\frac{X}{y_{1}}=1 .
$$

$\therefore$ After removing first derivative, the equation becomes

$$
\frac{d^{2} v}{d x^{2}}-\frac{2}{x^{2}} v=1 \quad \text { or } \quad x^{2} \frac{d^{2} v}{d x^{2}}-2 v=x^{2}
$$

This is differential equation of Ex. 23 P. 72.

## 2:7. Method of changing the independent variable.

[Karnatak 61; Gujrat 58; Delhi Hons. 64; Meerut 76;
Sagar 64; Poona 64, 62]
Sometimes by the change of independent variable, the equation may become easily integrable

Let the equation of second order be

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}+P \frac{d y}{d x}+Q y=X \tag{1}
\end{equation*}
$$

If we change independent variable from $x$ to $z$ with the help of the relation $z=f(x)$, then

$$
\frac{d y}{d x}=\frac{d y}{d z} \frac{d z}{d x}, \frac{l^{2} y}{d x^{2}}=\frac{d^{2} y}{d z^{2}}\left(\frac{d z}{d x}\right)^{2}+\frac{d y}{d z} \cdot \frac{d^{2} z}{d x^{2}} .
$$

Putting these values of $\frac{d y}{d x}$ and $\frac{d^{2} y}{d x^{2}}$ in (1), we get

$$
\frac{d^{2} y}{d z^{2}}\left(\frac{d z}{d x}\right)^{2}+\frac{d y}{d z} \cdot \frac{d^{2} z}{d x^{2}}+P\left[\frac{d y}{d z} \cdot \frac{d z}{d x}\right]+Q y=X
$$

or $\frac{d^{2} y}{d z^{2}}\left(\frac{d z}{d x}\right)^{2}+\frac{d y}{d z}\left(\frac{d^{2} z}{d x^{2}}+P \frac{d z}{d x}\right)+Q y=X$
or $\frac{d^{2} y}{d z^{2}}=\frac{\frac{d^{2} z}{d x^{2}}+P \frac{d z}{d x}}{\left(\frac{d z}{d x}\right)^{2}} \frac{d y}{d z}+\frac{Q y}{\left(\frac{d z}{d x}\right)^{2}}=\frac{X}{\left(\frac{d z}{d x}\right)^{2}}$
or $\frac{d^{2} y}{d z^{2}}+P_{3} \frac{d y}{d z}+Q_{1} y=X_{1}$,
where $P_{1}=\left(\frac{d^{2} z}{d x^{2}}+P \frac{d z}{d x}\right) /\left(\frac{d z}{d x}\right)^{2}, \quad Q_{1}=Q /\left(\frac{d z}{d x}\right)^{2}$ and $X_{1}=X /\left(\frac{d z}{d x}\right)^{2}$
Here $P_{1}, Q_{1}, X_{1}$ are functions of $x$ and can be expressed as functions of $z$ with the help of the relation $z=f(x)$.

How to choose $z$ ? After obtaining equation (2) we would like to choose $z$ in such a way that (2) can be easily integrated.

Case I. $P_{1}=0$.
[Bombay 61]
If we choose $z$ such that

$$
P_{1}=0 \text {, i.e. } \frac{d^{2} z}{d x^{2}}+P \frac{d z}{d x}=0 \text {, i.e. } \frac{d}{d x}\left(\frac{d z}{d x}\right)+P \frac{d z}{d x}=0
$$

then $\frac{d z}{d x}=e^{-\int P d x}$ or $z=\int\left[e^{-\int P d x}\right] d x$.
The equation (2) consequently becomes $\frac{d^{2} y}{d z^{2}}+Q_{1} y=X_{1}$.
This equation can be solved, if
(i) $Q_{1}$ is a constant (then it being a linear equation with constant coefficients),
or (ii) $Q_{\lambda}$ is of the form $k / z^{2}$ (then it being a linear homogeneous equation with variable coefficients).
Case 11. $Q_{1}=a^{2}$. We can choose $z$ such that $Q_{1}=a^{2}$,
i.e. $Q /\left(\frac{d z}{d x}\right)^{2}= \pm a^{2}$ or $a \frac{d z}{d x}=\sqrt{ }( \pm Q)$,*
or $\quad a z=\int \sqrt{ }( \pm Q) d x$.
With this choice the equation (') becomes

$$
\frac{d^{2} y}{d z^{2}}+P_{1} \frac{d y}{d z}+a^{2} y=X_{1} .
$$

This can be readily integrated if $P_{1}$ comes out to be en constant in which case this equation is a linear equation with constant coefficients.
Note (1). The student should remember the values of $P_{1}, Q_{1}$ and $R_{1}$ for immediate use.
Note (2). Only two choices, $P_{1}=0$ or $Q_{1}=a^{2}$, should be made. Sometimes it is possible to make both the choices to get the solution of the given equation.
The following few examples will fully illustrate the method.
Ex. 1. Solve $\frac{d^{2} y}{d x^{2}}-\left(1+4 e^{x}\right) \frac{d y}{d x}+3 e^{2 x}-y=e^{2\left(x+e^{x}\right)}$.
[Meerut 75]
Solution. Here $P=-\left(1+4 e^{x}\right), \quad Q=3 e^{2 x}$. Changing the independent variable $x$ to $z$, the equation becomes

$$
\frac{d^{2} y}{d z^{2}}+P_{1}, \frac{d y}{d z}+Q_{1} y=X_{1},
$$

where $P_{1}=\left(\frac{d^{2} z}{d x^{2}}+P \frac{d z}{d x}\right) /\left(\frac{d z}{d x}\right)^{2}, Q_{1}=Q /\left(\frac{d z}{d x}\right)^{2}, X_{1}=X /\left(\frac{d z}{d x}\right)^{2}$.
Let us choose $z$ such that $Q_{1}=a^{2}+3$ (say); then

$$
Q=3\left(\frac{d z}{d x}\right)^{2} \quad \text { or } \quad \frac{d z}{d x}=e^{x} \text { and } z=e^{x}
$$

Putting $z=e^{x}, P_{1}=\left[e^{x}-\left(1+4 e^{x}\right) e^{x}\right] /\left(e^{x}\right)^{2}=-4$
and $X_{1}=\frac{X}{\left(d z_{i}(d x)^{3}\right)}=\frac{e^{2\left(x+e^{\infty}\right)}}{e^{2 x}}=e^{2 e^{x}}=e^{2 x}$.
Hence the equation (when $z=e^{x}$ ) reduces to
$\frac{d^{2} y}{d z^{2}}-4 \frac{d y}{d z}+3 y=e^{2 z}$
or. $\left(D^{2}-4 D+3\right) y=e^{2 z}, D \equiv d / d z$.
A.E. is $D^{2}-4 D+3=0$, ie. $(D-3)(D-1)=0$,
C.F. is $y=c_{1} e^{x}+c_{2} e^{e z}$.
P.I. $=\frac{e^{2 x}}{D^{2}-4 D+3}=\frac{e^{2 z}}{L^{2}-4.1+3}=\frac{e^{2 x}}{-1}$.

Hence $y=c_{1} e^{z}+c_{2} e^{3 z}-e^{22}$.
Putting $z=e^{x}, y=c_{2} e^{e x}+i_{2} e^{3 e^{x}}-e^{2 e x}$ is the required solution. Note. We have taken $a^{2}=3$ for convenience only; any other positive value of $a^{2}$ would lead to the same result.
Ex. 2. Solve $\left(1+x^{2}\right)^{2} \frac{d^{2} y}{d x^{2}}+2 x\left(1+x^{2}\right) \frac{d y}{d x}+4 y=0$.
[Agrà 1961, 73]
Solution. The equation in the standard form is

$$
\frac{d^{2} y}{d x^{2}}+\frac{2 x}{1+x^{=}} \frac{d y}{d x}+\frac{4}{\left(1+x^{\top}\right)^{2}} y=0 .
$$

Here $P=\frac{2 x}{1+x^{2}}, O=\frac{4}{\left(1+x^{2}\right)^{2}}, X=0$.
Changing the independent variable from $x$ to $z$, the equation becomes

$$
\frac{d^{2} y}{d z^{2}}+P_{1} \frac{d y}{d z}+Q_{1} y=0
$$

where $P_{1}=\left(\frac{d^{2} z}{d x^{2}}+P \frac{d z}{d x}\right) /\left(\frac{d z}{d x}\right)^{2}, Q_{1}=Q /\left(\frac{d z}{d x}\right)^{2}$.
Let us choose $z$, such that $Q_{1}=$ const. $=1$ (say).

$$
\begin{aligned}
& \therefore \quad\left(\frac{d z}{d x}\right)^{2}=Q=\frac{4}{\left(1+x^{2}\right)^{2}}, \frac{d z}{d x}=\frac{2}{\left(1+x^{2}\right)^{2}}, z=2 \tan ^{-1} x . \\
& \text { Then } \quad P_{1}=\frac{-\frac{4}{\left(1+x^{2}\right)^{2}}+\frac{2 x}{1+x^{2}} \times \frac{2}{1+x^{2}}}{\left\{2 /\left(1+x^{2}\right\}^{2}\right.}=0
\end{aligned}
$$

Hence the $r$ duced equation is

$$
\begin{aligned}
& \frac{d^{2} y}{d z^{2}}+y=0 \text { or }\left(D^{2}+1\right) y=0, D= \pm i \\
& \therefore \quad \begin{aligned}
\therefore= & c_{1} \cos z+c_{3} \sin z \\
& c_{1} \cos \left(2 \tan ^{-1} x\right) \\
& +c_{2} \sin \left(2 \tan ^{-2} x\right) \\
= & c \frac{1-x^{2}}{1+x^{2}}+c_{1} \frac{2 x}{1+x^{2}}
\end{aligned}\left\{\begin{array}{r}
\text { Let } \tan ^{-1} x=\theta, i . e x=\tan \theta \\
\cos \left(2 \tan ^{-1} x\right)=\cos 2 \theta \\
\quad-\frac{1-\tan ^{2} \theta}{1+\operatorname{tar}^{2} \theta}=\frac{1-x^{2}}{1+x^{2}} e t c
\end{array}\right.
\end{aligned}
$$

or $y\left(1+x^{2}\right)=c_{1}\left(1-x^{2}\right)+2 c_{2} x$ is required solution.
Aliter. If we choose $z$ such that $P_{1}=0$, i.e.

$$
\frac{d^{2} z}{d x^{2}}+P \frac{d z}{d x}=0, \text { i.e. } \frac{d p}{d x}+\frac{2 x}{1+x^{2}} p=0, \text { where } p=\frac{d z}{d x^{2}}
$$

i.e. $\frac{d p}{p}+\frac{2 x}{1+x^{2}} d x=0$ or $\log p=-\log \left(1+x^{2}\right)$.

$$
\therefore \quad P=\frac{d z}{d x}=\frac{1}{1+x^{2}}=\tan ^{-1} x
$$

Then $Q_{1}=Q /\left(\frac{d z}{d x}\right)^{2}=\frac{A}{\left(1+x^{2}\right)^{2}} / \frac{1}{\left(1+x^{2}\right)^{2}}=4$, a constant.
Hence the transformed equation is.

$$
\frac{d^{2} y}{d x^{2}}+4 y=0 \quad \text { or } \quad\left(D^{2}+4\right) y=0
$$

$\therefore y=c_{1} \cos 2 z+c_{2} \sin 2 z$
$=c_{1} \cos \left(2 \tan ^{-1} x\right)+c_{2} \sin \left(2 \tan ^{-1} x\right)$
which is same as obtained when we supposed $\boldsymbol{Q}_{1}=$ constant.
Note. Almost all the examples can be solved by taking $Q_{1}=$ constant and $P_{2}=0$ like the above examples. We shall solve one more example by both the considerations. Students should adopt one method for practice. The case $\boldsymbol{Q}_{\mathbf{1}}=$ constant is usually easier.
*Ex. 3. Solve $\cos x \frac{d^{2} y}{d x^{2}}+\frac{d y}{d x} \sin x-2 y \cos ^{2} x=2 \cos ^{5} x$. [Delhi Hons. 1967 ; Raj. 64 ; Agra 77, 72, 60 ; Gujrat 58 ; Gauhati Hons. 64]
Solution. The equation in standard form is

$$
\frac{d^{2} y}{d x^{2}}+\tan x \frac{d y}{d x}-2 \cos ^{2} x . y=2 \cos ^{4} x
$$

Changing the independent variables from $x$ to $z$, the equation becomes $\frac{d^{2} y}{d z^{2}}+P_{1} \frac{d y}{d z}+Q_{1} y=X_{1}$,
where $\quad P_{1}=\left[\frac{d^{2} z}{d x^{2}}+P \frac{d z}{d x}\right] /\left(\frac{d z}{d x}\right)^{2}, \quad Q_{1}=\frac{Q}{(d z / d x)^{2}}, \quad X_{1}=\frac{X}{(d z / d x)^{2}}$
Let us choose $z$ such that $Q_{1}=$ constant $=-2$ (say)*
i.e, $2(d z / d x)^{2}=-Q=-2 \cos ^{2} x$, i.e. $d z / d x=\cos x$.

Integrating, $z=\sin x$.
Now $\quad P_{1}=\frac{-\sin x+\tan x \cos x}{\cos ^{2} x}=0$
and $\quad X_{1}=2 \cos ^{4} x / \cos ^{2} x=\cos ^{2} x$.
Hence the reduced equation is

$$
\frac{d^{2} y}{d x^{2}}-2 y=2 \cos ^{2} x,\left(D^{2}-2\right) y=2\left(1-z^{2}\right)
$$

A.E. : $D^{2}-2=0, D= \pm \sqrt{ } 2, C . F=c_{1} e^{\sqrt{2 z}}+c_{2} e^{-\sqrt{2} z}$.
P.I. $=\frac{2\left(\mathrm{i}-z^{2} \mathrm{j}\right.}{D^{2}-2}=-\left(1-\frac{D^{2}}{2}\right)^{-1}\left(1-z^{2}\right)$

$$
=-\left[1+\frac{D^{2}}{2}-\cdots \cdots\right]\left(1-z^{2}\right)=-\left(1-z^{2}\right)+1=z^{2}
$$

(Using Binomial Theorem)
Hence $y=c_{1} e^{\sqrt{2 z}}+c_{2} \epsilon^{-\sqrt{2 z}}+z^{2}$

$$
=c_{1} e^{\sqrt{2} \sin x}+c_{2} e^{-\sqrt{2} \sin x}+\sin ^{2} x \text {, as } z=\sin x
$$

Aliter. We may choose $z$ such that $P_{2}=$,
i.e. $\frac{d^{2} z}{d x^{2}}+P \frac{d z}{d x}=0, \frac{d p}{d x}+p \tan x=0, p=\frac{d z}{d x}$;
then $\frac{d p}{p}=-\tan x d x$, ie. $\log p=\log \cos x$,
or $\quad p=\frac{d z}{d x}=\cos x, z=\sin x$
and now proceed as in the above case to get the same solution.
Ex. 4. Solve $\frac{d^{2} y}{d x^{2}}-\cot x \frac{d y}{d x}-\sin ^{2} x . y=\cos x-\cos ^{2} x$.
[Rajasthan 54 ; Karnatak 62]

[^2]Solution Here $P=-\cot x, Q=-\sin ^{2} x$,

$$
X=\cos x-\cos ^{3} x
$$

Changing the independent variable from $x$ to $z$, the equation becomes $\frac{d^{2} v}{d z^{2}}+P_{1} \frac{d y}{d z}+Q_{1} y=X_{1}$,
where $P_{1}=\left(\frac{d^{2} z}{d x^{2}}+P \frac{d z}{d x}\right) /\left(\frac{d z}{d x}\right)^{2}, Q_{1}=Q /\left(\frac{d z}{d x}\right)^{2}, X_{1}=X /\left(\frac{d z}{d x}\right)^{2}$
Let us choose $z$ such that $Q_{\mathrm{t}}= \pm a^{2}=-1$ (say); then

$$
Q=-\left(\frac{d z}{d x}\right)^{2} \text {, i.e }\left(\frac{d z}{d x}\right)^{2}=-Q=\sin ^{2} x
$$

or $\frac{d z}{d x}=\sin x, z=-\cos x$.
Then $P_{1}=(\cos x-\cot x . \sin x) / \sin ^{2} x=0$,
and

$$
\begin{aligned}
X_{1} & =\left(\cos x-\cos ^{3} x\right) / \sin ^{2} x=\cos x\left(1-\cos ^{2} x\right) / \sin ^{2} x \\
& =\cos x=-z .
\end{aligned}
$$

Hence the reduced equation is

$$
\frac{d^{2} y}{d z^{2}}-y=-z \text { or }\left(D^{2}-1\right) y=-z, D \equiv \frac{d}{d z}
$$

A.E is $D^{2}-1=0, D= \pm 1$, C F. $=c_{1} e^{z}+c_{2} e^{-x}$.

$$
\text { P.I. }=\frac{-z}{D^{2}-1}=2 . .
$$

Hence $y=c_{1} e^{z}+c_{1} e^{-z}+z$

$$
=c_{1} e^{-\cos x}+c_{2} e^{\cos x}-\cos x \text { as } z=-\cos x
$$

Ex. 5. Solve $\frac{d^{2} y}{d x^{2}}+(3 \sin x-\cot x) \frac{d y}{d x}+2 y \sin ^{2} x$

$$
=e^{\cos x} \sin ^{2} x .
$$

Raj. 57 ; Bombay 61]

## Solution. Here

$$
P=(3 \sin x-\cot x), Q=2 \sin ^{2} x, X=e^{-\cos x} \sin ^{2} x .
$$

Changing independent variable from $x$ to $z$, the equation becomes $\frac{d^{2} y}{d x^{2}}+P_{1} \frac{d y}{d z}+Q_{1} y=X_{1}$;
choose $z$ such that $Q_{1}=Q /(d z / d x)^{2}=a^{2}=2$ (say)
i.e. $d z / d x=\sin x, z=-\cos x$,

$$
\begin{aligned}
& P_{1}=\left(\frac{d^{2} z}{d x^{2}}+P \frac{d z}{d x}\right) /\left(\frac{d z}{d x}\right)^{2}=\frac{\cos x+(3 \sin x-\cot x) \sin x=3,}{\sin ^{2} x} \\
& X_{1}=X /(d z / d x)^{2}=e^{-\cos x} \sin 2 x / \sin 2 x=e^{-\cos x}=e^{2} .
\end{aligned}
$$

Hence the transformed equation is

$$
\frac{d^{2} y}{d z^{2}}+3 \frac{d y}{d z}+2 y=e^{z}, \text { i.e. }\left(D^{2}+3 D+2\right) y=e^{z}
$$

$$
\text { A.E. is }\left(D^{2}+3 D+2\right)=0 ;(D+2)(D+1)=0, D=-2,-1
$$

$$
\text { C.F } \left.=c_{1} e^{-z}+c_{2} e^{-2 z}, \text { P.I. }=e^{z} /, D^{2}+3 D+2\right)=\frac{1}{6} \epsilon^{z} .
$$

Hence $y=c_{1} e^{-z}+c_{2} e^{-2 x}+\frac{1}{6} e^{x}$.

$$
=c_{1} e^{\cos x}+c_{2} e^{2 \cos x}+\frac{1}{8} e^{-\cos x}
$$

is the complete solution.
*Ex. 6. Solve $\frac{d^{2} y}{d x^{2}}+\cot x \frac{d y}{d x}+4 y \operatorname{cosec}^{2} x=0$.
[Vikram 63 ; Agra 74, 63, 55 ; Raj. 56 ;
Delhi 72, 68, 59 ; Karnatak 63]
or $\sin ^{2} x \frac{d^{2} y}{d x^{2}}+\sin x \cos x \frac{d y}{d x}+4 y=0$.
[Rajasthan 63]
Solution. Here $P=\cot x, Q=4 \operatorname{cosec}^{2} x, X=0$.
Changing the independent variable from $x$ to $z$, the equation because $\frac{d^{2} y}{d z^{2}}+P_{1} \frac{d y}{d x}+Q_{1} y=0$, as $X=0$.
where $P_{1}=\left(\frac{d^{2} z}{d x^{2}}+P \frac{d z}{d x}\right) /\left(\frac{d z}{d x}\right)^{2}$ and $Q_{1}=Q /\left(\frac{d z}{d x}\right)$.
Let us choose $z$ such $Q_{1}=a^{2}=1$ (say) ; then

$$
\begin{aligned}
\left(\frac{d z}{d x}\right)^{2} & =Q=4 \operatorname{cosec}^{2} x, \frac{d z}{d x}=2 \operatorname{cosec} x \\
z & =2 \log \tan \frac{1}{2} x
\end{aligned}
$$

Then $P_{1}=\frac{(-2 \operatorname{cosec} x \cot x+2 \cot x \cdot \operatorname{cosec} x)}{\left(4 \operatorname{cosec}^{2} x\right)}=0$.
Hence the transf rmed equation $d^{2} y / d z^{2}+y=0$
or $\left(D^{2}+1\right) y=0, D= \pm i, y=c_{1} \cos \left(z+c_{2}\right)$
or $\quad y=c_{1} \cos \left(2 \log \tan \frac{1}{2} x+c_{i}\right)$
is the required solution.
*Ex. 7. Salve $\frac{d^{2} y}{d x^{2}}+\frac{2}{x} \frac{d y}{d x}+\frac{a^{2}}{x^{4}} y=0$.
[Agra 56 ; Karnatak 61 ; Poona 60]
Solution. Hete $P=\frac{2}{x}, Q=\frac{a^{2}}{x^{4}}, X=0$
Changing the independent variable from $x$ to $z$, the equation becomes $\frac{d^{2} y}{d z^{2}}+P_{1} \frac{d y}{d z}+Q_{1} y=0$,
where $P_{1}=\left(\frac{d^{2} z}{d x^{2}}+P \frac{d z}{d x}\right) /\left(\frac{d z}{d x}\right)^{2}, Q_{1}=\frac{Q}{(d x / d x)^{2}}$.
Now chiouse $z$ such that $Q_{1}=$ const. $=a^{2}$ (say),
i.e. $\quad a^{2}\left(\frac{d z}{d x}\right)^{2}=Q=\frac{a^{2}}{x^{4}}$, i.e. $\frac{d z}{d x}=\frac{1}{x^{2}}, z=-\frac{1}{x}$.

Then $P_{1}=\frac{-\frac{2}{x^{2}}+\frac{2}{x^{2}} \cdot \frac{1}{x^{2}}}{\left(1 / x^{2}\right)^{2}}=0$.
$\therefore$ The transformed equation is $d^{2} y / d x^{2}+a^{2} y=0$
or $\quad\left(D^{2}+a^{2}\right) y=0$. A.E. is $\left(D^{2}+a^{2}\right)=0, D= \pm a i$.

$$
\therefore y=c_{1} \cos \left(a z+c_{2}\right)=c_{1} \cos \left(c_{2}-a / x\right) \text { as } z=-1 / x .
$$

Ex. 8. Solve $\left(x^{3}-x\right) \frac{d^{2} y}{d x^{2}}+\frac{d y}{d x}+n^{2} x^{3} y=0$.
[Agra 1960]
Solution. The equation in the standard form is

$$
\frac{d^{2} y}{d x^{2}}+\frac{1}{x\left(x^{2}-1\right)} \frac{d v}{d x}+\frac{n^{2} x^{2}}{x^{2}-1} y=0
$$

Here $P=\frac{1}{x\left(x^{2}-1\right)}, Q=\frac{n^{2} x^{2}}{x^{2}-1}$
Changing the independent variable from $x$ to $z$, the equation becomes $\frac{d^{2} y}{d z^{2}}+P_{1} \frac{d y}{d z}+Q_{1} y=0$,
where $\quad P_{1}=\left(\frac{d^{2} z}{d x^{2}}+P\right) /\left(\frac{d z}{d x}\right)^{2}, Q_{1}=\frac{Q}{(d z / d x)^{2}}$.
Choose $z$ such that $Q_{1}=$ const. $=n^{2}$ (say), then

$$
\begin{aligned}
& n^{2}\left(\frac{d z}{d x}\right)^{2}=Q=\frac{n^{2} x^{2}}{x^{2}-1} \text { or } \frac{d z}{d x}=\frac{x}{\sqrt{ }\left(x^{2}-1\right)} . \\
& \therefore \quad z=\sqrt{ }\left(x^{2}-1\right) .
\end{aligned}
$$

Also $P_{1}=\left[\frac{x^{2}-1-x^{2}}{\left(x^{2}-1\right)^{3 / 2}}+\frac{1}{x\left(x^{2}-1\right)} \cdot \frac{x}{\sqrt{ }\left(x^{2}-1\right)}\right] /\left(\frac{d z}{d x}\right)^{2}=0$.
Hence the reduced equation is $d^{2} y / d z^{2}+n^{2} y=0$.
or

$$
\begin{aligned}
\therefore \quad y & =c_{1} \cos \left(r_{z}+c_{2}\right) \\
y & =c_{1} \cos \left[n \sqrt{ }\left(x^{2}-1\right)+c_{2}\right] .
\end{aligned}
$$

Ex. 9. Solve $\left(a^{2}-x^{2}\right) \frac{d^{2} y}{d x^{2}}-\frac{a^{2}}{x} \frac{d y}{d x}+\frac{x^{2}}{a} y=0$.
[Agra 57]
Solution. The equation in the standard form is

$$
\begin{aligned}
& \frac{d^{2} y}{d x^{2}}-\frac{a^{2}}{x\left(a^{2}-x^{2}\right)} \frac{d y}{d x}+\frac{x^{2}}{a\left(a^{2}-x^{2}\right)} y=0, \\
& P=-\frac{a^{2}}{x\left(a^{2}-x^{2}\right)}, Q=\frac{x^{2}}{a\left(a^{2}-x^{2}\right)} .
\end{aligned}
$$

Changing the independent variable from $x$ to 2 , the equation becomes $\frac{d^{2} y}{d z^{2}}+P_{1} \frac{d y}{d z}+Q_{1} y=0$, where $\quad P_{1}=\left(\frac{d^{2} z}{d x^{2}}+P \frac{d z}{d x}\right) /\binom{d z}{d \bar{x}}^{2}, \quad Q_{1}=\frac{Q}{(d z / d x)^{2}}$.

Let us choose $z$, such that $Q_{1}=$ const. $=1 / a$ (say) : then

$$
\frac{1}{a}\left(\frac{d z}{d x}\right)^{2}=Q=\frac{x^{2}}{a\left(a^{2}-x^{2}\right)^{\prime}} \cdot \frac{d z}{d x}= \pm \frac{x}{\sqrt{\left(a^{2}-x^{2}\right)}}
$$

Then $P_{1}=\left[\left\{\frac{1}{\left.\sqrt{\left(a^{2}-x^{2}\right.}\right)}-\frac{x^{2}}{\left(a^{2}-x^{2}\right)^{3 / 2}}\right\}\right.$

$$
\left.-\frac{a^{2}}{x\left(a^{2}-x^{2}\right)} \frac{x}{\sqrt{ }\left(a^{2}-x^{2}\right)}\right] /\left(\frac{d z}{d x}\right)^{2}=0 .
$$

Hence the transformed equation is

$$
\begin{aligned}
& \frac{d^{2} y}{d z^{2}}+\frac{1}{a} y=0,\left(D^{2}+\frac{1}{a}\right) y=0, D= \pm \frac{1}{\sqrt{ } a} i \\
& y=c_{1} \cos \left(\frac{z}{\sqrt{ } a}+c_{2}\right)=c_{1} \cos \left\{c_{2} \pm \sqrt{ }\left(\frac{a^{2}-x^{2}}{a}\right)\right\}
\end{aligned}
$$

*Ex. 10. Solve $x^{5} \frac{d^{2} y}{d x^{2}}+3 x^{5} \frac{d y}{d x}+a^{2} y=\frac{\text { ? }}{x^{2}}$.
[Vikram 64 ; Agra 53 ; Delhi Hons. 60, 57]
Solution. Equation is $\frac{d^{2} y}{d x^{3}}+\frac{3}{x} \frac{d v}{d x}+\frac{a^{2}}{x^{6}} y=\frac{1}{x^{8}}$.

$$
P=\frac{3}{x}, Q=\frac{a^{2}}{x^{6}}, Y=\frac{1}{x^{8}} .
$$

Changing the independent variable from $x$ to $z$ the equation is

$$
\frac{d^{2} y}{d z^{2}}+P_{1} \frac{d y}{d z}+Q_{1} y=X_{1},
$$

where $P_{1}=\left(\frac{d^{2} z}{d x^{2}}+P \frac{d z}{d x}\right) /\left(\frac{d z}{d x}\right)^{2}, \quad \varepsilon_{1}=\frac{Q}{(d z / d x)^{=}}, \quad X_{1}=\frac{X}{(d z / d x)^{2}}$.
Let us cinoose $z$ such that $Q_{1}=$ constant $=a^{2}$ (say) ; then

$$
\begin{aligned}
& a^{2}\left(\frac{d z}{d x}\right)^{2}=Q=\frac{a^{2}}{x^{6}}, \text {.e. } \frac{d z}{d x}=+\frac{1}{x^{3}}, z=-\frac{1}{2 x^{2}} . \\
& P_{1}=\left[\left(-\frac{3}{x^{4}}\right)+\frac{3}{x} \cdot \frac{1}{x^{3}}\right] /\left(\frac{d z}{d x}\right)^{2}=0, X_{1}=\frac{1 / x^{8}}{1 / x^{6}}=\frac{1}{x^{2}}=-2 z .
\end{aligned}
$$

Hence the transiormed equation is

$$
d^{2} y / d z^{2}+a^{2} y=-2 z \text { or }\left(D^{2}+a^{2}\right) y=-2 z .
$$

C.F $=c_{1} \cos \left(a z+c_{2}\right)$, P.I $=-2 z /\left(D^{2}+a^{2}\right)=-2 z / a^{2}$.
$\therefore y=c_{1} \cos \left(a z+c_{2}\right)-2 z / a^{2}$
$=c_{1} \cos \left(c_{2}-\frac{a}{2 x^{2}}\right)+\frac{1}{a^{2} x^{2}}$.
Ex. 11. Solve $\frac{d^{2} y}{d x^{2}}+(\tan x-3 \cos x) \frac{d y}{d x}+2 y \cos ^{2} x+\cos ^{4} x$.
[Rajasthan 57]
Solution. With usual notations putting

$$
\begin{aligned}
& Q_{1}=2,2\left(\frac{d z}{d x}\right)^{2}=2 \cos ^{2} x, z=\sin x \\
& P_{1}=-\frac{\sin x+(\tan x-3 \cos x) \cos x}{\cos ^{2} x}=-3
\end{aligned}
$$

and $\quad x_{1}=\frac{\cos ^{4} x}{\cos ^{2} x}=\cos ^{2} x=\left(1-2^{2}\right)$.
Hence after changing variable from $x$ to $z$, the equation becomes $\frac{d^{2} y}{d z^{2}}-3 \frac{d y}{d z}+2 y=\left(1-z^{2}\right)$.
A.E. is $\left(D^{2}-3 D+2\right)=0$, i.e. $(D-2)(D-1)=0$.
C.F. $=c_{1} e^{2 z}+c_{2} e^{z}$.

$$
\begin{aligned}
\text { P.I. } & =\frac{1}{\left(D^{2}-3 D+2\right)}\left(1-z^{2}\right)=\frac{1}{2}\left(1-\frac{3}{2} D+\frac{1}{2} D^{2}\right)^{-1}\left(1-z^{2}\right) \\
& =\frac{1}{2}\left(1+\frac{3}{2} D-\frac{1}{2} D^{2}+\frac{9}{4} D^{2}+\ldots\right)\left(1-z^{2}\right) \\
& =\frac{1}{2}\left(1-z^{2}\right)-\frac{1}{2} \cdot z-\frac{7}{4}=-\frac{1}{2} z^{2}-\frac{3}{2} z-\frac{5}{4} . \\
\therefore y & =c_{1} e^{2 z}+c_{2} e^{2}-\frac{1}{2} z^{2}-\frac{3}{2} z-\frac{5}{4} \\
& =c_{1} e^{2 \sin x}+c_{1} e^{\sin x} x-\frac{1}{2} \sin ^{2} x-\frac{3}{2} \sin x-\frac{5}{4} .
\end{aligned}
$$

Ex. 12. Solve the equation $\frac{d^{2} v}{d x^{2}}+\tan x \frac{d y}{d x}+v \cos ^{2} x=0$, by putting $z=\sin x$.
[Calcutta Hons. 63]
Solution. Putting $z=\sin x$,

$$
\begin{aligned}
& Q_{1}=\frac{Q}{(d \bar{z} / d x)^{2}}=\frac{\cos ^{2} x}{\cos ^{2} x}=1, \\
& P_{1}=\left(\frac{d^{2} z}{d x^{2}}+P \frac{d z}{d x}\right) /\left(\frac{d z}{d x}\right)^{2}=0, X_{1}=0 .
\end{aligned}
$$

$\therefore$ The transformed equation is $d^{2} y / d z^{2}+y=0$.
The solution is $y=c_{1} \cos \left(z+c_{2}\right)$

$$
=c_{1} \cos \left(\sin x+c_{2}\right)
$$

Ex. 13. Solve $\frac{d^{2} y}{d x^{2}}-\cot x \frac{d y}{d x}-y \sin ^{2} x=0$.
[Raj. 55]
Solution. Putting $Q_{1}=-1,\left(\frac{d z}{d x}\right)^{2}=\sin ^{2} x, z=-\cos x$.

$$
P_{1}=\frac{\cos x-\cot x \sin x}{\sin ^{2} x}=0, X_{1}=0
$$

Hence after changing variables from $x$ to 2 , the equation becomes $\left(d^{2} y^{\prime} / d z^{2}\right)-y=0,\left(D^{2}-1\right) y=0$,

$$
\begin{aligned}
y & =c_{1} e^{2}+c_{2} e^{-z} \\
& =c_{1} e^{-\cos x}+c_{2} e^{\cos x}
\end{aligned}
$$

Ex. 14. Solve $\frac{d^{2} y}{d x^{2}}-\frac{1}{x} \frac{d y}{d x}+4 x^{2} y=x^{4}$.
[Vikram-62; Raj. 49 ; Delhi Hons. 58 ; Poona 62| or $x \frac{d^{2} y}{d x^{2}}-\frac{d y}{d x}+4 x^{3} y=x^{5}$.

Solution. Putting $Q_{1}=1,\left(\frac{d i}{d x}\right)^{2}=4 x^{2}, z=x^{2}$.

$$
P_{1}=0, X_{1}=\frac{x^{4}}{4 x^{2}}=\frac{1}{4} x^{2}=\frac{1}{4} z
$$

The transformed equation is $\frac{d^{2} y}{d x^{2}}+y=\frac{1}{4} z$.

$$
\begin{aligned}
y & =c_{1} \cos \left(z+c_{2}\right)+\frac{1}{4} z \\
& =c_{1} \cos \left(x^{2}+c_{2}\right)+\frac{1}{4} x^{2} .
\end{aligned}
$$

Ex. 15. Solve $x \frac{d^{2} y}{d x^{2}}-\frac{d y}{d x}-4 x^{3} y=8 x^{3} \sin x^{2}$.
[Raj. 55]
Solution. Standard form is $\frac{d^{2} y}{d x^{2}}-\frac{1}{x} \frac{d y}{d x}-4 x^{2} y=8 x^{2} \sin x^{2}$.
Putting $Q_{1}=-1,\left(\frac{d z}{d x}\right)^{2}=4 x^{2} z=x^{3}$.

$$
P_{1}=\frac{2-\frac{1}{x} \cdot 2 x}{4 x^{2}}=0, X_{1}=\frac{8 x^{2} \sin x^{2}}{4 x^{2}}=2 \sin x^{2}=2 \sin z
$$

The equation in $z$ is $\left(d^{2} y / d z^{2}\right)-y=2 \sin z$,

$$
\left(D^{2}-1\right) y=2 \sin z, y=c_{1} e^{z}+c_{2} e^{-z}-\sin z
$$

or $y=c_{1} e^{x^{2}}+c_{2} e^{-x^{2}}-\sin x^{2}$.
Ex. 16. Solve $x^{4} \frac{d^{2} y}{d x^{2}}+2 x^{5} \frac{d y}{d x}+n^{2} y=0$.
[Açra 52]
Solution. Standard form $\frac{d^{2} y}{d x^{2}}+\frac{2}{x} \frac{d y}{d x}+\frac{n^{2}}{x^{4}} y=0$.
Putting $Q_{1}=\frac{Q}{(d z / d x)^{2}}=n^{2}, \frac{d z}{d x}=\frac{1}{x^{2}}, z=-\frac{1}{x}$

$$
P_{1}=\frac{-\frac{2}{x^{3}}+\frac{2}{x} \cdot \frac{1}{x^{2}}}{(d z / d x)^{2}}=0, X_{1}=0
$$

Equation in $z$ is $\left(d^{2} y / d z^{2}\right)+n^{2} y=0, y=c_{1} \cos \left(n z+c_{2}\right)$ or $y=c_{1} \cos \left(c_{2}-\frac{n}{x}\right)$
Ex. 17. Solve $\frac{d^{2} y}{d x^{2}}+\left(1-\frac{1}{x}\right) \frac{d y}{d x}+4 x^{2} e^{-z x} y=4(1+x) e^{-x}$.
Solution. Putting $Q_{1}=4, z=-e^{-x}(x+1), P_{1}-0$,
equation in $z$ is $\frac{d^{2} y}{d z^{2}}+4 y=-4 z$.
C.F. $=c_{2} \cos \left(2 z+c_{2}\right)=c_{1} \cos \left[c_{2}-2 e^{-x}(x+1)\right]$.

Ex: 18. Solve $x \frac{d^{2} y}{d x^{2}}+\left(4 x^{2}-1\right) \frac{d y}{d x}+4 x^{3} y=2 x^{3}$.
Solutior. st. torm is $\frac{d^{2} v}{d x^{2}}+\left(4 x-\frac{1}{x}\right) \frac{d^{2} y}{d x}+4 x^{2} y=2 x^{2}$.

Puting $Q_{1}=\frac{4 x^{2}}{(a z / d x)^{2}}=1, \frac{d z}{d x}=2 x, z=x^{2}$,

$$
P_{1}=\frac{2+(4 x-1 / x) 2 x}{4 x^{2}}=2, X_{1}=\frac{2 x^{2}}{4 x^{2}}=\frac{1}{2}
$$

Equation in $z$ is $\frac{d^{2} y}{d z^{2}}+2 \frac{d y}{d z}+y=\frac{1}{2},(D+1)^{2} y=\frac{1}{2}$.

$$
y=\left(c_{1}+c_{2} z\right) e^{-2}+\frac{1}{2}=\left(c_{1}+c_{2} x^{2}\right) e^{-x^{2}+\frac{1}{2}}
$$

*2.8. Method of Variation is Parameters [Meerut 70 ; Raj. 66 ; Nag. 63 ; Delhi Hons. 66, 63]
We shall now explain a somewhat artificial but elegant method for finding the complete primitive of a linear equation whose complementary function is known.

The equation is $\frac{d^{2} y}{d x^{2}}+P \frac{d y}{d x}+Q y=X$.
Let C.F. be $y=c_{1} u+c_{2} v$,
where $c_{1}$ and $c_{2}$ are constant ; then $u$ and $v$ are two integral solutions of $\frac{d^{2} y}{d x^{2}}+P \frac{d y}{d x}+Q y=0$,
i.e. $u_{2}+p_{u_{1}}+Q u=0$ and $v_{2}+P v_{1}+Q v=0 *$.

Clearly (2) will not be solution of (1) as there $X$ is not zero.:
Now let us replace the constants $c_{1}$ and $c_{2}$ by $A$ and $B$ (parameters) which are functions of $\boldsymbol{x}$ and let

$$
\begin{equation*}
y=A u+B v \tag{5}
\end{equation*}
$$

be a solution of (1).
Differentisting (5), $\frac{d y}{d x}=A_{1} u+B_{1} v+A u_{1}+B v_{1}$.
Let $A$ and $B$ satisfy the additional equation

$$
\begin{equation*}
\mathbf{A}_{1} \mathbf{u}+\mathbf{A}_{1} \mathbf{v}=0 \tag{6}
\end{equation*}
$$

Then $\frac{d y}{d x}=A u_{1}+B v_{1}$
and $\frac{d^{2} y}{d x^{2}}=A u_{2}+B v_{2}+A_{1} u_{1}+B_{1} v_{1}$.
Substituting these values in (1), we get
$\left[A u_{2}+B v_{2}+A_{1} u_{1}+B_{1} v_{1}\right]+P\left[A u_{1}+B v_{1}\right]+Q(A u+B v)=X$ or $A\left[u_{2}+P u_{1}+Q u\right]+B\left[v_{2}+P v_{1}+Q v\right]+\left(A_{1} u_{1}+B_{1} v_{1}\right)=X$.

The expressions within the first two brackets are zero by (4).

$$
\therefore \quad \mathbf{A}_{1} \mathbf{u}_{1}+\mathbf{B}_{1} \mathbf{v}_{1}=\mathbf{X}
$$

Equations (6) and (7) can be solved for $A_{1}, B_{1}$ which on int
*Here suffixes denote differentiation with respect to x ; thus

$$
n_{1} \frac{d u}{d x}, A_{1} \frac{d A}{d x} \text {. etc. }
$$

gration give $A$ and $B$. Then the complete solution of (1) is written as $\quad y=A u+B v$.
*Working Rule.
Given the equation $\frac{d^{2} y}{d x^{2}}+P \frac{d y}{d x}+Q y=X$,
find the solution of $\frac{d^{2} y}{d x^{2}}+P \frac{d y}{d x}+Q y=0$,
i.e. complementary function of given equation.

Take the C.E. as $y=A u+A v$, treating $A$ and $B$ as functions of $x$.

To determine $A$ and $B$, use the following two equations:
(i) $y=A u+B v$ is a solution of given equation which gives a condition $\quad A_{1} u_{1}+B_{1} v_{1}=X$.
(ii) $A_{1} u+B_{1} v=0$.

From these two relations between $A_{1}, B_{1}$, find $A_{1}$ and $B_{1}$ and integrate to get $A$ and $B$.

The complete solution is then $y=A u+B v$,
*Ex. 1 (a) Apply the method of variation of parameters to solve $\frac{d^{2} y}{d x^{2}}+n^{2} y=\sec n x$.
[Meerut 70; Sagar 63 ;
Agra 69, 64, Raj. 65, 52, Vikram 64;
Nagpur 61; Banaras 59]
Solution. The equation is $\frac{d^{2} y}{d x^{2}}+n^{2} y=\sec n x$.
C.F. or solation of $\frac{d^{2} y}{d x^{2}}+n^{2} y=0$ is

$$
y=c_{1} \cos n x+c_{2} \sin n x
$$

where $c_{1}$ and $c_{2}$ are constants.
Let us suppose that

$$
\begin{equation*}
y=A \cos n x+B \sin n x \tag{2}
\end{equation*}
$$

be a solution of (1) where $A$ and $B$ are functions of $x$.
From (2),

$$
\frac{d y}{d x}=-A n \sin n x+B n \cos n x+A_{1} \cos n x+B_{1} \sin n x .
$$

Choose $A$ and $B$ such that

$$
\begin{equation*}
A_{1} \cos n x+B_{1} \sin n x=0 \tag{3}
\end{equation*}
$$

then $\frac{d y}{d x}=-A n \sin n x+B n \cos n x$.
$\therefore \quad \frac{d^{2} y}{d x^{2}}=-n^{2}(A \cos n x+B \sin n x)-A_{1} n \sin n x+B_{1} n \cos n x$

$$
=-n^{2} y-A_{1} n \sin n x+B_{1} n \cos n x
$$

Putting values of $\frac{d^{2} y}{d x^{2}}, \frac{d y}{d x}$ et $<$ in (1), we get
$\left[-n^{2} y-A_{1} n \sin n x+B_{1} n \cos n x\right]+n^{2} y=\sec n x$
or $-A_{1} n \sin n x+B_{1} n \cos n x=\sec n x$.
Multiplying (3) by $n \sin n x$, (4) by $\cos n x$ and adding, we get

$$
\begin{equation*}
B_{1} n=1 \quad \text { or } \quad B_{1}=1 / n \tag{4}
\end{equation*}
$$

Then $A_{1}=-1 / n \tan n x$;
so $A=\int A_{1} d x=\frac{1}{n^{2}} \log \cos n x+c_{1}$
and $B_{1}=\int B_{1} d x=\frac{x}{n}+c_{2}$.
Therefore the complete solution is

$$
\begin{aligned}
y & =A \cos n x+B \sin n x \\
& =\left(\frac{1}{n^{2}} \log \cos n x+c_{1}\right) \cos n x+\left(\frac{x}{n}+c_{2}\right) \sin n x \\
& =c_{1} \cos n x+c_{2} \sin n x+\frac{\cos n x}{n^{2}} \log \cos n x+\frac{x}{n} \sin n x .
\end{aligned}
$$

Ex. 1. (b) Using the method of variation of parameters solve the differential equation $\frac{d^{2} y}{d x^{2}}+9 y=\sec 3 x$.
[Nagpur 61]
Put $n=3$ in the above example.
Ex. 2. Apply the method of variation of parameters to solve $\frac{d^{2} y}{d x^{2}}+4 y=4 \tan 2 x$.
[Sagar 64: Agra 71, 54]
Solution. First let us find out C.F. i.e. solution of

$$
\frac{d^{2} y}{d x^{2}}+4 y=\mathrm{C}, \quad \text { i.e. } \quad\left(D^{2}+4\right) y=0
$$

$D= \pm 2 i, \quad \therefore \quad y=c_{1} \cos 2 x+c_{2} \sin 2 x$.
So let $y=A \cos 2 x+B \sin 2 x$ be a solution of the given equation, where $A$ and $B$ are functions of $x$.

Then $\frac{d y}{d x}=-2 A \sin 2 x+2 B \cos 2 x+A_{1} \cos 2 x+B_{1} \sin 2 x$.
Choose $A, B$ such that $A_{1} \cos 2 x+B_{1} \sin 2 x=0$.
$\therefore \quad d y / d x=-2 A \sin 2 x+2 B \cos 2 x$
and $d^{2} y / d x^{2}=-4(A \cos 2 x+B \sin 2 x)-2 A_{1} \sin 2 x+2 B_{1} \cos 2 x$
$=-4 y-2 A_{1} \sin 2 x+2 B_{1} \cos 2 x$.
Putting values of $\frac{d^{2} y}{d x^{2}}, \frac{d y}{d x}$ in given equation, it becomes
$-4 y-4 A_{1} \sin 2 x+2 B_{1} \cos 2 x=4 \tan 2 x$
Ecuation (3) and (4) can be directly written from § 2.8 which are $A_{1} u+B_{1} v=0$
and $A_{1} \mu_{1}+E_{1} v_{1}=X$
where $u=\cos n x, v=\sin n x, X=-\sec n x$.
i.e. $-2 A_{1} \sin 2 x+2 B_{1} \cos 2 x=4 \tan 2 x$.
or $\quad A_{1} \sin 2 x-B_{1} \cos 2 x=-2 \tan 2 \lambda$.
Solving (1) and (2) for $A_{1}$ and $B_{1}$, we get
$A_{1}=-\frac{2 \sin ^{2} 2 x}{\cos 2 x}=-\frac{2\left(1-\cos ^{2} 2 x\right)}{\cos 2 x}=2 \cos 2 x-2 \sec 2 x$.
and $\therefore \quad \begin{aligned} & A=\sin 2 x-\log (\sec 2 x+\tan 2 x)+c_{1} \\ & B_{1}=2 \sin 2 x ; \quad \therefore \quad B=-\cos 2 x+c_{2}\end{aligned}$
Hence the complete solution is
$y=A \cos 2 x+B \sin 2 x$
$=c_{1} \cos 2 x+c_{2} \sin 2 x-\log (\sec 2 x+\tan 2 x) \cdot \cos 2 x$.
*Ex. 3 (a). Apply the method of variation of parameters to solve $\frac{d^{2} y}{d x^{2}}-y=\frac{2}{1+e^{x}}$
[Nagpur 63; Agra 50; Vikram 62]
Solution. The C. F., i.e. solution of $d^{2} y / d x^{2}-y=0$ is

$$
y=c_{1} e^{x}+c_{2} e^{-x}
$$

Now let $y=A e^{x}+B e^{-x}$,
where $A$ and $B$ are functions of $x$, be a solution of the given equation.

Then $\quad d y / d x=A e^{x}-B e^{-x}+A_{1} e^{x}+B_{1} e^{-x}$.
Choose $A, B$, such that $A_{1} e^{x}+B_{1} e^{-x}=0$.
Then $d y / d x=A e^{x}-B e^{-x}$
and $\quad d^{2} y / d x^{2}=A e^{x}+B e^{-x}+A_{1} e^{x}-B_{1} e^{-x}$

$$
=y+A_{1} e^{x}-B_{1} e^{-x}
$$

Putting these values in given equation, we get

$$
\begin{equation*}
\left(y+A_{1} e^{x}-B_{1} e^{-x}\right)-y=2 /\left(1+e^{x}\right) \tag{2}
\end{equation*}
$$

or $A_{1} e^{x}-B_{1} e^{-x}=1 /\left(1+e^{x}\right)^{-}$
From (1), $B e^{-x}=-A e^{x} ; \quad \therefore$ (2) gives

$$
2 A_{1} e^{x}=\frac{2}{1+e^{x}} \quad \text { or } \quad A_{1}=\frac{e^{-x}}{1+e^{x}}
$$

Also $B_{1}=-\frac{e^{x}}{1+e^{x}}$, so that $B=-\int \frac{e^{x}}{1+e^{x}}=-\log \left(1+e^{x}\right)+c_{2}$
and

$$
\begin{aligned}
A & =\int A_{1} d x=\int \frac{e^{-x}}{1+e^{x}}=\int \frac{1}{z^{z}(1+z)} d z, \text { where } z=e^{x} \\
& =\int\left(\frac{1}{z^{2}}-\frac{1}{z}+\frac{1}{1+z}\right) d z=-\frac{1}{z}-\log z+\log (1+z)+c_{1} \\
& =\log \frac{1+z}{z}-\frac{1}{z}+c_{1}=\log \frac{1+e^{x}}{e^{x}}-e^{-x}+c_{1}
\end{aligned}
$$

Hence the complete solution is

$$
\begin{aligned}
y & =A e^{x}+B e^{-x} \\
& =e^{x} \log \frac{1+\epsilon^{x}}{e^{x}}-1+c e^{x}-e^{-x} \log \left(1+e^{x}\right)+c_{2} e^{-x}
\end{aligned}
$$

Ex. 3. (b) Apply the method of variation af parameters to solve $x^{2} \frac{d^{2} y}{d x^{2}}-y=2 e^{x}$.

Divide by $x^{2}$ and then proceed as in the above example with $X=2 e^{x} / x^{2}$.

Ex. 4. Apply the method of variation of parameters to solve

$$
x^{2} \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}-y=x^{3} e^{x} .
$$

[Meerut 70 ; Raj. 64 ; Agra 66, 60. 53]
Solution. We find the C.F. i.e., solution of

$$
x^{2} \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}-y=0 \text { (Homogeneous equation). }
$$

Put $x=e^{x}, D \equiv d / d z$, then it becomes

$$
[D(D-1)+D-1] y=0 \text { or }\left(D^{2}-1\right) y=0 .
$$

$$
\therefore y=c_{1} e^{x}+c_{2} c^{-x}=c_{1} x+c_{2}(1 / x) \text { as } e^{x}=x .
$$

Let us suppose that $y=A x+B / x$
be a solution of the given equation, where $A, B$ (parameters) are
the functions of $x$.

$$
\therefore \frac{d y}{d x}=A-\frac{B}{x^{2}}+A_{1} x+\frac{B_{1}}{x}=0 .
$$

Choose $A$ and $B$, such that $A_{2} x+\frac{E_{2}}{x}=0$
Then $\frac{d y}{d x}=A-\frac{B}{x^{2}}$
and $\frac{d^{2} y}{d x^{2}}=A_{1}+{ }^{2 B} \quad \frac{1}{x^{2}}$.
Putting these values of $\frac{d y}{d x}, \frac{d^{2} y}{d x^{2}}$ in given equation, we get[iue equation in standard form is $\left.\frac{d^{2} y}{a x}+\frac{1}{x} \frac{d y}{d x}-\frac{y}{x^{2}}=e^{x}\right]$

$$
\left[A_{1}+\frac{2 B}{x^{2}}-\frac{B_{1}}{x^{2}}\right]+\frac{1}{x}\left[A-\frac{B}{x^{2}}\right]-\frac{1}{x^{2}}\left[A x+\frac{B}{x}\right]=e^{x}
$$

or $f_{1}-\frac{B \cdot}{x^{2}}=e^{x}$
Solving (1) wici (2) for $A_{1}$ and $B_{8}$, we have

$$
\begin{equation*}
A_{i} \frac{1}{2} e \text { and } B_{1}=-\frac{1}{2} x \cdot e^{x} . \tag{2}
\end{equation*}
$$

Thus $A=\int A_{1} d x=\frac{1}{2} e^{x}+c_{1}$
and

$$
B=\int B_{1} d x=-\frac{1}{6} \int\left(x^{2} e^{x}\right) d x=-\frac{1}{2} e^{x}\left[x^{2}-2 x+2\right]+c_{8}
$$

Hence the complete solution is $y=A x+B / x$

$$
\text { or } \begin{aligned}
y & =\left(\frac{1}{2} e^{x}+c_{1}\right) x+\left[-\frac{1}{2} e^{x}\left(x^{2}-2 x+2\right)+c_{2}\right] / x \\
& =c_{2} x+\frac{c_{2}}{x}+e^{x}-\frac{e^{x}}{x} .
\end{aligned}
$$

Ex. 5. (a) Apply the method of variation of parameters to solve the equation $(1-x) \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}-y=(1-x)^{2}$.
[Delhi Hons. 66 ; Agra 55 ; Raj. 66]
Solution The equation in standard form is

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}+\frac{x}{1-x} \frac{d y}{d x}-\frac{1}{1-x} v=1-x \tag{1}
\end{equation*}
$$

Here $P+x Q=\frac{x}{1-x}-x \cdot \frac{1}{1-x}=0$.
Hence $y=x$ is a part of C.F.
Now we find C.F., i.e. solution of

$$
\frac{d^{2} y}{d x^{2}}+\frac{x}{1-x} \frac{d y}{d x}-\frac{1}{1-x} y=0 .
$$

Putting $y \quad v x$, the reduced equation is

$$
\begin{aligned}
& \frac{d^{2} v}{d x^{2}}+\left(P+\frac{2}{y_{1}} \frac{d y_{1}}{d x}\right) \frac{d v}{d x}=0, \text { where } y_{1}=x \\
& \frac{d^{2} v}{d x^{2}}+\left(\frac{x}{1-x}+\frac{2}{x}\right) \frac{d v}{d x}=0
\end{aligned}
$$

or $\frac{d p}{d x}+\left(-1-\frac{1}{x-1}+\frac{2}{x}\right) p=0$, where $p=\frac{d v}{d x}$.
Integrating, $\log \bar{p}-x-\log (x-i)+2 \log x=\log c_{1}$
i.e. $p=\frac{d v}{d x}=\frac{c_{1}(x-1) e^{x}}{x^{2}}=c_{1}\left[\frac{1}{x}-\frac{1}{x^{2}}\right] e^{x}$

$$
\therefore v=c_{1} e^{x} / x+c_{2}, y=v x=c_{1} e^{x}+c_{8} x
$$

Let us now suppose that $y=A e^{x}+B x$ be a solution of (1), where $A$ and $B$ are functions of $x$. Then proceeding as usual, $A, B$ must satisfy the conditions

$$
A_{1} u+B_{1} v=0 \text {, i.e., } A_{1} e^{x}+B_{1} x=0
$$

and $A_{1} u_{1}+B_{1} v_{1}=X$, i.e., $A_{1} e^{x}+B_{1} .1=1-x$.
Solving these for $A_{1}$ and $B_{1}$, we get $B_{2}=1, A_{1}=-x e^{-x}$.

$$
\therefore \quad B=\int B_{1} d x=x+c_{1}, A=\int A_{1} d x=e^{-x}(x+1)+c_{2}
$$

Hence the complete solution is $y=A e^{x}+B x$
or $y=\left[e^{-x}(x+1)+c_{2}\right] e^{x}+\left(x+c_{1}\right) x$

$$
=c_{1} x+c_{2} e^{x}+\left(1+x+x^{2}\right) .
$$

Ex 5. ,b). Apply the method of variation of parameters to solve

$$
(x-1) \frac{d^{2} y}{d x^{2}}-x \frac{d y}{d x}+y=(z-i)^{2} .
$$

[Agra 70]
Solution. This is just the aheve example.

Ex. 6. Apply the method of variation of parameters to solve the equation $x \frac{d y}{d x} y=(x-1)\left(\frac{d^{2} y}{d x^{2}}-x+1\right)$.
[Sagar 62 ; Raj. 63 ; Agra 72, 51 ; Delhi Hons. 63]
Solution. The equation is

$$
(x-1) \frac{d^{2} y}{d x^{2}}-x \frac{d y}{d x}+y=(x-1)^{2} .
$$

Now proceed as in the above example.

$$
y=c_{1} e^{x}+c_{2} x+\left(x^{2}+x+1\right)
$$

Ex. 7. Solve by the method of variation of parameters

$$
x^{2} \frac{d^{2} y}{d x^{2}}-2 x(1+x) \frac{d y}{d x}+2(1+x) y=x^{3} .
$$

[Delhi Hons. 65, 63 ; Agra 67, 63 ; Raj. 64, 55]
Solution The equation in standard form is

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}-\frac{2(1+x)}{x} \frac{d y}{d x}+\frac{2(1+x)}{x^{2}} y=x . \tag{1}
\end{equation*}
$$

Here

$$
P+Q x=-\frac{2(2+x)}{x}+\frac{2(1+x)}{x}=0 .
$$

Hence $y=x$ is part of C.F.
So we find C.F., i.e. solution of

$$
\frac{d^{2} y}{d x^{2}}-\frac{2(1+x)}{x} \frac{d y}{d x}+\frac{2(1+x)}{x^{2}} y=0 .
$$

Put $y=v x$; then this equation becomes

$$
\frac{d^{2} v}{d x^{2}}+\left(P+\frac{2}{y_{1}} \frac{d y}{d x}\right) \frac{d v}{d x}=0, \text { where } y_{1}=x
$$

$$
\text { or } \quad \frac{d^{2} v}{d x^{2}}-2 \frac{d v}{d x}=0 \quad \text { or } \quad\left(D^{2}-2 D\right) v=0, D=0,2 .
$$

$\therefore v=c_{1}+c_{2} \varepsilon_{2}^{2 x}$.
$\therefore$ C.F. is $y=v x=c_{1} x+c_{2} x_{\varepsilon}{ }^{2 x}$
Now let $y=A x+B x e^{2 x}$ be a solution of (1), where $A$ and $B$ are functions of $x$. Then proceeding as usual, $A$ and $B$ satisfy the conditions

$$
A_{1} u+B_{1} v=0 \text {, i.e. } \quad A_{1} x+B_{1} x e^{2 x}=0 .
$$

and $A_{1} u_{1}+B_{1} v_{1}=X$ i.e. $A_{1}+B_{1} e^{2 x}(2 x+1)=x$.
Solving these for $A_{1}$ and $B_{1}$, we have

$$
B_{1}=\frac{1}{2} e^{-2 x} \text { and } A=-\frac{1}{4}
$$

i.e. $B=\frac{1}{4} e^{-2 x}+c_{1}$ and $A=-\frac{1}{2} x+c_{2}$

Therefore the complete solution is $y=A x+B x e^{2 x}$.
i.e. $y=\left(-\frac{1}{3} x+c_{3}\right) x+x e^{2 x}\left(-\frac{1}{4} e^{-2 x}+c_{1}\right)$

$$
=-\frac{1}{4} x-\frac{1}{2} x^{2}+c_{2} x+c_{1} x e^{2 x} .
$$

Ex. 8. Apply the method of variation of parameters to solve $\left.(x+2) \frac{d^{2} \cdot}{d x}-(2 x \mid-5) \frac{d y}{d x}+2\right)=(x+1) e^{x}$.
[Jiwaji 66; Vikram 64 ; Agra 59 : Raj. 59]
Example 2 has been solved other wise also. Sec Ex. 3 P. 49.

Solution. The equation in the standard form is

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}-\frac{2 x+5}{x+2} \frac{d y}{d x}+\frac{2}{x+2} y=\frac{x+1}{x+2} e^{x} . \tag{1}
\end{equation*}
$$

We find C.F., i.e. solution of

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}-\frac{2 x+5}{x+2} \frac{d y}{d x}+\frac{2}{x+2} y=0 . \tag{2}
\end{equation*}
$$

We note that $e^{m x}$ will be solution if

$$
m^{2}+P \cdot m+Q=0, \text { i.e. } m^{2}-\frac{2 x+5}{x+5} m+\frac{2}{x+2}=0
$$

i.e. $(m-2)[m x+(2 m-1)]=0$, i.e. $m=2$

Hence $y_{1}=e^{2 x}$ is a solution (2)
Putting $y=v y_{1}=v e^{2 x}$ the equation (2) becomes

$$
\frac{d p}{d x}+-\frac{2 x+3}{x+2} p=0 \text { (See Ex. } 16 \text { P. 58) when } \frac{d v}{d x}=p
$$

or $\frac{d p}{p}+\left(2-\frac{1}{x+2}\right) d x=0$
or $\log p-2 x+\log (x+2)=\log c_{1}$ or $p=c_{1}(x+2) e^{-2 x}$
or $d v / d x=c_{1}(x+2) e^{-2 x}$.

$$
v=\int c_{1}(x+2) e^{-2 x}+c_{2}=-c_{1} \cdot \frac{1}{4} e^{-2 x}(2 x+5)+c_{2},
$$

$\therefore \quad$ the solution of (2) is $y=v e^{2 x}$.
i.e. $\quad y=-1 c_{1}(2 x+5)+c_{2} e^{2 x}$.

Let us take $\quad y=A(2 x+5)+B e^{2 x}$.
to be solution of (1) where $A$ and $B$ (parameters) are functions of $x$.

Then $A$ and $B$ satisfy the conditions

$$
A_{1} u+B_{1} v=0, \quad \text { i.e. } \quad A_{1}(2 x+5)+B_{1} e^{2 x}=0,
$$

and $A_{1} u_{1}+B_{1} v_{1}=X$, i.e., $A_{1} 2+2 B_{1} e^{2 x}=\frac{x+1}{x+2} e^{x}$.
Solving these, $A_{1}=-\frac{e^{x}}{4} \frac{x+1}{(x+2)^{2}}=-\frac{e^{x}}{4}\left[\frac{1}{x+2}-\frac{1}{(x+2)^{2}}\right]$.

$$
\text { Integrating, } A=\frac{-e^{x}}{4(x+2)}+c_{1}
$$

and

$$
\begin{array}{rl}
B_{1} & =\frac{(2 x+5)(x+1) e^{-x}}{4(x+2)^{2}}=\frac{e^{-x}}{4}\left[2-\frac{1}{x+2}-\frac{1}{(x+2)^{2}}\right] . \\
\therefore \quad B & B=\frac{e^{-x}}{4}\left(\frac{1}{x+2}-2\right)+c_{y} .
\end{array}
$$

Therefore the complete solution is $y=A(2 x+5)+B e^{2 x}$. *

$$
\text { or } y=\left[-\frac{e^{x}}{4(x+2)}+c_{1}\right](2 x+5)+\frac{e^{-x}}{4}\left[\left(\frac{1}{x+2}-2\right)+c_{2}\right] e^{2 x}
$$

$$
=c_{1}(2 x+5)+c_{2} e^{2 x}-e^{x} .
$$

Ex. 9. By the method of variation of parameters, solve the equation $\frac{d^{2} y}{d x^{2}}+(1-\cot x) \frac{d y}{d x}-y \cot x=\sin ^{2} x . \quad$ [Rajasthan 58, 56]

Solution. Here $1-P+Q=0 ; \therefore y=\epsilon^{-x}$ is a solution of A.E.

Putting $y=v e^{-x}$, the equation which gives C.F. $(X=0)$ reduces to $\frac{d^{2} v}{d x^{2}}+\left[P+\frac{2}{y_{1}} \frac{d y_{1}}{d x}\right] \frac{d v}{d x}=0$, where $y_{1}=e^{-x}$ or $\frac{d^{2} v}{d x^{2}}+\left[1-\cot x-\frac{2}{e^{-x}} e^{-x}\right] \frac{d v}{d x}=0$. Put $\frac{d v}{d x}=p$
$\therefore d p / d x=(1+\cot x) p$ or $d p / p=(1+\cot x) d x$.
$\therefore \quad \log p-\log c_{1}+x+\log \sin x=\log \left(c_{1} \sin x e^{x}\right)$
or $p=d v / d x=c_{1} \sin x e^{x}$.
Integrating $v=\frac{1}{2} c_{1} e^{x}(\sin x-\cos x)+c_{2}$.
$\therefore y=v y_{1}=\frac{1}{2} c_{1}(\sin x-\cos x)+c_{2} e^{x}$
which is the C.F. of the given equation
Now let $y=A(\sin x-\cos x)+B e^{-x}$
be a solution of the given equation, where $A$ and $B$ arè functions of $x$.

Then $A$ and $B$ satisfy the relations
$A_{1}(\sin x-\cos x)+B_{1} e^{-x}=0$
and $A_{1}(\sim \cos x+\sin x)-B_{1} e^{-x}=\sin ^{2} x$.
Solving these, $A_{1}=\frac{1}{2} \sin x$, i.e. $A=-\frac{1}{2} \cos x+c_{1}$
and $\quad B_{1}=\frac{1}{2} e^{x}\left(\sin x \cos x-\sin ^{2} x\right)=\frac{1}{4} e^{x}[\sin 2 x-(1-\cos 2 x)]$.
$\therefore \quad B=\frac{e^{x}}{4(-5)}(2 \cos 2 x-\sin 2 x)-\frac{e^{x}}{4}$

$$
+\frac{e^{x}}{4(-2)}(-2 \sin 2 x-\cos 2 x)+c_{2}
$$

Hence the solution is
$y=\left(-\frac{1}{2} \cos x+c_{1}\right)(\cos x-\sin x)+e^{-x}\left[\frac{e^{x}}{4}\left(\frac{-\cos 2 x}{5}-\frac{3 \sin 2 x}{-5}\right)\right.$

$$
\left.-\frac{e^{x}}{4}+c_{2}\right]
$$

$=c_{1}(\cos x+\sin x)-\frac{1}{10}(\sin 2 x-2 \cos 2 x)+c_{2} e^{-x}$.
Ex. 10. Solve $d^{2} y / d x^{2}+y=\operatorname{cosec} x$.
[Indore 66 ; Nagpur 63 ; Agra 65, 49]
Solution. C.F. is $y=c_{1} \cos x+c_{2} \sin x$.
Let $y=A \cos x+B \sin x$ be solution of the given equation, where $A$ and $B$ are functions of $x$. Then proceeding as in Ex. 9 above

$$
A_{1} \cos x+B_{1} \sin x=0
$$

and $-A_{1} \sin x+B_{1} \cos x=\operatorname{cosec} x$,
so that $A_{1}=-1, B_{1}=\cot x$.

$$
\therefore \quad A=-x+c_{1}, B=\log \sin x+c_{2}
$$

Hence the complete solution is

$$
\begin{aligned}
y & =\left(-x+c_{1}\right) \cos x+\left(\log \sin x+c_{2}\right) \sin x \\
& =c_{1} \cos x+c_{2} \sin x-x \cos x+\sin x \log \sin x
\end{aligned}
$$

Ex. 11. Solve $d^{2} y / d x^{2}+y=x$.

Solation. As above let the solution be $y=A \cos x+B \sin x$, $A$ and $B$ here satisfy the conditions

$$
\begin{aligned}
& A_{1} \cos x+B_{1} \sin x=0, \\
& -A_{1} \sin x+B_{1} \cos x=x .
\end{aligned}
$$

These give $A_{1}=-x \sin x, B_{1}=x \cos x$.

$$
\begin{aligned}
& A=-\int x \sin x d x=-\left[-x \cos x+\int \cos x d x\right] \\
& =x \cos x-\sin x+c_{1}, \\
& B x \cos x d x=x \sin x+\cos x+c_{2} .
\end{aligned}
$$

Hence the complete solution is

$$
\begin{aligned}
y & =\left(x \cos x-\sin x+c_{1}\right) \cos x+\left(x \sin x+\cos x+c_{2}\right) \sin x \\
& =x+c_{1} \cos x+c_{2} \sin x .
\end{aligned}
$$

Ex. 12. By the method of variation of parameters, solve the equation $\left(1-x^{2}\right) \frac{d^{2} y}{d x^{2}}-4 x \frac{d y}{d x}-\left(1+x^{2}\right) y=x$.
[Sagar 66 : Vikram 63; Raj. 53]
Solution. The equation in standard form is

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}-\frac{4 x}{1-x^{2}} \frac{d y}{d x}-\frac{\left(1+x^{2}\right)}{1-x^{2}} y=\frac{x}{1-x^{2}} \tag{1}
\end{equation*}
$$

To remove the first derivative, we choose (see $\$ 2 \cdot 6$ P 62)

$$
y_{1}=e^{-\frac{1}{2} \int P d x}=e^{\frac{1}{1-x^{2}} d x}=e^{-\log \left(1-x^{2}\right)}=\frac{1}{1-x^{2}}
$$

Putting $y=v y_{1}$, the equation becomes

$$
\begin{aligned}
& \frac{d^{2} v}{d x^{2}}+Q_{1} v=X_{1} \\
& Q_{1} \\
& =Q-\frac{1}{4} P^{2}-\frac{1}{2} \frac{d P}{d x}=-\frac{1+x^{2}}{1-x^{2}}-\frac{4 x^{2}}{\left(1-x^{2}\right)^{2}}+\frac{4}{2}\left[\frac{1}{1-x^{2}}+\frac{2 x^{2}}{\left(1-x^{2}\right)^{2}}\right] \\
& \\
& \quad=1, X_{1}=\frac{X}{y_{1}}=x .
\end{aligned}
$$

The equation reduces to $d^{2} v / d x^{2}+v=x$.
C.F. of (2) is

$$
\begin{equation*}
v=A \cos x+B \sin x \tag{2}
\end{equation*}
$$

Consider $A$ and $B$ as functions of $x$ and let (3) be a solution of (2); then $A$ and $B$ satisfy the relations

$$
\begin{array}{r}
A_{1} \cos x+B_{1} \sin x=0 \\
-A_{1} \sin x+B_{1} \cos x=x .
\end{array}
$$

These give $A_{1}=-x \sin x, \quad B_{1}=\hat{x} \cos x$

$$
A=-x \cos x-\sin x+c_{1}, B=x \sin x+\cos x+c_{9}
$$

Complete solution of (2) is

$$
\begin{aligned}
v & =A \cos x+B \sin x \\
& =c_{1} \cos x+c_{2} \sin x+x .
\end{aligned}
$$

And the complete solution (1) is $y=y_{1}$,
i.e. $y=\left[c_{1} \cos x+c_{2} \sin x+x\right] \frac{1}{1-x^{2}}$.

Ex. 13 By the method of variation of parameters, solve the equation $\left(1-x^{2}\right) \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}-y=x\left(1-x^{2}\right)^{3 / 2}$.
[R2j. 54]
Solution. The equation can be written as

$$
\frac{d^{2} y}{d x^{2}}+\frac{x}{1-x^{2}} \frac{d y}{d x}-\frac{1}{1-x^{2}} y=x\left(1-x^{2}\right)^{1 / 2} .
$$

Here $P+Q x=0 ; \therefore \quad y=x$ is part of C.F
To find C.F., i.e. solution of $\frac{d^{2} y}{d x^{2}}+\frac{x}{1-x^{2}} \frac{d v}{d x}-\frac{1}{1-x^{2}} y=0$, put $y=v x$; the equation then becomes

$$
\begin{aligned}
& \frac{d^{2} v}{d x^{2}}+\left[P+\frac{2}{y_{1}} \frac{d y_{1}}{d x}\right] \frac{d v}{d x}=0, y_{1}=x \\
& \text { or } \frac{d^{2} v}{d x^{2}}+\left(\frac{x}{1-x^{2}}+\frac{2}{x}\right) \frac{d v}{d x}=0 \text { or } \frac{d p}{d x}+\left(\frac{x}{1-x^{2}}+\frac{2}{x}\right) p=0, p=\frac{d v}{d x} \\
& \\
& \frac{d p}{p}+\left(\frac{2}{x}+\frac{x}{1-x^{2}}\right) d x=0 .
\end{aligned}
$$

Integrating, $\log p+2 \log x-\frac{1}{2} \log \left(1-x^{2}\right)=\log c_{1}$
or $p=\frac{d v}{d x}=\frac{c_{1} \sqrt{ }\left(1-x^{2}\right)}{x^{2}}$.

$$
\begin{aligned}
& \therefore \quad v=c_{1}\left[\sqrt{ }\left(1-x^{2}\right)\left(\frac{1}{x}\right)\right. \\
&\left.-\int \frac{1}{2}\left(1-x^{2}\right)^{-1 / 2}(-2 x) \cdot\left(-\frac{1}{x}\right) d x\right]+c_{2} \\
&=-c_{1}\left[\frac{\sqrt{ }\left(1-x^{2}\right)}{x}+\sin ^{-1} x+c^{2}\right]
\end{aligned}
$$

Hence C.F. is $y=v x=-c_{1}\left[\sqrt{ }\left(1-x^{2}\right)+x \sin ^{-1} x\right]+c_{2} x$.
Let $y=A\left[\sqrt{ }\left(1-x^{2}\right)+x \sin ^{-1} x\right]+B x$
be a solution of the given equation, where $A$ and $B$ are functions of $x$. Then $A$ and $B$ satisfy the relations

$$
\begin{equation*}
A_{1}\left[\sqrt{ }\left(1-x^{2}\right)+x \sin ^{-1} x\right]+B_{1} x=0 \tag{1}
\end{equation*}
$$

and $A_{1}\left[\frac{-x}{\sqrt{ }\left(1-x^{2} ;\right.}+\sin ^{-1} x+\frac{x}{\left.\sqrt{11-x^{2}}\right)}\right]+B_{1,1}=x\left(1-x^{2}\right)^{1 / 2}$ or $A_{1}\left[\sin ^{-1} x\right]+B_{1}=x\left(1-x^{2}\right)^{1 / 2}$

Multiplying (2) by $x$ and subtracting from (1), we get

$$
\begin{align*}
& A_{1} \sqrt{ }\left(1-x^{2}\right)=-x^{2}\left(1-x^{2}\right)^{1 / 2} \text { or } A_{1}=-x^{2} . A=-\frac{1}{8} x^{3}+c_{1},  \tag{2}\\
& B_{1}=-\frac{A_{1}}{x}\left[\sqrt{ }\left(1-x^{2}\right)+x \sin ^{-1} x\right]=x \sqrt{ }\left(1-x^{2}\right)+x^{2} \sin ^{-1} x, \\
& B=\int\left[x \sqrt{ }\left(1-x^{2}\right)+x^{2} \sin ^{-1} x\right] d x+c_{2} \\
& =\int\left[x \sqrt{ }\left(1-x^{2}\right) d x+\sin ^{-1} x \cdot \frac{5}{3} x^{3}-\iint \frac{1}{\sqrt{3} x^{2}} \frac{1}{\sqrt{\left(1-x^{2}\right)} d x+c_{2}}\right.
\end{align*}
$$

For an altrenative solution, Sec Ex. 4 P. So.

$$
\begin{aligned}
& =\int x \sqrt{ }\left(1-x^{2}\right) d x+\frac{1}{3} x^{3} \sin ^{-1} x+\frac{1}{3} \int \frac{x\left(1-x^{2}-1\right)}{\sqrt{\left(1-x^{2}\right)}} d x+c_{2} \\
& =\frac{1}{3} \int x \sqrt{ }\left(1-x^{2}\right) d x-\frac{1}{2} \int \frac{x}{\sqrt{\left(1-x^{2}\right)}} d x+\frac{1}{3} x^{8} \sin ^{-1} x+c_{2} \\
& =-\frac{2\left(1-x^{2}\right)^{3 / 2}}{3}+\frac{1}{3}\left(1-x^{2}\right)^{1 / 2}+\frac{1}{3} x^{3} \sin ^{-1} x+c_{2} .
\end{aligned}
$$

Hence the complete solution is

$$
\begin{aligned}
y= & A\left[\sqrt{ }\left(1-x^{2}\right)+x \sin ^{-1} x\right]+B x \\
= & \left(-\frac{1}{3} x^{3}+c_{1}\right)\left[\sqrt{ }\left(1-x^{2}\right)+x \sin ^{-1} x\right] \\
& \quad+\left[-\frac{4}{4}\left(1-x^{2}\right)^{3 / 2}+\frac{1}{3}\left(1-x^{2}\right)^{1 / 2}+\frac{1}{8} x^{3} \sin ^{-1} x+c_{2}\right] x \\
= & c_{1}\left[\sqrt{ }\left(1-x^{2}\right)+x \sin ^{-1} x\right]+c_{2} x+\frac{1}{3} x\left(1-x^{2}\right) \sqrt{ }\left(1-x^{2}\right) \\
= & c_{1}\left[\sqrt{ }\left(1-x^{2}\right)+x \sin ^{-1} x\right]+c_{2} x-\frac{1}{8} x\left(1-x^{2}\right)^{3 / 2}
\end{aligned}
$$

Ex. 14. Apply the method of variation of parameters to solve the equation

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}+(\tan x-3 \cos x) \frac{d y}{d x}+2 y \cos ^{2} x=\cos ^{4} x \tag{Raj.57}
\end{equation*}
$$

.Solution. As found in Ex. 11 P. 82, the C.F. is

$$
\begin{equation*}
\text { Let } \quad y=A e^{2 \sin x}+B e^{\sin x} \tag{1}
\end{equation*}
$$

be the solution of the equation, where $A, B$ (parameters) are functions of $x$.

Then $A$ and $B$ satisfy the following conditions :
and

$$
\begin{aligned}
& \text { and } \quad 2 A_{1} e^{2 \sin x} \cdot \cos x+B_{1} e^{\sin x} \cdot \cos x=\cos ^{4} x \\
& \text { i.e. } \quad 2 A_{1} e^{2} \sin x+B_{1} e^{\sin x=\cos ^{3} x, i e \cdot A_{1} e^{2} \sin x-\cos ^{3} x}
\end{aligned}
$$

$$
A_{1}=\cos ^{2} x \cdot e^{-3 \sin x}, B_{1}=-A_{1} e^{\sin x}=-\cos ^{3} x . e^{-\sin x}
$$

$\therefore \quad A=\int \cos ^{3} x \cdot e^{-2 \operatorname{stn} x} d x=\int\left(1-\sin ^{2} x\right) e^{-2 \sin x} \cos x d x$

$$
=-\int\left(1-t^{2}\right) e^{2 t} d t, \quad \text { where }-\sin x=t,-\cos x d x=d t
$$

$$
=-e^{2 t}\left[\frac{1}{2}-\frac{1}{2} t^{2}+\frac{1}{2} t-\frac{1}{4}\right]
$$

$$
=-e^{-2 \sin x\left[\frac{1}{2}-\frac{1}{2} \sin ^{2} x-\frac{1}{2} \sin x-\frac{1}{4}\right]+c_{1} . . . ~}
$$

$$
B=-\int \cos ^{3} x e^{-\sin x} d x=-\int\left(1-\sin ^{2} x\right) \cos x \cdot e^{-\sin x} d x
$$

$$
=\int\left(1-z^{2}\right) e^{z} d z, \text { where } z=-\sin x, d z=-\cos x d x
$$

$$
=e^{z}\left[1-z^{2}+2 z-2\right]=e^{z}\left[2 z-z^{2}-1\right]
$$

$$
=e^{-\sin x}\left[-2 \sin x-\sin ^{2} x-2\right]+c_{2}
$$

Putting these values of $A$ and $B$ in (1), we have

$$
\begin{aligned}
v & =c_{1} e^{2 \sin x}+\frac{1}{2} \sin ^{9} x+\frac{1}{2} \sin x-\frac{1}{4}+c_{2} e^{\sin x}-2 \sin x-\sin ^{2} x-1 \\
& =c_{1} e^{2} \sin x+c_{2} e^{s i n} x-\frac{1}{2} \sin ^{2} x-\frac{3}{2} \sin x-\frac{5}{4}
\end{aligned}
$$

which is the complete solution.
2.9. Method of operational factors.

Let the equation of second order be

$$
\begin{equation*}
P_{0} \frac{d^{2} y}{d x^{2}}+P_{1} \frac{d y}{d x}+P_{2} y=X . \tag{1}
\end{equation*}
$$

Write $\frac{d}{d x} \equiv D$; then (1) is

$$
P_{0} D^{2} y+P_{1} D y+P_{2} y=X \text { or } f(D) y=X .
$$

If $f(D)$ can be resolyed into two factors $F_{1}(D)$ and $F_{2}(D)$ such that when $F_{1}(D)$ operates on $y$ and $F_{2}(D)$ operates upon the result. $\left[F_{1}(D) y\right]$, then the equation may be written as

$$
\begin{aligned}
& f(D) y=F_{2}(D)\left\{F_{1}(D) y\right\} \\
& \text { or } f(D) y=F_{2}(D) F_{2}(D) y .
\end{aligned}
$$

[Here we cannot write $f(D) y=F_{1}(D) F_{2}(D) y$ ].
The order in which the factors are written must be verified so as to form the same equation.

The following few examples will fully illustrate the method :
*Ex. 1. Solve $x \frac{d^{2} y}{d x^{2}}+(1-x) \frac{d y}{d x}-y=e^{x}$.
[Asra 50 ; Luck. 51]
Solution. Writing $D$ for $d / d x$, the equation is

$$
\begin{equation*}
\left[x D^{2}+(1-x) D-1\right] y=e^{x} \tag{1}
\end{equation*}
$$

or $(x D+1)(D-1) y=e^{x}$.
[This cannot be written as $(D-1)(x D+1) y=e^{x}$ as this does not give equation on expansion.]

Now let $(D-1) y=v$; then $(x D+1) v=e^{x}$
or $v=c x^{-1}+e^{x} x^{-1}$.
Then equation (1) becomes ( $D-1$ ) $y=c x^{-1}+e^{x} x^{-1}$
or $y=c_{1} e^{x}+c e^{x} \int e^{-x} x^{-1} d x+e^{x}+\log x$.
Ex. 2. Solve $\left[(x+3) D^{2}-(2 x+7) D+2\right] y=(x-3)^{2} e^{x}$
Solution The equation may be written as

$$
[(x+3) D-1](D-2) y=(x+3)^{2} e^{x}
$$

Put $(D-2) y=v ; \quad \therefore \quad[(x+3) D-1] v=(x+3)^{2} e^{x}$ or $\left(D-\frac{1}{x+j}\right) v=(x+3) e^{x} ;$ I.F. $=e^{\int-\frac{1}{x+} d x}=\frac{1}{x+3}$.
$\therefore v \cdot \frac{1}{x+3}=\int e^{x}+k=e^{x}+k$
or $\quad(D-2) y=v=(x+3) e^{x}+k(x+3)$.
Linear, I.F. $=e^{-2 x}$, thus the solution is

[^3]\[

$$
\begin{aligned}
y e^{-2 x} & =\int\left[(x+3) e^{-x}+k(x+3)\right] e^{-2 x} d x \\
& =-x e^{-x}-4 e^{-x}+k\left[-\frac{1}{3} x e^{-2 x}-\frac{7}{4} e^{-2 x}\right]+c_{2} \\
y & =-x e^{x}-4 e^{x}-c_{1}(2 x+7)+c_{2} e^{2 x} .
\end{aligned}
$$
\]

or
Ex. 3. Solve $\left[x D^{2}+(1-x) D-2(1+x)\right] y=e^{-x}(1-6 x)$.
Solution. The equation may be written as

$$
[x D+(1+x)][D-2] y=e^{-x}(1-6 x) .
$$

Putting ( $D-2$ ) $y=v, v=(1-3 x) e^{-x}+k e^{-x} x^{-1}$.
$\therefore \quad(D-2) y=(1-3 x) e^{-x}+k e^{-x} x^{-1}$
or $y=x e^{-x}+c_{1} e^{2 x} \int \frac{e^{-3 x}}{x} d x+c_{2} e^{2 x}$
Ex. 4. Solve $\left[x D^{2}-(x+2) D+2\right] y=x^{3}$.
Solution. The equation is $(x D-2)(D-1) y=x^{2}$.
If $(D-1) y=v, \quad v=x^{3}+k x^{2}$
or $\quad(D-1) y=x^{3}+k x^{2}$.
$\therefore \quad y=-x^{3}+c_{1}\left(x^{2}+2 x+2\right)+c_{2} e^{x}$.
Ex. 5. Solve $3 x^{2} \frac{d^{2} y}{d x^{2}}+\left(2-6 x^{2}\right) \frac{d y}{d x}-4 y=0$.
Solution. The equation is $\left(3 x^{2} D+2\right)(D-2) y=0$.
Proceêding as usual, $y=c_{1} e^{2 x} \int e^{(3 / 2 x)-2 x} d x$.
Ex. 6. Solve $3 x^{2} \frac{d^{2} y}{d x^{2}}+\left(2+6 x-6 x^{2}\right) \frac{d y}{d x}-4 y=0$.
Solution. The equation is $(D-2)\left(3 x^{2} D+2\right) y=0$.
If $\left(3 x^{2} D+2\right) y=v, \quad v=k . e^{3 x}$ 。
$\therefore \quad\left(3 x^{2} D+2\right) y=k e^{2 x}$,

$$
y=c_{1} e^{2 / \varepsilon x}+c_{2} e^{2 / 3 x} \int \frac{1}{\lambda^{2}} e^{2} e^{(2 x-2 / 3 x)} d x .
$$

## Simultaneous Differential Equations

3.1. So far we have discussed differential equations involving two variables, viz one depundent (usually y) and the other independent (usually $x$ ). In the present chapter, we shall discuss differential equations in which there is one independent variable and two or more than two dependent variables. To completely solve such equations we shall require as many simultaneous equations as is the number of dependent variables.
3.2. Methods of solving simultaneous linear differential equations with constant coefficients.

Let $x$ and $y$ be the two dependent variables and $t$ the independent variable. Thus, in simultaneous equations there occur differential coefficients with regard to $t$,

First Method. Use of operator D. Write $D$ for $d / d t$ and put equations in the form

$$
\begin{gather*}
f_{1}(D) x+f_{2}(D) y=T_{1},  \tag{1}\\
\phi_{1}(D) x+\phi_{2}(D) y=T_{2} \tag{2}
\end{gather*}
$$

where $T_{1}$ and $T_{2}$ are functions of independent variables $t$. Now to eliminate $y$, operate (1) by $\phi_{2}(D)$ and (2) by $f_{2}(D)$; then these equations become

$$
\left.f_{1}: D\right) \phi_{2}(D) x+f_{2}(D) \phi_{3}(D) y=\phi_{2}(D) T_{1}
$$

and $\quad \phi_{1}(D) f_{2}(D) x+f_{2}(D) \phi_{3}(D) y=f_{2}(D) T_{2}$
Subtracting,

$$
\left[f_{1}(D) \phi_{2}(D)-\phi_{1}(D) f_{2}(D)\right] x=\phi_{2}(D) T_{1}-f_{2}(D) T_{2}
$$

i.e.

$$
F_{1}(D) x=T
$$

which is linear equation in $x$ and $t$ and can be solved to give $x$.
Putting this value of $x$ in (1) or (2), we get value of $y$.
Note. We can also eliminate $x$ to get a linear equation in $y$ and $t$ which when solved gives $y$. And $x$ can be obtained from (1) and (2) after putting the value of $y$ there.
Second Method. Method of Differentiation. Sometimes $\boldsymbol{x}$ or $\boldsymbol{y}$ can be conveniently eliminated if we differentiate (1) oi (2) or both. The resulting equations after eliminating one dependent variable ( $x$ or $y$ ) are solved to give the value of another dependent variable. And then the value of the other variable can be found. .
3.3. (Important) Number of Arbitrary Constants

The number of arbitrary constants in the general solutions of (1) and (2) of $\S 3 \cdot 2$ is equal to the degree of $D$ in

$$
\Delta=\left|\begin{array}{ll}
f_{1}(D) & f_{2}(D) \\
\phi_{1}(D) & \phi_{2}(D)
\end{array}\right| \quad \text { if } \Delta \neq 0 .
$$

In case $\Delta=0$, the system is dependent ; such cases will not be considered.

Ex. 1. Solve $\frac{d x}{d t}+2 x-3 y=t, \frac{d y}{d t}-3 x+2 y=e^{2 t}$.
[Karnatak B.Sc. (Snb.) 61]
Solution. Writing $D$ for $d / d t$, the equations are

$$
\begin{equation*}
(D+2) x-3 y=t \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
-3 x+(D+2) y=e^{2 t} . \tag{2}
\end{equation*}
$$

Multiplying (1) by $(D+2)$, (2) by 3 and adding, we get
or

$$
\left.(D+2)^{2}-9\right] x=(D+2) t+3 e^{2 t}
$$

$\quad\left(D^{2}+4 D-5\right) x=2 t+1+3 e^{2 t}$.
A.E. is $\quad(D+5)(D-1)=0, D=1,-5$.

$$
\therefore \quad \text { C.F. }=c_{1} e^{t}+c_{2} e^{-5 t} .
$$

P.I. $=\frac{2 t+1}{D^{2}+4 D-5}+\frac{E e^{2 t}}{D^{2}+4 D-5}$

$$
\begin{aligned}
& =-\frac{1}{8}\left(1-\frac{4}{8} D-\frac{1}{8} D^{2}\right)^{-1}(2 t+1)+\frac{3 e^{2 t}}{4+8-5} \\
& =-\frac{1}{8}\left(1+\frac{4}{5} D+\ldots\right)(2 t+1)+\frac{3}{8} e^{2 t} \\
& =-\frac{1}{5}\left(2 t+1+\frac{8}{8}\right)+\frac{3}{8} e^{2 t}=\frac{3}{3} e^{2 t}-\frac{2}{5} t-\frac{1}{2} \frac{3}{5} . \\
\therefore \quad x & =c_{1} e^{t}+c_{3} e^{-5 t}+\frac{3}{7} e^{2 t}-\frac{2}{8} t-\frac{13}{2} \frac{3}{5} .
\end{aligned}
$$

This gives $\frac{d x}{d t}=c_{1} e^{t}-5 c_{1} e^{-5 t}+\frac{9}{7} e^{2 t}-\frac{2}{5}$.
Now from (1), $3 y=\frac{d x}{d t}+2 x-t$

$$
\begin{aligned}
& =3 c_{1} e^{t}-3 c_{2} e^{-5 t}+2{ }^{2} t^{2 t}-\frac{9}{5} t=\frac{3}{2} t . \\
\therefore \quad y & =c_{1} e^{t}-c_{2} e^{-5 t}+\frac{4}{7} e^{2 t}-\frac{3}{5} t-\frac{12}{25} .
\end{aligned}
$$

Ex. 2. Solve $\frac{d x}{d t}+5 x+y=e^{t}, \frac{d y}{d t}-x+3 y=e^{2 t}$.
[Delhi Hons. 68]
Solution. The equations are

$$
(D+5) x+y=e^{t},-x+(D+3) y=e^{2 t} .
$$

Multiplying first by ( $D+3$ ) and subtracting second from it,
we get $(D+5)(D+3) x+x=(D+3) e^{t}-e^{2 t}$
or $\left(D^{2}+8 D+15\right) x=4 e^{t}-e^{2 t}$.
From this A.E is $(D+5)(D+3)=0$.

$$
\begin{aligned}
\therefore \quad x & =c_{1} e^{-5 t}+c_{2} e^{-3 t}+\frac{4 e^{t}-e^{2 t}}{D^{2}+8 D+15} \\
& =c_{1} e^{-b t}+c_{2} e^{-3 t}+\frac{1}{6} e^{t}-\frac{3^{\frac{1}{5}} e^{2 t}}{}
\end{aligned}
$$

Also $y=e^{t}-(D+5) x$ etc.

Ex 3. (a) Solve the simultaneous equations
$\frac{d x}{d t}-7 x+y=0 ; \frac{d y}{d t}-2 x-5 y=0$.
[Delhi Hons. 72, 70, 67 ; Karnatak 62; Agra 71, 58;
Bombay 65]
Solution. Writing $D$ for $d / d t$, the equations are

$$
\begin{align*}
(D-7) x+y & =0  \tag{1}\\
-2 x+(D-5) y & =0 . \tag{2}
\end{align*}
$$

Eliminating $y$ from these, we get

$$
(D-7)(D-5) x+2 x=0, \text { i.e. }\left(D^{2}-12 D+37\right) x=0
$$

Auxiliary equation is $D^{2}-12 D+37=0, D=6 \pm i$.
$\therefore \quad x=e^{6 t}\left(c_{2} \cos t+c_{2} \sin t\right)$,
so that $\frac{d x}{d t}=6 e^{5 t}\left(c_{1} \cos t+c_{2} \sin t\right)+e^{8 t}\left(-c_{1} \sin t+c_{2} \cos t\right)$

$$
=6 x+e^{6 t}\left(-c_{1} \sin t+c_{2} \cos t\right)
$$

From (1), $y=7 x-\frac{d x}{d t}$

$$
\begin{aligned}
& =7 x-\left[6 x+e^{6 t}\left\{-c_{1} \sin t+c_{2} \cos t\right\}\right] \\
& =x-e^{6 t}\left(-c_{1} \sin t+c_{2} \cos t\right) \\
& =e^{6 t}\left[\left(e_{1} \cos t+c_{2} \sin t\right)-\left(-c_{1} \sin t+c_{2} \cos t\right)\right] \\
& =e^{6 t}\left[\left(c_{1}-c_{2}\right) \cos t+\left(c_{2}+c_{1}\right) \sin t\right] .
\end{aligned}
$$

Hence the solution is

$$
\begin{aligned}
& x=e^{\theta t}\left[c_{1} \cos t+c_{2} \sin t\right], \\
& y=e^{6 t}\left[\left(c_{1}-c_{2}\right) \cos t+\left(c_{2}+c_{1}\right) \sin t\right] .
\end{aligned}
$$

Ex. 3. (b) Solve $\frac{d x}{d t}+7 x-y=0, \frac{d y}{d t}+2 x+5 y=0$. [Raj. 61]
Hint. Proceed as above.
*Ex. 4. Solve the simultaneous equations

$$
\frac{d^{2} x}{d t^{2}}-3 x-4 y=0, \frac{d^{2} y}{d t^{2}}+x+y=0
$$

[Delhi Hons. 68 ; Agra 69, 62, 56]
Solution. Writing $D$ for $(d / d t)$, the equations are

$$
\begin{gather*}
\left(D^{2}-3\right) x-4 y=0  \tag{1}\\
x+\left(D^{2}+1\right) y=0 . \tag{2}
\end{gather*}
$$

and
Eliminating $y$, we get $\left(D^{2}+1\right)\left(D^{2}-3\right) x+4 x=0$
or $\quad\left(D^{4}-2 D^{2}+1\right) x=0$ or $\left(D^{2}-1\right)^{2} x=0$,

$$
D=-1,-1,+1,+1
$$

$$
\begin{equation*}
\therefore \quad x=\left(c_{1}+c_{2} t\right) e^{-t}+\left(c_{3}+c_{4} t\right) e^{t} \tag{3}
\end{equation*}
$$

Now $D x=(d x / d t)=-\left(c_{1}+c_{2} t\right) e^{-t}+c_{2} e^{-t}+\left(c_{2}+c_{4} t\right) e^{t}+c_{4} e^{t}$
and $D^{2} x=\left(c_{2}+c_{2} t\right) e^{-t}-2 c_{9} e^{-t}+\left(c_{3}+c_{4} t\right) e^{t}+2 c_{4} e^{t}$.

From (1), $y=\frac{1}{( }\left(D^{2}-3\right) x=\frac{1}{4}\left(D^{2} x-3 x\right)$

$$
\begin{align*}
& =1\left[\left(c_{1}+c_{3} t\right) e^{-t}+\left(c_{3}+c_{4} t\right) e^{t}-2 c_{2} e^{-t}+2 c_{4} e^{t}\right. \\
& \left.=\frac{\left.3\left(c_{1}+c_{2} t\right) e^{-t}-3\left(c_{3}+c_{4} t\right) e^{t}\right]}{}=\frac{1}{2}\left(e_{4}-c_{3}-c_{4} t\right)-e^{-t}\left(c_{1}+c_{2} t+c_{2}\right)\right]
\end{align*}
$$

Hence the solution is
$x=\left(c_{1}+c_{3} t\right) e^{-t}+\left(c_{3}+c_{4} t\right) e^{t}$;
$y=\frac{1}{2}\left[e^{t}\left(c_{4}-c_{3}-c_{4} t\right)-e^{-t}\left(c_{1}+c_{2} t+c_{2}\right)\right]$.
Ex. 5. Solve $\frac{d y}{d x}=2 z-y, \frac{d z}{d x}=4 z-2 y$.
Sulution. Equations are
[Bombay 61]

$$
(D+1) y+3 z=0,(D-4) z+2 y=0 .
$$

Eliminating $y,[(D+1)(D-4)-6] \dot{z}=0$.
Auxiliary equation is

$$
D^{2}-3 D-10=0,(D-5)(D+2)=0
$$

Thus $z=c_{1} e^{5 x}+c_{2} e^{-2 x}, \frac{d z}{d x}=5 c_{1} e^{5 x}-2 c_{2} e^{-2 x}$.
From second equation, $2 y=4 z-(d z / d x)$,
i.e. $\quad 2 y=4\left(c_{1} e^{5 x}+c_{2} e^{-2 x}\right)-\left(5 c_{1} e^{5 x}-2 c_{2} e^{-2 x}\right)$,
or $\quad y=-\frac{1}{2} c_{1} e^{5 x}+3 c_{2} e^{-2 x}$.
Ex. 6 Solve $\frac{d y}{d x}=y, \frac{d z}{d x}=2 y+z$. [Bombay 61 (New Course)]
Solution. First equation is ( $D-1$ ) $y=0$, giving $y=c_{1} e^{x}$.
$\therefore \quad$ 2nd equation gives $d z / d x-z=2 c_{1} e^{x}$, linear, I. F: $=e^{-x}$.

$$
\therefore \quad z e^{-x}=c_{2}+2 c_{1} \int e^{x} e^{-x} d x=c_{2}+2 c_{1} x
$$

Hence $\quad y=c_{1} e^{x}, z=c_{2} e^{z}+2 c_{1} x e^{x}$.
Ex. 7. Solve $\frac{d x}{d t}=3 x+2 y, \frac{d y}{d t}+5 x+3 y=0 \quad$ [Karnatak 61]
Solution. Equations are

$$
(D-3) x-2 y=0,5 x+(D+2) y=3 .
$$

Eliminating $y,[D-3)(D+3)+10] x=0 . \quad\left(D^{2}+1\right) x=0$.
$\therefore x=c_{1} \cos t+c_{2} \sin t, \frac{d x}{d t}=-c_{1} \sin t+c_{2} \cos t$.
$\therefore \quad 2 y=\frac{d x}{d t}-3 x=\left(-c_{1} \sin t+c_{2} \cos ^{2} t\right)-3\left(c_{1} \cos t+c_{2} \sin t\right)$ or $y=\frac{1}{2}\left(c_{2}-3 c_{1}\right) \cos t-\frac{1}{2}\left(c_{1}+3 c_{2}\right) \sin t$.

Ex 8. Solve $\frac{d x}{d t}=3 x-y, \frac{d y}{d t}=x+y$
[Poona 61]
Solution. Equations are
$(D-3) x+y=0, x-(D-1) y=0$.

Eliminating $y,[D-3)(D-1)+1] x=0$
or $\left(D^{2}-4 D+4\right) x=0,(D-2)^{2} x=0$.
$\therefore \quad x=\left(c_{1}+c_{2} t\right) e^{2 t}, \frac{d x}{d t}=e^{2 t}\left(2 c_{1}+2 c_{2} t+c_{2}\right)$.
Now $y=3 x-\frac{d x}{d t}=\left(c_{1}+c_{2} t-c_{2}\right) e^{2 t}$.
Ex. 9. Solve $\frac{d x}{d t}+\frac{d y}{d t}+2 x+y=0, \frac{d y}{d t}+5 x+3 y=0$.
[Delhi Hons. 69 ; Gujrat 61]
Solution. Equations are $(D+2) x+(D+1) y=0,(D+3) y+5 x=0$.
Eliminating $y,[(D+3)(D+2)-5(D+1)] x=0$.
Auxiliary equation is $\left(D^{2}+1\right)=0, D= \pm i$.
$\therefore \quad x=c_{1} \cos t+c_{2} \sin t, \frac{d x}{d t}=-c_{1} \sin t+c_{2} \cos t$.
Now subtracting first equation from second, $2 y=\frac{d x}{d t}+2 x$,
i.e. $y=\frac{1}{2}\left[\left(-c_{1} \sin t+c_{2} \cos t\right)+2\left(c_{1} \cos t+c_{2} \sin t\right)\right]$

$$
=\frac{1}{3}\left(c_{2}+2 c_{1}\right) \cot t+\frac{1}{2}\left(2 c_{2}-c_{1}\right) \sin i .
$$

Ex. 10. Solve $\frac{d-x}{d t^{2}}-3 x-y=e^{t}, \frac{d y}{d t}-2 x=0$ :
[Poona 59]
Solution. $\quad\left(D^{2}-3\right) x-y=e^{2}, D y-2 x=0$.
Eliminating $x$, we get $D\left(D^{2}-3\right) y-2 y=2 e^{t}$.
A.E. is $\left(D^{3}-3 D-2\right)=0$, i.e. $(D+1)^{2}(D-2)=0$.
$\therefore \quad y=\left(c_{1}+c_{2} t\right) e^{t}+c_{3} e^{2 t}+\frac{2 e^{t}}{D^{3}-3 D-2}$
$=\left(c_{1}+c_{2} t\right) e^{-t}+c_{3} e^{2 t}=\frac{1}{2} e^{t}$.
and now $x=\frac{1}{2} \frac{d y}{d t}$ etc.
*Ex. 11. (a) Solve the simultaneous equations

$$
\frac{d x}{d t}+4 x+3 y=t, \frac{d y}{d t}+2 x+5 y=e^{t} .
$$

[Agra 68, 54 ; Bombay 58]
Solution. Writing $D$ for $d / d t$, the equations are

$$
\begin{align*}
& \quad(D+4) x+3 y=t  \tag{1}\\
& \text { and } \quad 2 x+(D+5) y=e^{t} .  \tag{2}\\
& \text { Multiplying (1) by }(D+5),(2) \text { by } 3 \text { a }  \tag{2}\\
& \text { from (1), we get } \\
& \quad(D+5)(D+4) x-6 x=(D+5) t-3 e^{t} \\
& \text { or } \quad\left(D^{2}+9 D+14\right) x=1+5 t-3 e^{i} .
\end{align*}
$$

Auxiliary equation is

$$
D^{2}+9 D+14=0 \text {, i.e }(D+7)(D+2)=0 .
$$

$\therefore$ C.F. $=c_{1} e^{-7 i}+c_{3} e^{-2 i}$.

$$
\text { P.I. }=\frac{1+5 t-3 \epsilon^{t}}{D^{2}+9 D+14}
$$

$$
=\frac{1}{14}\left[1+\frac{9}{4} D+3^{1} 4 D^{2}\right)^{-1}(1+5 t)-\frac{3 t^{2}}{1+9+14}
$$

$$
=\frac{1}{14}\left[1-\frac{9}{14} D \ldots\right](1+5 t)-\frac{3 \epsilon^{t}}{24}
$$

$$
=1_{4}^{1}\left[1+5 t-\frac{4}{3} \frac{5}{4}\right]-\frac{1}{6} \epsilon^{t}=\frac{5}{4} t-\frac{3 x}{10} \frac{3}{6}-\frac{1}{2} t^{t} .
$$

Hence $x=c_{2} e^{-7 t}+c_{2} e^{-2 t}+\frac{5}{4} t-3^{\frac{3}{9} \frac{2}{8}}-\frac{1}{8} \epsilon^{t}$.
Now from (1),

$$
\begin{aligned}
y & =\frac{1}{3}[t-(D+4) x]=\frac{1}{5}\left[t-\frac{d x}{d t}-\Delta x\right] . \\
& =\frac{1}{3}\left[t+7 c_{1} e^{-7 t}+2 c_{2} e^{-2 t}-\frac{5}{14}+\frac{1}{8} e^{t}\right. \\
\text { or } y & =\frac{1}{3}\left[3 c_{1} e^{-7 t}-2 c_{2} e^{-2 t}-\frac{3}{7} t+\frac{5}{8} e^{t}+\frac{27}{8} e^{-7 t}\right] .
\end{aligned}
$$

Ex. 11. (b) Solve $\frac{d x}{d t}+4 x+3 y=t^{2}, \frac{d y}{d i}+2 x+5 y=e^{2 t}$.
[Karnatak 63]
Proceed as in the above example
Ex. 11. (c) Solve the simultaneous equations

$$
\left.\begin{array}{rl}
(5 D+4) y-(2 D+1) z & =e^{-x} \\
(D+8) y-3 z & =5 e^{x}
\end{array}\right\} \quad D=\frac{d}{d x} .
$$

[Meerut 77, 70]
Solution. Multiplying first by 3 and second by $(2 D+1)$ and subtracting, we get

$$
\begin{aligned}
{[3(5 D+4)-(D+8)(2 D+1)] \begin{array}{l}
y \\
D
\end{array}=1,-2 \text { etc. } }
\end{aligned}
$$

*Ex. 12. Solve the equations

$$
\frac{d x}{d t}=-\omega y \text { and } \frac{d y}{d t}=1 . x .
$$

[Agra 57, 52]
Solution. Differentiating the first equation w.r.t. $t$, we have $\left.\frac{d^{2} x}{d t^{2}}=-\omega \frac{d y}{d i}=-\omega_{( }^{\prime} \omega x\right)$.
$\therefore \quad\left(D^{2}+\omega^{2}\right) x=0 . D= \pm \omega i$.
$\therefore x=c_{1} \cos \omega t+c_{2} \sin \omega t$
Now $y=-\frac{1}{\omega}\left(\frac{d x}{d t}\right)=-\frac{1}{\omega}\left[-c_{1} \omega \sin \omega t+c_{2} \omega \cos \omega t\right]$

$$
=c_{1} \sin \omega t-c_{2} \cos \omega t
$$

A Deduction. Show that poim ( $(x, y)$ iies on a circle.
We have

$$
x=c_{1} \cos \omega t+c_{2} \sin \omega t
$$

and $\quad y=c_{1} \sin \omega t-c_{2} \cos \omega t$.
Squaring and adding, $x^{2}+y^{2}=c_{2}{ }^{2}+c_{2}{ }^{2}$, a circle.
Heace point $(x, y)$ lies on a circle.
Ex. 13. Solve the equations

$$
\begin{equation*}
\frac{d^{2} x}{d t^{2}}-\frac{d y}{d t}=2 x+2 t, \frac{d x}{d t}+4 \frac{d y}{d t}=3 y \tag{Raj.56}
\end{equation*}
$$

Solution. The equations are

$$
\begin{align*}
& \left(D^{2}-2\right) x-D y=2 t  \tag{1}\\
& (D x+(4 D-3) y=0 \tag{2}
\end{align*}
$$

Multiplving (1) by ( $4 D-3$ ), (2) by $D$ and adding, we get

$$
\begin{aligned}
& \text { or } \begin{array}{l}
\left.f\left(D^{2}-2\right)(4 D-3)+D^{2}\right] x=(4 D-3) 2 t \\
\text { or } \quad\left(4 D^{3}-2 D^{2}-8 D+6\right) x=8-6 t \\
\text { or } \quad\left(2 D^{3}-D^{2}-4 D+3\right) x=4-3 t .
\end{array} .
\end{aligned}
$$

Auxiliary equation is

$$
2 D^{3}-D^{3}-4 D+3=0,(D-1)\left(2 D^{2}+D-3\right)=0
$$

or $\quad(D-1)(2 D+3)(D-1)=3, D=1,1,-\frac{3}{2}$.

$$
\therefore \quad \mathrm{CF} \cdot+\left(c_{1}+c_{2} t\right) e^{t}-c_{3} e^{-3 / 2 / 2}
$$

$$
\text { P,I } I_{=}=\frac{1}{8}\left(1-\frac{4}{3} D-\frac{1}{3} D^{2}+\frac{4}{3} D^{3}\right)^{-1}(4-3 i)
$$

$$
=\frac{1}{8}\left(1+\frac{4}{3} D \ldots\right)(4-3 t)=\frac{1}{3}(4-3 t-4)
$$

$$
=-t
$$

Hence, $x=\left(c_{1}+c_{2} t\right) e^{t}-c_{2} e^{-3 t / 2}-t$.
$\therefore \quad(d x / d t)=\left(c_{1}+c_{2} t+c_{2}\right) e^{t}+\frac{2}{2} c_{3} e^{-3 t 2^{2}}-1$.
$\therefore$ (2) gives
$-4(d y / d x)-3 y=-\left\{\left(c_{1}+c_{2} t+c_{2}\right) e^{s}+\frac{3}{2} c_{3} e^{-3 / y^{2}}-1\right\}$.
Linear, I.F. $=e^{-3 / / 4}$.
$\therefore y e^{-3 t_{i}^{4}}=c_{4}-\frac{1}{4} \int e^{-3 t / 8}\left\{\left(c_{2}+c_{2} t+c_{2}\right) e^{t}+\frac{2}{2} c_{3} e^{-82 t / 2}-1\right\} d t$.
Ex. 14. Solve the simultaneous equations

$$
\frac{d^{2} x}{d t^{2}}+m^{2} y=0, \frac{d^{2} y}{d t^{2}}-m^{2} x=0
$$

[Poons 64; Agra 53]
Solution. Writing $D$ for $d / d t$, the equations are $D^{2} x+m^{2} y=0, D^{2} y-m^{2} x=0$.

## Eliminating $y$ from these, we get

$$
\left(D^{4}+m^{4}\right) x=0 .
$$

Auxiliary equation is $D^{4}+m^{4}=0,\left(D^{2}+m^{2},{ }^{2}-2 m^{2} D^{2}=0\right.$
or $\left(D^{2}-\sqrt{ } 2 m D+m^{2}\right)\left(D^{2}+\sqrt{ } 2 m D+m^{2}\right)=0$
These give $D=\frac{m \pm i m}{\sqrt{2}}, \frac{-m \pm i m}{\sqrt{2}}$.
Hénce
$x=c_{1} e^{(m / \sqrt{ } 2) t} \cos \left(\frac{m}{\sqrt{2}} t+c_{2}\right)+c_{3} e^{-(m / \sqrt{ } 2) t} \cos \left(\frac{m}{\sqrt{2}} t+c_{4}\right)$

Now

$$
\begin{aligned}
& \frac{d x}{d t}=c_{1} e^{(m / \sqrt{ } 2)} t \frac{m}{\sqrt{2}}\left[\cos \left(\frac{m}{\sqrt{2}} t+c_{2}\right)-\sin \left(\frac{m}{\sqrt{2}} t+c_{2}\right)\right] \\
& -c_{3} e^{-(m / \sqrt{ } 2) t} \frac{m}{\sqrt{2}}\left[\cos \left(\frac{m}{\sqrt{2}} t+c_{4}\right)+\sin \left(\frac{m}{\sqrt{2}} t+c_{4}\right)\right]
\end{aligned}
$$

and $\frac{d^{2} x}{d t^{2}}=c_{1} e^{(m / \sqrt{ } 2)} t \frac{m^{2}}{2}\left[\cos \left(\frac{m}{2} t+c_{2}\right)-2 \sin \left(\frac{m}{\sqrt{2}} t+c_{2}\right)\right.$

$$
\left.-\cos \left(\frac{m}{\sqrt{2}} t+c_{2}\right)\right]
$$

$+c_{3} e^{(m / \sqrt{2})}: \frac{m^{2}}{2}\left[\cos \left(\frac{m}{\sqrt{2}} t+c_{4}\right)+2 \sin \left(\frac{m}{\sqrt{2}} t+c_{4}\right)\right.$
$\left.-\cos \left(\frac{m}{\sqrt{2}} t+c_{4}\right)\right]$
$=m^{2}\left[c_{3} e^{-(m / \sqrt{ } 2) t} \sin \left(\frac{m}{\sqrt{2}} t+c_{4}\right)-c_{1} e^{(m / \sqrt{ } 2) t} \sin \left(\frac{m}{\sqrt{2}} t+c_{2}\right)\right]$.
From given equation, $y=-\frac{1}{m^{2}} \frac{d^{2} x}{d t^{2}}$.
$\left.\therefore y=c_{1} e^{(m / \sqrt{ } 2) t} \sin \left(\frac{m}{\sqrt{ } 2} t+c_{2}\right)-c_{3} e^{-(m / \sqrt{ } 2) t} \sin \left(\frac{m}{\sqrt{ } 2} t+c_{4}\right)\right]$.
Ex. 15. Solve $\frac{d x}{d t}+\frac{2}{t}(x-y)=1$.

$$
\begin{equation*}
\frac{d y}{d t}+\frac{1}{t}(x+5 y)=t \tag{1}
\end{equation*}
$$

[Raj. 64; Agra 63]
Solution. (1) is $t(d x / d t)+2 x-2 y=t$.
Differentiating it w.r.t. $t$, we get

$$
t \frac{d^{2} x}{d t^{2}}+\frac{d x}{d t}+2 \frac{d x}{d t}-2 \frac{d y}{d t}=1
$$

Now putting in it value of $\frac{d y}{d t}$ from (2),

$$
t \frac{d^{2} x}{d t^{2}}+3 \frac{d x}{d t}-2\left[t-\frac{x+5 y}{t}\right]=1
$$

Now putting in it value of $\frac{d y}{d t}$ from (2)

$$
t \frac{d^{2} x}{d t^{2}}+3 \frac{d x}{d v}-2\left[t-\frac{x+5 y}{t}\right]=1
$$

or $\quad t^{2} \frac{d^{2} x}{d t^{2}}+3 t \frac{d x}{d t}-2 t^{2}+2 x+10 y=t$.
Putting value of $y$ from (1), we get

$$
t^{2} \frac{d^{2} x}{d t^{2}}+3 t \frac{d x}{d t}-2 t^{2}+2 x+5\left[t \frac{d x}{d t}+2 x-t\right]=t
$$

or $t^{2} \frac{d^{2} x}{d t^{2}}+8 t \frac{d x}{d t}+12 x=2 t^{2}+6 t$.
This is homogeneous, so putting $t=e^{x}, D=t(d / d t)$, we get $[D(D-1)+8 D+12] x=2 e^{2 x}+6 e^{2}$.
A.E. is $\left.D^{2}+7 D+12\right]=0$, i.e. $(D+3)(D+4)=0$.
$\therefore \quad$ C.F. $=c_{1} e^{-3 z}+c_{2} e^{-4 z}=\frac{c_{1}}{i^{3}}+\frac{c_{2}}{t^{4}}$.

$$
\begin{aligned}
& \text { P.I. }==\frac{2 e^{2 x}+6 e^{x}}{D^{2}+7 D+12}=\frac{2 e^{2 x}}{4+14+12}+\frac{6 e^{z}}{1+7+12} \\
&=\frac{e^{2 x}}{15}+\frac{3 e^{z}}{10}=\frac{t^{2}}{15}+\frac{3 t}{10} \text { as } e^{x}=t .
\end{aligned}
$$

Hence $\quad x=\frac{c_{1}}{t^{3}}+\frac{c_{2}}{t^{4}}+\frac{t^{2}}{15}+\frac{3 t}{10}$,
so that $\frac{d x}{d t}=-\frac{3 c_{1}}{t^{4}}-\frac{4 c_{2}}{t^{5}}+\frac{2 t}{15}+\frac{3}{10}$.
From (1),

$$
\begin{aligned}
2 y & =t \frac{d x}{d t}+2 x-t \\
& =-\frac{3 c_{1}}{t^{3}}-\frac{4 c_{2}}{t^{4}}+\frac{2 t^{2}}{15}+\frac{3 t}{10}+2\left(\frac{c_{1}}{r^{3}}+\frac{c_{2}}{t^{4}}+\frac{t^{4}}{15}+\frac{3 t}{10}\right)-t \\
& =-\frac{c_{1}}{t^{3}}-\frac{2 c_{2}}{t^{4}}+\frac{4 t^{2}}{15}-\frac{1}{10} t . \\
\therefore y & =-\frac{1}{2} c_{1} t^{-3}-c_{2} t^{-4}+\frac{2}{35} t^{2}-{ }^{-\frac{2}{2} 0^{2} t .}
\end{aligned}
$$

Ex. 16. (a) Solve $\frac{d x}{d t}+\frac{d y}{d t}-2 y=2 \cos t-7 \sin t$,

$$
\begin{equation*}
\frac{d x}{d t}-\frac{d y}{d t}+2 x=4 \cos t-3 \sin t . \tag{Raj.60}
\end{equation*}
$$

Solution. The equations can be written as

$$
\begin{align*}
& D x+(D-2) y=2 \cos t-7 \sin t,  \tag{1}\\
& (D+2) x-4 y=4 \cos t-3 \sin t \tag{2}
\end{align*}
$$

Multiplying (1) by $D$, (2) by ( $D-2$ ) and adding, we get

$$
\begin{aligned}
& {\left[D^{2}+(D+2)(D-2)\right] x} \\
& \quad=D[2 \cos t-7 \sin t]+(D-2)[4 \cos t-3 \sin t
\end{aligned}
$$

or $\left(2 D^{2}-4\right) x=-18 \cos t$ or $\left(D^{2}-2\right) x=-9 \cos t$.
C.F. $=e^{\sqrt{24}}+c_{2} e^{-\sqrt{24}}$.
P.I. $=\frac{-9 \cos t}{D^{2}-2}=\frac{-9 \cos t}{-1-2}=3 \cos t$.

$$
\begin{aligned}
& \therefore \quad x=c_{1} e^{\sqrt{2 t}}+c_{2} e^{-\sqrt{2} t+3}+\dot{3} \cos t \\
& d x / d t==\sqrt{ } 2 c_{1} e^{\sqrt{ } 2 t}-2 c_{2} e^{-12}-3 \sin t
\end{aligned}
$$

From (2), $\frac{d y}{d t}=\frac{d x}{d t}+2 x-4 \cos t+3 \sin t$

$$
=(2+\sqrt{ } 2) c_{1} e^{\sqrt{2 t}}+(2-\sqrt{ } 2) c_{2} e^{-\sqrt{2 t}}+2 \cos t .
$$

From (1), $2 y=\frac{d x}{d t}+\frac{d y}{d t}-2 \cos t-7 \sin t$

$$
\begin{aligned}
& =(2+2 \sqrt{ } 2) c_{1} e^{\sqrt{2 t}}+(2-2 \sqrt{ } 2) c_{2} e^{-\sqrt{ } 2 t}-10 \sin t \\
y & =(1+\sqrt{ } 2) c_{1} e^{\sqrt{ } 2 t}+(1-\sqrt{ } 2) c_{2} e^{-\sqrt{2 t}}-5 \sin t
\end{aligned}
$$

Ex. 16 (b) Solve $\frac{d x}{d t}+2 \frac{d y}{d t}-2 x+2 y=3 e^{t}$.

$$
\begin{equation*}
3 \frac{d x}{d t}+\frac{d y}{d t}+2 x+y=4 e^{2 t} \tag{1}
\end{equation*}
$$

[Agra 64; Poona 64]
Solution. Multiplying (2) by 2 and subtrecting from it (1), we get $5(d x / d t)+6 x=8 e^{2 i}-3 e^{t}$
or $\quad d x / d t+\frac{6}{8} x=\frac{8}{5} e^{2 t}-\frac{3}{5} e^{t}$. I.F. $=\frac{8 t / 5}{}$.

$$
\therefore \quad x e^{t t / 5}=\int\left(\frac{8}{5} e^{2 t}-\frac{3}{5} e^{t}\right) e^{8 \ell / 5} d t+c_{1}
$$

or

$$
x=\frac{1}{2} e^{2 t}+c_{1} e^{-6 t / 5}-y^{y} e^{y}
$$

and then

$$
y=c_{3} e^{-t}-8 c_{1} e^{-88 / 5}+\frac{1}{2} \frac{5}{2} e^{t}
$$

Ex. 16. (c) Find a general solution of the system of the equations

$$
(D-1) x+y=t^{2},(D+1) x-D y=t,
$$

where

$$
D \equiv d / d t .
$$

[Rajasthan 67]
Proceed-as above.
Ex. 17. Solve $4 \frac{d x}{d t}+9 \frac{d y}{d t}+2 x+31 y=e^{t}$,

$$
3 \frac{d x}{d i}+7 \frac{d y}{d t}+x+24 y=3 .
$$

## Solution. The equations are

$$
\begin{aligned}
& (4 D+2) x+(9 D+31) y=e^{t} \\
& (3 D+1) x+(7 D+24) y=3 .
\end{aligned}
$$

## Eliminating $x$, we get

$$
\begin{aligned}
& \left(D^{2}+8 D+17\right) y=6-4 e^{t}, \quad D=-4 \pm i, \\
& y=e^{-t t}\left[c_{1} \sin t+c_{2} \cos t\right]-\frac{2}{3} e^{t}+3^{8} .
\end{aligned}
$$

Again eliminating $d x / d t$ from the given equations, we get

$$
\frac{d y}{d t}+3 y-2 x=12-3 e^{t}
$$

i.e $\quad 2 x=\frac{d y}{d t}+3 y-12+3 e^{t}$.

$$
x=\frac{1}{2}\left[-\left(c_{1}+c_{2}\right) \sin t+\left(c_{1}-c_{2}\right) \cos t\right] e^{-4 t}+\frac{\frac{3}{2}}{8} e^{t}-\frac{93}{17} .
$$

Ex. 18 Solve $t d x=(t-2 x) d t$,

$$
\begin{equation*}
t d y=(t x+t y+2 x-t) d t \tag{1}
\end{equation*}
$$

[Agra 72, 70 ; Bombay 61]
Solution. From (1), $\frac{d x}{d t}+\frac{2}{t} x=1$, I.F. $=t^{2}$,

$$
\begin{align*}
\therefore \quad x t^{2} & =\int \mathrm{f}^{2} d t+c=\frac{1}{3} t^{3}+c \\
x & =\frac{1}{3} t+c t^{-2} . \tag{3}
\end{align*}
$$

Now (2) can be written as
$t d y=t(x+y) d t-(t-2 x) d t$,
i.e. $\quad t d y=t(x+y) d t-t d x$ from (1)
i.e. $\quad(d x+d y)=(x+y) d t$
or $\frac{d x+d y}{x+y}=d t ; \quad \therefore \quad \log (x+y)=t+\log c_{1}$.
$\therefore \quad x+y=c_{1} e^{f}$.
(3) and (4) from the solu'ion of equations.

Ex. 19. Solve $2 \frac{d^{2} y}{d x^{2}}-\frac{d z}{d x}-4 y=2 x$,

$$
\begin{equation*}
2 \frac{d y}{d x}+4 \frac{d z}{d x} 3 z=0 \tag{Raj.55,52}
\end{equation*}
$$

Solution. Putting $D$ for $d / d x$, the equation is

$$
\begin{align*}
& \left(2 D^{2}-4\right) y-D z=2 x \\
& 2 D y+(4 D-3) z=0 \tag{2}
\end{align*}
$$

Multiplying (2) by $D,(1)$ by ( $4 D-3$ ) and adding, we get

$$
\left[\left(2 D^{2}-4\right)(4 D-3)+2 D^{2}\right] y=(4 D-3) 2 x
$$

i.e. $\left(8 D^{3}-4 D^{2}-16 D+12\right) y=8-(x$
or $\quad\left(2 D^{3}-D^{2}-4 D+3\right) y=\frac{1}{2}(4-3 x)$.
A.E. is $2 D^{3}-D^{2}-4 D+3=0,(D-1)\left(2 D^{2}+D-3\right)=0$,
i.e. $(D-1)(2 D+3)(D-1)=0, D=1,1,-\frac{3}{2}$.

$$
\therefore \quad \text { C.F. }=\left(c_{1}+c_{2} x\right) c^{x}+c_{3} e^{-(3 / 2) x}
$$

$$
\begin{aligned}
\text { P.I } & =\frac{\frac{1}{2}(4-3 x)}{2 D^{3}-D^{2}-4 D+3}=\frac{1}{6}\left(1-\frac{1}{3} D-\frac{1}{3} D^{2}+\frac{2}{3} D^{3}\right)^{-1}\left(\frac{1}{4}-3 x\right) \\
& =\frac{1}{6}\left(1+\frac{4}{3} D+\ldots\right)(4-3 x) \\
& =\frac{1}{6}(4-3 x-4)=-x / 2 .
\end{aligned}
$$

Hence $y=\left(c_{1}+c_{2} x\right) e^{x}+c_{3} e^{-3 x / 2}-\frac{1}{2} x$,

$$
\begin{aligned}
& \frac{d y}{d x}=e^{x}\left(c_{1}+c_{2} x+c_{2}\right)-\frac{3}{2} c_{3} e^{-3 x / 2}-\frac{1}{2} \\
& \frac{d^{2} y}{d x^{2}}=e^{x}\left[c_{1}+c_{2} x+2 c_{2}\right]+\frac{9}{4} c_{3} c^{-3 x / 2}
\end{aligned}
$$

Now from (1), $\frac{d z}{d x}=2 \frac{d^{2} y}{d x^{2}}-4 y-2 x$

$$
=e^{x}\left[-2 c_{1}-2 c_{8} x+4 c_{2}\right]+\frac{1}{2} c_{3} e^{-8 x / 2}
$$

Now putting values of $\frac{d y}{d x}$ and $\frac{d z}{d x}$ in (2),

$$
\begin{aligned}
3 z & =2 \frac{d y}{d x}+4 \frac{d z}{d x} \\
& =e^{x}\left[-6 c_{1}+6 c_{2} x+18 c_{2}\right]-c_{3} e^{-3 x / 2}-1 . \\
\therefore z & =-2 e^{x}\left(c_{1}+c_{8} x-3 c_{2}\right)-\frac{1}{3} c_{3} e^{-3 x / 2}-\frac{1}{3} .
\end{aligned}
$$

Ex. 20. Solve the simultaneous equations

$$
\begin{equation*}
\frac{d^{2} x}{d t^{2}}+4 x+y=t e^{2}, \frac{d^{2} y}{d t^{2}}+y-2 x=\sin ^{2} t . \tag{Pb.58}
\end{equation*}
$$

Solution. The equation can be written as

$$
\begin{gather*}
\left(D^{2}+4\right) x+y=t e^{4}  \tag{1}\\
\left.-2 x+D^{2}+1\right) y=\sin ^{2} t
\end{gather*}
$$

Multiplying (1) by ( $D^{2}+1$ ) and subtracting (2) from it, we get

$$
\left(D^{2}+1\right)\left(D^{2}+4\right) x+2 x=\left(D^{2}+1\right) t e^{t}-\sin ^{2} t
$$

$$
\text { or }\left(D^{4}+5 D^{2}+6\right) x-2 e^{t}(t+1)-\sin ^{2} t
$$

$$
\text { A.E. is } \quad D^{4}+5 D^{3}+6=0,\left(D^{2}+3\right)\left(D^{2}+2\right)=0
$$

i.e. $\quad D= \pm \sqrt{ } 3 i, \pm \sqrt{ } 2 i$.,
$\therefore$ C.F. $=c_{1} \cos \left(\sqrt{ } 3 t+c_{3}\right)+c_{3} \cos \left(\sqrt{ } 2 t+c_{4}\right)$.

$$
\therefore x=c_{1} \cos \left(\sqrt{ } 3 t+c_{2}\right)+c_{2} \cos \left(\sqrt{ } 2 t+c_{4}\right)+\frac{1}{6} \epsilon^{t}\left(t-\frac{1}{6}\right)
$$

$d x / d t=-\sqrt{ } 3 c_{1} \sin \left(\sqrt{ } 3 t+c_{2}\right)-\sqrt{ } 2 c_{3} \sin \left(\sqrt{ } 2 t+c_{4}\right)$
$d^{2} x / d t^{2}=-3 c_{1} \cos \left(\sqrt{ } 3 t-c_{2}\right)-2 c_{y} \cos \left(\sqrt{ } 2 t+c_{s}\right)$

$$
+\frac{1}{6} e^{t}\left(t-\frac{11}{6}\right)-\cos 2 t,
$$

From (1), $\quad y=t t^{t}-d^{2} x / d t^{2}-4 x$.etc.
Ex. 21. Solve- $d^{2} x / d t^{2}+4 x+y=t e^{2 t}$,
$d^{2} y / d t^{2}+y-2 x=\cos ^{2} t$.
Solution. Eliminating $y$ from these, we get

$$
\begin{aligned}
& \text { P.I. }=\frac{2 e^{t}(t+1)}{D^{4}+5 D^{2}+6}-\frac{\frac{1}{2}(1-\cos 2 t)}{D^{4}+5 D^{2}+6} \\
& =2 e^{t} \frac{1}{(D+1)^{4}+5(D+1)^{2}+6}(t+1)-1_{2}^{12}+\frac{\frac{1}{2} \cos 2 t}{D^{4}+5 D^{2}+6} \\
& =2 e^{t} \frac{1}{D^{4}+4 D^{s}+11 D^{2}+14 D+12}(t+1)-\frac{1}{12}+\frac{1}{16-20+6} \\
& =e^{t} / 6\left(1+\frac{2}{6} D+\frac{1}{1} \frac{1}{2} D^{2}+\ldots\right)^{-1}(t+1)-\frac{1}{12}+\frac{1}{2} \cos 2 t \\
& =\frac{1}{8} e^{t}\left(1-\frac{7}{8} D+\ldots\right)(t+1)-\frac{1}{12}+\frac{1}{4} \cos 2 t \\
& =\frac{2}{6} e^{t}\left(t+1-\frac{2}{6}\right)-1_{1}^{2}+t \cos 2 t \\
& =\frac{1}{8} e^{t}\left(t-\frac{1}{6}\right)-\frac{1}{2}+\frac{1}{4} \cos 2 t \text {. }
\end{aligned}
$$

$$
\left(D^{4}+5 C^{2}+6\right) x=10 t e^{3 t}+6 e^{3 t}-\cos ^{2} t
$$

C.F. $=\left(c_{1} \cos \sqrt{ } 3 t+c_{2} \sin \sqrt{ } 3 t\right)+\left(c_{3} \cos \sqrt{ } 2 t+c_{4} \sin \sqrt{ } 2 t\right)$.

$$
\begin{aligned}
\text { P.I. } & =\frac{10 t e^{3 t}+6 e^{3 t}}{D^{4}+5 D^{2}+6}-\frac{\frac{1}{(1+\cos 2 t)}}{D^{6}+5 D^{2}+6} \\
& =-\frac{4}{4} \frac{49}{4} e^{3 t}+-\frac{6}{6} t e^{3 t}-\frac{1}{27}-\frac{1}{4} \cos 2 t .
\end{aligned}
$$

$\therefore x=\left(c_{1} \cos \sqrt{ } 3 t+c_{2} \sin \sqrt{ } 3 t\right)+\left(c_{2} \cos \sqrt{ } 2 t+c_{4} \sin \sqrt{ } 2 t\right)$

$$
-\frac{42}{14} \frac{2}{3} e^{3 t}+\frac{5}{88} e^{9 t}-\frac{1}{12}-\frac{1}{4} \cos 2 t .
$$

Now from the first equation,

$$
\begin{aligned}
& y=t t^{3 t-4 x-d^{2} x / d t^{2}} \\
& =-3 c_{1} \cos \sqrt{ } 3 t-c_{2} \sin \sqrt{ } 3 t-2 c_{3} \cos \sqrt{ } 2 t \\
& \quad-2 c_{4} \sin \sqrt{ } 2 t+\frac{1}{8} t e^{3 t}+\frac{1}{3}-\frac{1}{2} \frac{2}{4} \frac{3}{2} e^{3 t} .
\end{aligned}
$$

Ex. 22. Solve $4 \frac{d x}{d t}+9 \frac{d y}{d t}+44 x+49 y=t$,

$$
3 \frac{d x}{d t}+7 \frac{d y}{d t}+34 x+38 y=e^{t}
$$

Solution. The equations can be written as

$$
\begin{aligned}
& (4 D+44) x+(9 D+49) y=t \\
& (3 D+34) x+(7 D+38) y=e^{t}
\end{aligned}
$$

Eliminating $y$ as usual, we get on simplification $\left(D^{2}+7 D+6\right) x=7-58 e^{t}+38 t, D=-1,-6$.
$\therefore \quad x=c_{1} e^{-t}+c_{2} e^{-6 t}+\frac{18}{8} t-\frac{58}{8}-\frac{29}{7} e^{t}$,

$$
y=c_{1} e^{-t}+4 c_{2} e^{-6 t}+\frac{27}{3} t+\frac{55}{9}+\frac{24}{7} e^{t} .
$$

Ex. 23. Solve $\frac{d x}{d t}=n y-m z, \frac{d y}{d t}=l z-n x, \frac{d z}{d t}=m x-l y$.
[Raj 62, 53]
Solution. Multiplying these by $x, y, z$ respectively and adding, we get

$$
\begin{equation*}
x \frac{d x}{d t}+y \frac{d y}{d t}+z \frac{d z}{d t}=0 . \tag{1}
\end{equation*}
$$

Integrating, $x^{2}+y^{2}+z^{2}=c_{1}$.
Next multiplying by $l, m, n$ respectively and adding, we get

$$
\begin{equation*}
l \frac{d x}{d t}+m \frac{d y}{d t}+n \frac{d z}{d t}=0 \tag{2}
\end{equation*}
$$

Integrating, $\quad l x+m y+n z=c_{2}$.
Again multiplying by $l x, m y, n z$ respectively, we get

$$
\begin{equation*}
l x \frac{d x}{d t}+m y \frac{d y}{d t}+n z \frac{d z}{d t}=0 . \tag{3}
\end{equation*}
$$

Integrating, $\quad l x^{2}+m y^{2}+n z^{2}=0$.
(1), (2) and (3) from the complete solution.

Ex. 24. Solve the simultaneous equations

$$
\begin{equation*}
\frac{d x}{d t}=a x+b y, \frac{d y}{d t}=a^{\prime} x+b^{\prime} y . \tag{Agra61}
\end{equation*}
$$

Solution. The given equations are $(D-a) x-b y=0,\left(D-b^{\prime}\right) y-a^{\prime} x=0$.
Eliminating $y$, we get

$$
(D-a)\left(D-b^{\prime}\right) x-a^{\prime} b x=0
$$

A E. is $\quad D^{2}-\left(a+b^{\prime}\right) D+\left(a b^{\prime}-a^{\prime} b\right)=0$.
If $m_{1}$ and $m_{3}$ are its two roots, then $x=c_{1} e m_{1} t+c_{2} e m_{2} t$
so that $\quad d x / d t=c_{1} m_{1} e m_{1} t+c_{2} m_{2} e m_{2} t$

$$
\begin{aligned}
\therefore y & =\frac{1}{b}\left[\frac{d x}{d t}-a x\right] \\
& =\left[\left(m_{1}-a\right) c_{2} e^{m_{1} t}+\left(m_{2}-a\right) c_{2} e^{m_{2} t}\right] / b
\end{aligned}
$$

Ex. 25. Salve $\frac{d x}{d t}+\frac{d y}{d t}+2 x+y=0, \frac{d y}{d t}+5 x+3 y=0$.
[Hint. Eliminate $y .\left(D^{2}+1\right) x=0, x=c_{1} \cos t+c_{2} \sin t$,

$$
y=-\frac{1}{2}\left(c_{1}+2 c_{3}\right) \sin t+\frac{1}{2}\left(c_{2}-3 c_{1}\right) \cos t
$$

Ex. 26. Solve $2 \frac{d x}{d t}-\frac{d y}{d t}+2 x+y=11 t$,

$$
2 \frac{d x}{d t}+3 \frac{d y}{d t}+5 x-3 y=2
$$

[Nagpur 53]
Hint. Eliminating $y,(8 D+11) x=33 t+2$,

$$
x=A e^{-118 / 8}+3 t-2, y=\frac{6}{2} A e^{-11 t / 8}+5 t+3
$$

Ex. 27. Solve $t \frac{d x}{d t}+y=0, t \frac{d y}{d t}+x=0$.
[Luck. 54j
Ans. $x=c_{1} t+c_{2} t^{-1}, y=-c_{1} t+c_{2} t^{-1}$.
Ex. 28. Solve $t^{2} \frac{d^{2} x}{d t^{2}}+t \frac{d x}{d t}+2 y=0, t^{2} \frac{d^{2} y}{d t^{2}}+t \frac{d y}{d t}-2 x=0$.
[Meerut 68 ; Poona 60]
Ans. $\quad x=A t \cos (\log t-\alpha)+B t^{-1} \cos (\log t-\beta)$

$$
y=A t \sin (\log t-\alpha)-B t^{-1} \sin (\log t-\beta)
$$

Ex. 29 Solve $\frac{d^{2} x}{d t^{2}}-2 \frac{d y}{d t}--x=e^{t} \cos t, \frac{d^{2} y}{d t^{2}}+2 \frac{d x}{d t}-y=e^{8} \sin t$.
Hint. Eliminate $y$.
$x=\left(c_{1}+c_{2} t\right) \cos t+\left(c_{3}+c_{4} t\right) \sin t+\frac{2}{25} e^{t}(4 \sin t-3 \cos t)$,
$y=-\left(c_{1}+c_{3} t\right) \sin t+\left(c_{2}+c_{4} t\right) \cot t-\frac{1}{26} e^{t}(3 \sin t+4 \cos t)$.
Ex. 30. Solve
(i) $d x / d t+x-y=\varepsilon^{t}, d y / d t+y-x=0$,
[Mysore 70]
(ii) $\quad d x / d t+x=y+e^{t}, d x j d t+y=x+e^{t}$.
[Mysore 68]
Proceed yourself.

## Excrcise

Solve the following simultaneous differewial equations :

1. $\frac{d x}{d t}+2 x+3 y=0, \frac{d y}{d t}+3 x+2 y=2 e^{2 t}$.

Ans. $x=c_{1} e^{t}+c_{2} e^{-5 t}-\frac{6}{7} e^{2 t}, y=-c_{1} e^{t}+c_{2} e^{-5 t}+\frac{8}{7} e^{2 t}$.
2. $5 \frac{d y}{d x}-2 \frac{d z}{d x}+4 y-z=e^{-x}, \frac{d y}{d x}+8 y-3 z=5 e^{-x}$.
[Calcutta Hons, 63; Poona 62]
Hint. Eliminating 2.

$$
\left(D^{2}+D-2\right) y=-4 e^{-x} ; \quad \therefore \quad y=2 e^{-x}+A_{1} e^{x}+B_{1} e^{-2 x}
$$

then $\left(-2 D^{2}-2 D+4\right) z=12 e^{-x}, z=3 e^{-x}+A_{2} e^{-x}+B_{2} e^{-2 x}$ where $A_{2}=3 A_{1}$ and $B_{2}=2 B_{1}$.
3. $\frac{d x}{d t}+\frac{d y}{d t}-y=2 t+1,2 \frac{d x}{d t}+2 \frac{d y}{d t}+y=t$
[Poona 6:]
Ans. $x=-t-\frac{2}{3}, y=\frac{1}{2} t^{2}+\frac{4}{3} t+c_{1}$.
4. $\frac{d y}{d x}+y=z+e^{x}, \frac{d z}{d x}+z=y+e^{x}$.
[Nagpur 63]
Ans. $y=e^{x}+A+B e^{-2 x}, z=e^{x}+A-B e^{-9 x}$.
5. $\frac{d^{2} x}{d t^{2}}+x-2 \frac{d y}{d t}=2 t, 2 \frac{d x}{d t}-x+\frac{d y}{d t}-2 y=7$.
[Sagar 63]
6. $2 \frac{d x}{d t}+\frac{d y}{d t}-4 x-y=e^{t}, \frac{d x}{d t}+3 x+y=0$.
[Poona 63]
Ans. $x=A e^{t}+B e^{-t}-\frac{1}{2} e^{t}, y=-(D+3) x$.

$$
\begin{array}{r}
7 \frac{d^{2} y}{d x^{4}}-a \frac{d^{3} y}{d x^{3}}+b \frac{d^{2} z}{d x^{2}}+c y=0 \\
\frac{d^{4} z}{d x^{4}}+a \frac{d^{3} y}{d x^{3}}+b \frac{d^{2} z}{d x^{2}}+c z=0
\end{array}
$$

[Sagar 60]
8. $(D+1) x+(D-1) y=e^{t}$

$$
\left(D^{2}+D+1\right) x+\left(D^{2}-D+1\right) y=t^{2} .
$$

[Mysore 69]
3.4. Simultareous equations of the form

$$
\begin{align*}
& P_{1} d x+Q_{1} d y+R_{1} d z=0,  \tag{1}\\
& P_{2} d x+Q_{3} d y+R_{2} d z=0, \tag{2}
\end{align*}
$$

where $P_{1}, P_{2}, \ldots$ are all functions of $x, y, z$.
Solving these equations simultaneously, we get

$$
\frac{d x}{Q_{1} R_{2}-Q_{2} R_{1}}=\frac{d y}{R_{1} P_{2}-R_{2} P_{1}}=\frac{d z}{P_{1} Q_{2}-P_{2} Q_{1}},
$$

which is of the form

$$
\begin{equation*}
\frac{d x}{P}=\frac{d y}{Q}=\frac{d z}{R} \tag{3}
\end{equation*}
$$

Thus simultaneous equations (1) and (2) can always be put in the form (3).
3.5. Method of Solving $\frac{d x}{P}=\frac{d y}{Q}=\frac{d z}{R}$.

First method. We have

$$
\frac{d x}{P}=\frac{d y}{Q}=\frac{d z}{R}=\frac{l d x+m d y+n d z}{l P+m Q+n R} .
$$

If $l, m, n$ are such that $l P+m Q+n R=0$,
then we get $\quad l d x+m d y+n d z=0$.

If it is an exact differential equation $d u$ (say), then $u=a$ is one part of the complete solution:

Similarly, if we can choose $l^{\prime}, m^{\prime}, n^{\prime}$ such that

$$
l^{\prime} P+m^{\prime} Q+n^{\prime} R=0
$$

we get $l^{\prime} d x+m^{\prime} d y+n^{\prime} d z=0$.
This gives another equation on integration.
The two equations so obtained form the complete solution.
Second Method. The equations are $\frac{d x}{P}=\frac{d y}{Q}=\frac{d z}{R}$.
Take any two members $\frac{d x}{P}=-\frac{d y}{Q}$ (say) and integrate this equation to obtain an integral.

Next choose ather two members $\frac{d x}{P}=\frac{d z}{R}$ (say).
This on integration gives an another integral.
The two integrals so obtained form the complete solution.
Note. Sometimes one solution can be used to simplify the other differential equation-in the integrable form.
3.6. Geometrical Interpretation.

$$
\frac{d x}{P}=\frac{d y}{Q}=\frac{d z}{R} .
$$

[Bombay 61]
From solid geometry, we know that direction cosines of the tangent to a curve are propurtional to $d x, d y, d z$. Hence the above differential equations represent curves, the direction ratios of the tangent at $(x, y, z)$ being proportional to $P, Q$ and $R$. If $u=a$ and $v=b$ are two simultaneous solutions of the above equation, then the curves are obtained by intersection of the surfaces $u=a$, $v=b$. Since $a$ and $b$ both can have any values in infinite number of ways, the curves are doubly infinite in number.

Ex. 1. Solve the simultaneous equations

$$
\frac{a d x}{(b-c) y^{2}}=\frac{b d y}{(c-a) z x}=\frac{c d z}{(a-b) x y}
$$

[Agra 66; Raj. 51; Nag. 61]
Solution. Choosing $a x, b y, c z$ as multiplier, we get

$$
\frac{a d x}{(b-c) j z}=\ldots=\frac{a^{2} x d x+b^{2} y d y+c^{2} z d z}{x y z \operatorname{\sum a}(b-c)=0}
$$

$$
\begin{equation*}
\therefore \quad a^{2} x d x+\dot{b}^{2} y \dot{a} y+c^{2} z d z=0 . \tag{1}
\end{equation*}
$$

Integrating, $\quad a^{2} \cdot x^{2}+b^{2} y^{2}+c^{2} z^{2}:=c_{1}$.

Again choosing $x, y, z$ as multipliers, we get

$$
\begin{equation*}
\frac{a d x}{(b-c) y z}=\ldots=\frac{a x d x+b y d y+c z d z}{x y z \Sigma(b-c)=0} \tag{2}
\end{equation*}
$$

Hence $a x d x+b y d y+c z d z=0$.
Integrating, $a x^{2}+b y^{2}+c z^{2}=c_{2}$,
(1) and (2) together form the complete solution of the given simultaneous equations.

Ex. 2. Solve $\frac{d x}{m z-n y}=\frac{d y}{n x-l z}=\frac{d z}{l y-m x}$
[Vikram 63; Raj. 58]
Solution. We have

$$
\begin{aligned}
\frac{d x}{m z-n y} & =\frac{d y}{n x-l z}=\frac{d z}{l y-m x} \\
& =\frac{l d x+m d y+n d z}{l(m z-n y)+m(n x-l z)+n(l y-m x)} \\
& =\frac{x d x+y d y+z d z}{x(m z-n y)+y(n x-l z)+z(l y-m x)}
\end{aligned}
$$

or $\Sigma l(m z-n y)=0$ and $\Sigma x(m z-n y)=0$.
We get $l d x+m d y+n d z=0$ and $x d x+y d y+z d z=0$.
Integrating these, we get
$l x+m y+n z=c_{1}$ and $x^{2}+y^{2}+z^{2}=c_{2}$.
These give the required solution.
Ex. 3. Solve $\frac{d x}{y-z}=\frac{d y}{z-x}=\frac{d z}{x-y}$.
Ans. $x+y+z=c_{1}, x^{2}+y^{2}+z^{2}=c_{2}$.
Ex. 4. Solve $\frac{d x}{x(y-z)}=\frac{d y}{y(z-x)}=\frac{d z}{z(x-y)}$
Solution. We have $d x+d y+d z=0$ and $\frac{d x}{x}+\frac{d y}{y}+\frac{d z}{z}=0$.
$\therefore x+y+z=c_{1}, x y z=c_{2}$ form solution.
Ex. 5. Solve $\frac{l d x}{m n(y-z)}=\frac{m d y}{n l(z-x)}=\frac{n d z}{\operatorname{lm}(x-y)}$.
Solution. We have $l^{2} d x+m^{2} d y+n^{2} d z=0$
and $l^{2} x d x+m^{2} y d y+n^{2} z d z=0$.
$\therefore \quad l^{2} x+m^{2} y+n^{2} z=c_{1}, l^{2} x^{2}+m^{2} y^{2}+n^{2} z^{2}=c_{2}$.
Ex, 6. Integrate the equation

$$
\begin{equation*}
\frac{d x}{x^{2}-y z}=\frac{d y}{y^{2}-z x}=\frac{d z}{z^{2}-x y} . \tag{Raj.56}
\end{equation*}
$$

Solution. We have

$$
\frac{d x-d y}{(x-y)(x+y+z)}=\frac{d y-d z}{(y-z)(x+y+z)}=\frac{d z-d x}{(z-x)(x+y+z)}
$$

ie. $\quad \frac{d x-d y}{x-y}=\frac{d y-d z}{y-z}=\frac{d z-d x}{z-x}$.
The first two give $\log (x-y)=\log (y-z)+\log c$
ie. $\frac{x-y}{y-z}=c_{1}$.
Similarly from the last two, $\frac{v-z}{z-x}=c$.
These form the complete solution.
Ex. 7. Solve $\frac{d x}{x+y-x y^{2}}=\frac{d y}{x y^{2}-x-y}=\frac{d z}{z\left(y^{2}-x^{2}\right)}$.
Solution.

$$
\begin{equation*}
\frac{d x}{x+y-x y^{2}}=\frac{d y}{x y^{2}-x-y}=\frac{d z}{z\left(y^{2}-x^{2}\right)} \tag{Raj.57}
\end{equation*}
$$

$$
\begin{aligned}
=\frac{d x+d y}{0} & =\frac{z x d x+z y d y+d z}{z x\left[\left(x+y-x y^{2}\right)+y z\left(x y^{2}-x-y+z\left(y^{2}-x^{2}\right)\right]\right.} \\
& =\frac{z x d x+y z d y+d z}{z\left[x^{2}-y^{2}+y^{2}-x^{2}\right]}
\end{aligned}
$$

Thus $d x+d y=0$ and $z x d x+y z d y+d z=0$
or

$$
d x+d y=0 \text { and } x d x+y d y+\frac{1}{z} d z=0
$$

Integrating, $x+y=c_{1}$ and $x^{2}+y^{2}+2 \log z=c_{2}$.

These form the solution.
Ex. 8. $\frac{d x}{x\left(2 y^{4}-z^{4}\right)}=\frac{d y}{y\left(z^{4}-2 x^{4}\right)}=\frac{d z}{z\left(x^{4}-y^{4}\right)}$.
Ans. $\quad x y z^{2}=c_{1}, x^{4}+y^{4}+z^{4}=c_{2}$.
Ex. 9. Solve $\frac{d x}{x y}=\frac{d y}{y^{2}}=\frac{d z}{z x y-2 x^{2}}$.
[Agra 59;
Solution. From $\frac{d x}{x y}=\frac{d y}{y^{2}}$, we get $\frac{d x}{x}=\frac{d y}{y}$.
Integrating, $\log x=\log y+\log c$, ie. $x=c y$.
Now taking $\frac{d y}{y^{2}}=\frac{d z}{z x y-2 x^{2}}$, we get

$$
\frac{d y}{y^{2}}=\frac{d z}{z c y^{2}-2 c^{2} y}, \text { i.e. } \quad d y=\frac{d z}{z\left(c-2 c^{2}\right)}
$$

Integrating. $\left(c-2 c^{2}\right) y=\log z+c_{2}$
ie. $\quad x-2 x\left(\frac{x}{y}\right)=\log z+c_{2}$ or $x-\frac{2 x^{2}}{y}=\log z-c_{2}$.
These form the complete solution.
Ex. 10. Solve $\frac{d x}{x^{2}}=\frac{d y}{y^{2}}=\frac{d t}{n x y}$.

Solution From $\frac{d x}{x^{2}}=\frac{d y}{y^{2}}$, we get $\frac{1}{x}=\frac{1}{y}+c_{1}$
i.e. $y-x=c_{1} x y$.

Again from given equations

$$
\frac{d x / x-d y / y+c_{1} d z / n}{x-y+c_{1}(x y)}=0 ; \therefore \frac{d x}{x}-\frac{d y}{y}+c_{1} \frac{d z}{n}=0 .
$$

Integrating, $\log x-\log y+\frac{c_{1}}{n} z=c_{2}$. or

$$
z=\frac{n}{c_{1}} \log \left(\frac{y}{x}\right)+c_{2}=\frac{n x y}{y-x} \log \left(\frac{y}{x}\right)+c_{2}
$$

(1) and (2) together form the solution.

Ex. 11. Solve $\frac{d x}{y^{2}}=\frac{d y}{x^{2}}=\frac{d z}{x^{2} y^{2} z^{2}}$.
Solution. $\quad \frac{d x}{y^{2}}=\frac{d y}{x^{2}}$, give $x^{2} d x=y^{2} d y, \quad \therefore \quad x^{3}-y^{3}=c_{1}$.
Again $\frac{x^{2} d x+y^{2} d y-2 d z / z^{2}}{x^{2} y^{2}+x^{2} y^{2}-2 x^{2} y^{2}=0}$.
Hence $x^{2} d x+y^{2} d y-\frac{2}{z^{2}} d z=0$.
Integrating, $\frac{1}{3} x^{3}+\frac{1}{3} y^{3}+\frac{2}{z}=c_{2}$ or $x^{3}+y^{3}+\frac{6}{z}=c_{2}$.
Ex. 12. Solve the simultaneous equations

$$
\frac{d x}{x^{2}-y^{2}-z^{2}}=\frac{d y}{2 x y}=\frac{d z}{2 x z}
$$

Solution. From $\frac{d y}{2 x y}=\frac{d z}{2 x z}, \frac{d y}{y}=\frac{d z}{z}$.
Integrating, $\dot{y}=c z$.
Now $1 \operatorname{sing} x, y, z$ as multipliers, we get

$$
\begin{equation*}
\frac{d x}{x^{2}-y^{2}-z^{2}}=\frac{d y}{2 x y}=\frac{d z}{2 x z}=\frac{x d x+y d y+z d z}{x\left(x^{2}+y^{2}+z^{2}\right)} ; \tag{1}
\end{equation*}
$$

so when $\frac{d z}{2 x z}=\frac{x d x+y d y+z d z}{x\left(x^{2}+y^{2}+z^{2}\right)}$,
we have $\frac{d z}{z}=\frac{2 x d x+2 y d y+2 z d z}{x^{2}+y^{2}+z^{2}}$.
Integrating, $\log c_{z}+\log z=\log \left(x^{2}+y^{2}+z^{2}\right)$
or $x^{2}+y^{2}+z^{2}=c_{2} z$.
(1) and (2) togethet form the complete solution.

Ex. 13. Solve $\frac{d x}{1+y}=\frac{d y}{1+x}=\frac{d z}{z}$.
Solution. Here $\frac{d z}{z}=\frac{d x+d y}{2+x+y}=\frac{d x-d y}{y-x}$.
$\left.\begin{array}{rl}\therefore \quad \log z & =\log (2+x+y)+\log c_{1} \\ \text { and } \quad \log z & =-\log (x-y)+\log c_{2}\end{array}\right\}$
Ans.
Ex. 14. Solve $\frac{d x}{y^{3} x-2 x^{4}}=\frac{d y}{2 y^{4}-x^{3} y}=\frac{d z}{9 z\left(x^{3}-y^{3}\right)}$.
Solution. The equations can be written as

$$
\begin{aligned}
\frac{d x / x}{y^{3}-2 x^{3}} & =\frac{d y / y}{2 y^{3}-x^{3}}=\frac{d z / 3 z}{3\left(x^{3}-y^{3}\right)} \\
& =\frac{d x / x+d y / y+d z / 3 z}{0} .
\end{aligned}
$$

Hence $\frac{d x}{x}+\frac{d y}{y}+\frac{1}{3} \frac{d z}{z}=0$.
Integrating, $\quad \log x+\log y+\frac{1}{3} \log z=\log c_{1}$ i.e. $x y z^{1 / 3}=c_{1}$.

Also from the first two terms, we have

$$
\begin{equation*}
\left(2 y^{4}-x^{3} y\right) d x-\left(y^{3} x-2 x^{4}\right) d y=0 \tag{1}
\end{equation*}
$$

or $y^{3}(2 y d x-x d y)-x^{3}(y d x-2 x d y)=0$.
*By trial the I.F. $=\frac{1}{x^{3} y^{3}}$.
Hence multiplying by $\frac{1}{x^{3} y^{3}}$, equation becomes

$$
\left(\frac{2 y}{x^{3}}-\frac{1}{y^{2}}\right) d x-\left(\frac{1}{x^{2}}-\frac{2 x}{y^{2}}\right) d y=0 . \text { exact now. }
$$

Integrating $\frac{2 y}{x^{2}}-\frac{1}{y^{2}}$ with respect to $x$ treating $y$ as constant, wéget $-\frac{y}{x^{2}}+\frac{x}{y^{2}}$.

In coefficients of $d y$ there is no term free from $x$.
Hence the solution is $\frac{y}{x^{2}}-\frac{x}{y^{2}}=c_{2}$.
(1) and (2) together form the complete solution of the given simultaneous equations.
Ex. 15. Solve $\frac{d x}{y+z}=\frac{d y}{z+x}=\frac{d z}{x+y}$.
[Gujrat 61]
Solutiour. We have

$$
\begin{equation*}
\frac{d x-d y}{y-x}=\frac{d y-d z}{z-y}=\frac{d x+d y+d z}{2(x+y+z)} \tag{1}
\end{equation*}
$$

From first two members, we have
$\operatorname{lng}(y-x)=\log (z-y)+\log c_{1}$ or $(y-x)=c_{1}(z-y)$.

[^4]Again last two members give

$$
\begin{align*}
& -\log (y-z)=\frac{1}{2} \log (x+y+z)-\frac{1}{2} \log c_{2} \\
& \text { or }(y-z)^{2}(x+y+z)=c_{2} . \tag{2}
\end{align*}
$$

(1) and (2) together give the complete integral.

Ex. 16. Solve $\frac{d x}{x\left(y^{2}-z^{2}\right)}=\frac{d y}{y\left(z^{2}-x^{2}\right)}=\frac{d z}{z\left(x^{2}-y^{2}\right)}$.
[Raj. 54; Karnatak 60]
Solution. We have

$$
\begin{aligned}
\frac{d x}{x\left(y^{2}-z^{2}\right)} & =\frac{d y}{y\left(z^{2}-x^{2}\right)}=\frac{d z}{z\left(x^{2}-y^{2}\right)} \\
& =\frac{x d x+y d y+z d z}{\Sigma x^{2}\left(y^{2}-z^{2}\right)=0}=\frac{d x / x+d y / y+d z / z}{\Sigma\left(y^{2}-z^{2}\right)=0} .
\end{aligned}
$$

Hence $x d x+\grave{y} d y+z d z=0$ and $\frac{d x}{x}+\frac{d y}{y}+\frac{d z}{z}=0$.
Integrating these, we get

$$
x^{2}+y^{2}+z^{2}=c_{1}, \log x y z=\log c_{2} \text {, i.e. } x y z=c_{2} .
$$

These constitute the complete integral.
Ex. 17. Solve $\frac{d x}{z^{2}-2 y z-y^{2}}=\frac{d y}{y+z}=\frac{d z}{y-z}$.
[Vikram 62]
Solution. Using 1, $y, z$ as multipliers, we get

$$
\frac{d x+y d y+z d z}{z^{2}-2 y z-y^{2}+y(y+z)+z(y-z)}=0,
$$

i.e. $d x+y d y+z d y=0$.

Integrating, $\quad 2 x+y^{2}+z^{2}=c_{1}$.
Also $\frac{d y}{y+z}=\frac{d z}{y-z}$ can be written as

$$
\begin{equation*}
y d y-(z d y+y d z)-z d z=0 \tag{2}
\end{equation*}
$$

Integrating, $y^{2}-2 y z-z^{2}=c_{2}$.
(1) and (2) constitute the complete integral.

Ex. 18. Solve $\frac{d x}{\left.x y^{2}-z^{2}\right)}=\frac{d y}{y\left(z^{2}+x^{2}\right)}=\frac{d z}{-z\left(x^{2}+y^{2}\right)}$.
Hint, Multipliers are $x,-y,-z$ and $\frac{1}{x}, \frac{1}{y}, \frac{1}{z}$.
Integrals are $x^{2}-y^{2}-z^{2}=c_{1}, x y z=c_{2}$.
Ex. 19. Solve $\frac{d x}{y-z x}=\frac{d y}{x+y z}=\frac{d z}{x^{2}+y^{2}}$.
[Karnatak 61]
Solution. Using $y, x,-1$ as multipliers, we get
$y d x+x d y-d z=0, d(y x)-d z=0$.
Integrating, $x y-z=c_{1}$.
Again using $x,-y, z$ as multipliers, we get $x d x-y d y+z d z=0$.

Integrating, $x^{2}-y^{2}+z^{2}=c_{8}$.
(1) and (2) together form the complete integral.

Ex. 20. Solve $\frac{d x}{z(x+y)}=\frac{d y}{z(x-y)}=\frac{d z}{x^{2}+y^{2}}$.
[Agra 72; Poona 60; Delhi Hons. 72]
Solution. Using $x,-y,-z$ as multipliers, we get
$x d x-y d y-z d z=l, \quad \therefore \quad x^{2}-y^{2}-z^{2}=c_{1}$.
Again using $y, x,-z$ as multipliers, we get
$y d x+x d y-z d z=0$, i.e. $x y-\frac{1}{2} z^{2}=c_{2}$.
(1) and (2) form the complete integral.

Note. We can also use the first two members of the given equation to give one integral.

Ex. 21. Solve $\frac{d x}{x^{2}+y^{2}+y z}=\frac{d y}{x^{2}+y^{2}-y z}=\frac{d z}{z(x+y)}$.
[Bombay 61]
Solution. We have

$$
\frac{d x-d y}{z(x+y)}=\frac{d z}{z(x+y)}, \text { i.e. } d x-d y-d z=0 .
$$

$\therefore x-y-z=c_{1}$.
Again $\frac{x d x+y d y}{x^{3}+y^{3}+x y(x+y)}=\frac{d z}{z(x+y)}$,
i.e. $\frac{x d x+y d y}{x^{2}-x y+y^{2}+x y}=\frac{d z}{z}$ or $\frac{x d x+y d y}{x^{2}+y^{z}}=\frac{d z}{z}$.

Integrating,
$\log \left(x^{2}+y^{2}\right)=2 \log z+\log c_{8}$ or $\frac{x^{2}+y^{2}}{z^{2}}=c_{8}$
(1) and (2) together form the complete integral.

Ex. 22. Sol.e $\frac{d x}{x^{2}-y^{2}-y z}=\frac{d y}{x^{2}-y^{2}-z x}=\frac{d z}{z(x-y)}$.
[Bombay 61]
Solution. As above $x-y-z=c_{1}$ is an integral.
Again $\frac{x d x-y d y}{x^{2}-y^{2}}=\frac{d z}{z}$, i.e. $\frac{x^{2}-y^{2}}{z^{2}}=c_{2}$.
Ex. 23. Solve $\frac{d x}{1}=\frac{d y}{3}=\frac{d z}{5 z+\tan (y-3 x)}$.
Solution. When $\frac{d x}{1}=\frac{d y}{3}$, i.e, $d y-3 d x=0$, we have

$$
\begin{equation*}
y-3 x=c \tag{1}
\end{equation*}
$$

Now $\frac{d x}{1}=\frac{d z}{5 z+\tan (y-3 x)}$ becomes

$$
\frac{5 d x}{1}=\frac{5 d z}{5 z+\tan c}
$$

$$
\text { as } y-3 x=c
$$

Integrating, $\log (5 z+\tan c)=\log c_{2}+5 x$,
i.e. $5 z+\tan c=c_{2} e^{8 x}$, i.e. $\quad 5 z+\tan (y-5 x)=c_{2} e^{5 x}$.
(1) and (2) form the complete integral.

Ex. 24. $\frac{d x}{1}=\frac{d y}{-2}=\frac{d z}{3 x^{2} \sin (y+2 x)}$.
Ans. $2 x+y=c_{1}, x^{8} \sin (y+2 x)-z=c_{2}$.
Ex. 25. Solve $\frac{d x}{y}=\frac{d y}{x}=\frac{d z}{x y z^{2}\left(x^{2}-y^{2}\right)}$.
[Bombay 61]
Solution. $\quad \frac{d x}{y}=\frac{d y}{x}$ gives $x d x-y \quad d y=0$, i.e. $x^{2}-y^{2}=c_{1}$.
Now $\frac{d x}{y}=\frac{d z}{x y z^{2}\left(x^{2}-y^{2}\right)}$ gives $\frac{d x}{1}=\frac{d z}{x z^{2} c_{1}}$
or $\quad c_{1} x d x=\frac{d z}{z^{2}}$ or $c_{1} x^{3}=-\frac{2}{z}+c_{3}$
or $\left(x^{2}-y^{2}\right) x^{2}=-\frac{2}{z}+c_{2}$.
(1) and (2) form the complete integral.

Ex. 26. $\frac{d x}{y}=\frac{d y}{-z}=\frac{d z}{z^{2}+(y+x)^{2}}$.
Ans. $\quad x+y=c_{1}, \log \left[z^{2}+(y+x)^{2}\right]-2 x=c_{2}$.
Ex. 27. $\frac{d x}{x z\left(z^{2}+x y\right)}=\frac{d y}{-y z\left(z^{2}+x y\right)} \approx \frac{d z}{x^{4}}$
Ans. $\quad x y=c_{1},\left(z^{2}+x y\right)^{2}-x^{4}=c_{2}$.
Ex. 28. $\frac{d x}{y}=\frac{d y}{-x}=\frac{d z}{2 x-3 y}$.
[Mysore 69]

## Total Differential Equations

## 4•1. Total Differential Equation

An equation of the form
$P d x+Q d y+R d z=0$,
where $P, Q, R$ are functions of $x, y, z$ is called the total differential equation.

$$
\begin{align*}
& \text { Thus equations } \\
& \begin{array}{l}
\left(3 x^{2} y^{2}-e^{x} z\right) d x+\left(2 x^{3} y+\sin z\right) d y+\left(y \cos z-e^{x}\right) d z=0 \\
(3 x z+2 y) d x+x d y+x^{2} d z=0 \\
d x+d y+x d z=0
\end{array} \tag{1}
\end{align*}
$$

are all total differential equations.
Integrable equations. It can be seen that (1) is exact differential of $\quad x^{3} y^{2}-e^{x} z+y \sin z=c$.

Thus (1) is an exact equation.
On the other hand (2) is not exact; but on multiplying by $x$ (integrating factor) it gives
$\left(3 x^{2} z+2 x y\right) d x+x^{2} d y+x^{3} d z=0$,
which is exact whose integral is $x^{3} z+x^{2} y=c$.
Thus (1) and (2) are integrable equations.*
Note. It can be seen that (3) is not integrable and its primitive cannot be found.
*4.2. Condition of Integrability.
[Agra 63, 51 ; Delhi 67 ; Gujrat 61, 59, 58 ; Bombay 58, 61; Meerut 70; Raj. 60, 58 ; Poona 62 ; Sagar 63 ; Karnatak 62, 61]
The equation is $P d x+Q d y+R d z=0$.
Let $u=a$ be a solution of (1) or of $\mu(P d x+Q d y+R d z)$, where $\mu$ is a function of $x, y, z$. In general, let

$$
d u=\mu(P d x+Q d y+R d z)
$$

But $d u=\frac{\partial u}{\partial x} d x+\frac{\partial u}{\partial y} d y+\frac{\partial u}{\partial z} d z$,
so that $\frac{\partial u}{\partial x}=\mu, \frac{\tilde{\alpha} u}{\partial y}=\mu Q, \frac{\partial u}{\partial z}=\mu R$.
*It can be veritied that equations (1) and (2) both satisfy the condition of integrability given in $\$ .2$ below.

Also since $\quad \frac{\hat{c}^{2} \mu}{\partial x \partial y}=\frac{\partial^{2} \mu}{\partial y \partial x}$,

$$
\frac{\partial}{\partial x}(\mu Q)=\frac{\partial}{\partial y}(\mu P)
$$

or

$$
\begin{equation*}
\mu\left(\frac{\partial P}{\partial y}-\frac{\partial Q}{\partial x}\right)=Q \frac{\partial u}{\partial x}-P \frac{\partial u}{\partial z} . \tag{2}
\end{equation*}
$$

Similarly, since $\frac{\partial^{2} u}{\partial x \partial z}=\frac{\partial^{2} u}{\partial z \partial x}$ and $\frac{\partial^{2} u}{\partial y \partial z}+\frac{\partial^{2} u}{\partial z \partial y}$, we get

$$
\begin{equation*}
\mu\left(\frac{\partial R}{\partial x}-\frac{\partial P}{\partial y}\right)=P \frac{\partial \mu}{\partial z}-R \frac{\partial \mu}{\partial x} \tag{3}
\end{equation*}
$$

and $\mu\left(\frac{\partial Q}{\partial z}-\frac{\partial R}{\partial y}\right)=R \frac{\partial \mu}{\partial y}-Q \frac{\partial \mu}{\partial z}$.
Multiplying (2), (3), (4) by $R, Q, P$ respectively and adding (to eliminate $\mu$ ), we get

$$
\begin{equation*}
\mathbf{P}\left(\frac{\partial \mathbf{Q}}{\partial \mathbf{z}}-\frac{\partial \mathbf{R}}{\partial \mathbf{y}}\right)+\mathbf{Q}\left(\frac{\partial \mathbf{R}}{\partial \mathbf{x}}-\frac{\partial \mathbf{P}}{\partial \mathbf{z}}\right)+\mathbf{R}\left(\frac{\partial \mathbf{P}}{\partial \mathbf{y}}-\frac{\partial \mathbf{Q}}{\partial \mathbf{x}}\right)=\mathbf{0} . \tag{5}
\end{equation*}
$$

This is the required condition of integrability.
Note. We can show that if (5) is satisfied, the equation (1) has an integral. Thus the condition (1) is necessary and sufficient for the integrability of (1).
4.3. Exact Equation. Condition of exactness.

In case $P d x+Q d y+R d z$
is exact differential of $\quad u=a$,
then $\quad d u=P d x+Q d y+R d z$.
Also $d u=\frac{\partial u}{\partial x} d x+\frac{\partial u}{\partial y} d y+\frac{\partial u}{\partial z} d z$,
so that $P=\frac{\partial u}{\partial x}, Q=\frac{\partial u}{\partial y}, R=\frac{\partial u}{\partial z}$.
But $\frac{\partial^{2} u}{\partial x \partial y}=\frac{\partial^{2} u}{\partial y \partial x}$.

$$
\therefore \quad \frac{\partial \mathbf{P}}{\partial \mathbf{y}}=\frac{\partial \mathbf{Q}}{\partial \mathbf{x}}
$$

Similarly $\frac{\partial Q}{\partial z}=\frac{\partial R}{\partial y}$ and $\frac{\partial R}{\partial x}=\frac{\partial P}{\partial z}$.
These are the conditions of exactness.
Note. These can be obtained by putting $\mu=1$ in above artizle.
*4.4. Method of solving

$$
\begin{equation*}
P d x+Q d y+R d z=0 . \tag{Saugar62}
\end{equation*}
$$

First check up that the condition of integrability,
i.e. $\quad P\left(\frac{\partial Q}{\partial z}-\frac{\partial R}{\partial y}\right)+Q\left(\frac{\partial R}{\partial x}-\frac{\partial P}{\partial z}\right)+R\left(\frac{\partial P}{\partial y}-\frac{\partial Q}{\partial x}\right)=0$,
is satisfied.

Case I. Exact Equation. If the equation is exact, i.e. if

$$
\frac{\partial Q}{\partial z}=\frac{\partial R}{\partial y}, \frac{\partial R}{\partial x}=\frac{\partial P}{\partial z}, \frac{\partial P}{\partial y}=\frac{\partial Q}{\partial x},
$$

i.e. coefficients of $P, Q, R$ in (2) are zero, then the equation can be integrated after properly regrouping the terms.

Case II. Homogeneous Equation. If $P, Q . R$ are homogeneous functions of $x, y, z$, then one variable say $z$ can be separated from the other by the substitution $x=z u, y=z v$, so that $d x=z d u+u d z$ and $d y=z d v+v d z$.

Case III. One variable constant. If any two terms say $P d x+Q d y=0$ can be readily solved, then we take the third variable $z=$ constant, so that $d z=0$.

Thus let solution of $P d x+Q d y=0$ be

$$
\begin{equation*}
u=\phi(z), \tag{3}
\end{equation*}
$$

where $\phi(z)$ is function of $z$ only and is as such constant with respect to $x$ and $y$.

Then to completely find the solution, differentiate (3) with respect to $x, y$ and $z$ and compare this with the given equation (1). We thus get the value of $d \phi / d z$ which on integration gives value of $\phi$ and the complete solution (3).

Case IV. Method of auxiliary equations. If none of the above methods is found convenient, then comparing (1) and (2), we get simultaneous equations

$$
\overline{\partial Q} \frac{d x}{\partial z}-\frac{\partial R}{\partial y}=\frac{d y}{\frac{\partial R}{\partial x}-\frac{\partial P}{\partial z}}=\frac{d z}{\frac{\partial P}{\partial y}-\frac{\partial Q}{\partial x}},
$$

which are called auxiliary equations and can be solved like simultaneous equations. If $u=a, v=b$ be the two integrals of auxiliary equations, then by comparing $A d u+B d v=0$ with (1), we get the values of $A$ and $B$ and then the complete primitive.*

We shall illustrate these methods by some of the solved examples.

Ex. 1. Solve $(x-y) d x-x d y+z d z=0$.
Solution. We have $P=x-y, Q=-x, R=z$.
The condition of integrability is

$$
\begin{gathered}
P\left(\frac{\partial Q}{\partial z}-\frac{\partial R}{\partial x}\right)+Q\left(\frac{\partial R}{\partial x}-\frac{\partial P}{\partial z}\right)+R\left(\frac{\partial P}{\partial y}-\frac{\partial Q}{\partial x}\right)=0 \\
(x-y)[0-0]+(-x)[0-0]+z(-1+1)=0
\end{gathered}
$$

The condition is satisfied Hence the equation is integrable. Hence we see that in the above condition coefficients of $P, Q, R$ are separately zero. Hence the equation is exact.

[^5]
## I. Method. Exact Equation.

The equation can be written as

$$
x d x-(y d x+x d y)+z d z=\cap .
$$

Integrating, $\frac{1}{2} x^{2}-x y+\frac{1}{2} z^{2}=$ constant or $x^{2}-2 x y+z^{2}=c$ is the solution.

## II. Method. Homogeneous Equations.

[Vikram 69
Here we find that $P, Q, R$ are homogeneous functions. Hence putting $x=u z, y=v z$, we get

$$
d x=u d z+z d u, d y=v d z+z d v
$$

and then the equation becomes

$$
\begin{aligned}
(u z-v z)(u d z+z d u)-u z(v d z+z d v)+z d z & =0 \\
z(u-v) d u-z u d v+[(u-v) u-u v+1] d z & =0 \\
\frac{(u-v) d u-u d v}{\left[u^{2}-2 u v+1\right]}+\frac{d z}{z} & =0 .
\end{aligned}
$$

or

Integrating, $\log \left(u^{2}-2 u v+1\right)+2 \log z=\log c$
or

$$
z^{2}\left(u^{2}-2 u v+1\right)=c
$$

or

$$
u^{2} z^{2}-2 u z, v z+z^{2}=c
$$

$$
x^{2}-2 x y+z^{2}=c \quad \text { as } u z=x, v z=y .
$$

III Method. Regarding one variable constant.
If we put $z=$ constant, then $d z=0$ and then the equation becomes $(x-y) d x-x d y=0$, i.e., $x d x-(y d x+x d y)=0$.

Integrating $\quad \frac{1}{2} x^{2}-x y=\phi(z)$.
Differentiating it, we get $(x-y) d x-x d y-\phi^{\prime}(z) d z=0$.
Comparing this with the given equation, we get

$$
z=-\phi^{\prime}(z) \text {, so that } \phi(z)=-\frac{1}{2} z^{2}+c \text {. }
$$

Putting this value of $\phi(z)$ in (2), tne solution is

$$
\frac{1}{2} x^{2}-x y+\frac{1}{3} z^{2}=k
$$

or $\quad x^{2}-2 x y+z^{2}=2 k=c_{s} \quad$ is the solution
IV Method. Method of auxiliary equations.
Since the equation is exact, the auxiliary equations are

$$
\frac{d x}{0}=\frac{d y}{0}=\frac{d z}{0},
$$

which fails to give any solution.
[S: e footnote on P. 124]
4.5. Example which can be solved by inspection

Now we solve certain examples which can be solved as exact equations or which can be solved by inspection. All these examples can be solved by other methods also, but it is easiest if it is possible to solve a particular equation by inspection.

Ex. 1. Solve $2 y z d x-3 z x d y-4 x y d z=0$.
[Bombay 61]
Solution. Here $P=2 y z, Q=-3 z x, R=-4 x y$.
$\therefore$ Condition of exactness, i.e.

$$
P\left(\frac{\partial Q}{\partial z}-\frac{\partial R}{\partial y}\right)+Q\left(\frac{\partial R}{\partial x}-\frac{\partial P}{\partial z}\right)+R\left(\frac{\partial P}{\partial z}-\frac{\partial Q}{\partial x}\right)=0
$$

$$
\text { gives } 2 y z(-3 x+4 x)-3 z x(-4 y+2 y)-4 x y(2 z+3 z)=0
$$

i.e.

$$
2 x y z+18 x y z-20 x y z=0
$$

Thus the condition of exactness is satisfied.
Dividing by $x y z$, the equation becomes

$$
\frac{2 d x}{x}-\frac{3 d y}{y}-\frac{4 d z}{z}=0 .
$$

Integrating, $2 \log x-3 \log y-4 \log z=\log c$.
i.e. $\frac{x^{2}}{y^{3} z^{4}}=c$ is the solution.

Note. All the equations, that we will be solving, satisfy the condition of integrability. Therefore, we shall not show in every example that this condition is satisfied. Students should verify this for themselves and in examination they should inevitably show it.

Ex. 2. Solve $(y+z) d x+d y+d z=0$.
[Agra 54]
Solution. Write the equation as

$$
d x+\frac{d y+d z}{y+z}=0 .
$$

Integrating, $\quad x+\log (y+z)=\log c$
or $\quad y+z=c e^{-x}$ is the solution.
Ex. 3. Show that

$$
(y z+2 x) d x+(z x-2 z) d y+(x y-2 y) d z=0
$$

is integrable and solve the equation.
[Poona 60]
Solution. Show for yourself that the condition of integrability is satisfied for equation.

To solve it, write it as
$(y z d x+z x d y+x y d z)+2 x d x-2(z d y+y d z)=0$.
Integrating, $\quad x y z+x^{2}-2 y z=c$.
Ex. 4. Solve

$$
(y z+2 x) d x+(z x+2 y) d y+(x y+2 z) d z=0 .
$$

[Delhi Hons. 68]
Solution. The equation can be written as

$$
(y z d x+z x d y+x y d z)+2(x d x+y d y+z d z)=0
$$

or $d(x y z)+d\left(x^{2}+y^{2}+z^{2}\right)=0$.
Integrating, the solution is

$$
x y z+\left(x^{2}+y^{2}+z^{2}\right)=c .
$$

Ex. 5. Solve

$$
y z(1+x) d x+z x(1+y) d y+x y(1+z) d z=0
$$

[Gujrat 61]
or $(y z+x y z) d x+(z x+x y z) d y+(x y+x y z) d z=0$.
[Agra 69, 64, 58; Raj. 55]

Solution. Dividing by $\boldsymbol{x y z}$, the equation becomes

$$
\left(\frac{1}{x}+1\right) d x+\left(\frac{1}{y}+1\right) d y+\left(\frac{1}{z}+1\right) d z=0
$$

Integrating, $\log x y z+x+y+z=c$ is the solution.
Ex. 6. Solve $(a-z)(y d x+x d y)+x y d z=0$.
[Raj 61; Poona 69; Bombay 61]
Solution. We can write the equation as

$$
\frac{d x}{x}+\frac{d y}{y}+\frac{d z}{a-z}=0 .
$$

Integrating, $\quad \log x+\log y-\log (a-z)=\log c$
i.e. $\quad x y=c(a-z)$.

Ex. 7. Solve $y z \log z d z-z x \log z d y+x y d y=0$.
[Meerut 68 ; Agra 68]
Solution. Dividing by $x y z \log z$, the equation becomes

$$
\frac{1}{x} d x-\frac{1}{y} d y+\frac{1}{z \log z} d z=0 .
$$

Integrating, $\log x-\log y+\log (\log z)=\log c$,
i.e. $\quad x \log z=c y$.

Ex. 8. Solve $(y+z) d x+(z+x) d x+(x+y) d z=0$.
Solution. Write the equation as
$(y d x+x d y)+(z d x+x d z)+(z d y+y d z)=0$,
i.e. $\quad d(x y)+d(z x)+d(y z)=0$.

Integrating, $x y+y z+z x=c$ is the solution.
Ex. 9. Solve $\left(y^{2}+z^{2}-x^{2}\right) d x-2 x y d y-2 x z d z=0$.
[Delhi Hons. 68; Karnatak 61]
Solution. The equation can be written as

$$
\begin{aligned}
& \quad\left(x^{2}+y^{2}+z^{2}\right) d x=2 x(x d x+y d y+z d z), \\
& \text { ie. } \quad \frac{2(x d x+y d y+z d z)}{x^{2}+y^{2}+z^{2}}=\frac{d x}{x} .
\end{aligned}
$$

Integrating, $\log \left(x^{2}+y^{2}+z^{2}\right)=\log x+\log c$.
$\therefore \quad x^{2}+y^{2}+z^{2}=c x$ is the solution.
Ex. 10. Solve $x d x+y d y-\sqrt{ }\left(a^{2}-x^{2}-y^{2}\right) d z=0$.
[Gujrat 58]
Solution. The equations can be written as

$$
\frac{x d x+y d y}{\sqrt{\left(a^{2}-x^{2}-y^{2}\right)}}=d z,
$$

i.e., $\frac{d\left(x^{2}+y^{2}\right)}{\sqrt{\left\{a^{2}-\left\{x^{2}+y^{2}\right)\right\}}}=2 d z$. .

Integrating, $\sin ^{-1} \frac{x^{2}+y^{2}}{a}=2 z+c$,
or $x^{2}+y^{2}=a \sin (2 z+c)$ is the solution.

Fx. 11. Solve $z d z+(x-a) d x=\sqrt{ }\left\{h^{2}-z^{2}-(x-a)^{2}\right\} d y$.
Solution The equation can be written as
[Agra 47]

$$
\frac{z d z+(x-a) d x}{\sqrt{\left[h^{2}-\left(z^{2}+(x-a)^{2}\right\}\right]}}=d y
$$

or $\frac{d\left[z^{2}+(x-a)^{2}\right]}{\sqrt{ }\left[h^{2}-\left\{z^{2}+(x-a)^{2}\right\}\right]}=d y$.
Integrating, $\sqrt{ }\left[h^{2}-z^{2},-(x-a)^{2}=-y+c\right.$.
$\therefore \quad h^{2}-z^{2}-(x-a)^{2}=(y-a)^{2}$ is the solution.
Ex. 12. Integrate $\left(2 x+y^{2}+2 x z\right) d x+2 x y d y+x^{2} d z=d u$.
Solution Write the equation as
[Agra 55]
$2 x d x+\left(y^{2} d x+2 x y d y\right)+\left(x^{2} d z+2 x z d x\right)=d u$,
i.e. $2 x d x+d\left(y^{2} x\right)+d\left(x^{2} z\right)=d u$

Integrating, $x^{2}+y^{2} x+x^{2} z=u+c$ is the solution.
Ex. 13. Solye
$y z^{2}\left(x^{2}-y z\right) d x+z x^{2}\left(y^{2}-x z\right) d y+x y^{2}\left(z^{2}-x y\right) d z=0$.
Solution. Dividing by $x^{2} y^{2} z^{2}$, the equation becomes

$$
\begin{aligned}
& \quad\left(\frac{1}{y}-\frac{z}{x^{2}}\right) d x+\left(\frac{1}{z}-\frac{x}{y^{2}}\right) d y+\left(\begin{array}{l}
1 \\
\left.x-\frac{y}{z^{2}}\right) d z=0 \\
\text { or } \\
\frac{y d x-x d y}{y^{2}}+\frac{y d z-z d y}{z^{2}}+\frac{z d x-x d z}{x^{2}}=0, \\
\text { i.e. } \quad d\left[\frac{x}{y}\right]+d\left[\frac{y}{z}\right]+d\left[\frac{z}{x}\right]=0 .
\end{array}\right. \text {, }
\end{aligned}
$$

Integrating, $\frac{x}{y}+\frac{y}{z}+\frac{z}{x}=c$ is the solution.
Ex. 14. Solve $\left(x^{2} y-y^{3}-y^{2} z\right) d x+\left(x y^{2}-x^{2} z-x^{3}\right) d y$

$$
+\left(x y^{2}+x^{2} y\right) d z=0
$$

[Agra 63, 57; Raj. 54, 52; Sagar 63]
Solution. Dividing by $x^{2} y^{2}$, the equation becomes

$$
\left(\frac{1}{y}-\frac{y}{x^{2}}-\frac{z}{x^{2}}\right) d x+\left(\frac{1}{x}-\frac{z}{y^{2}}-\frac{x}{y^{2}}\right) d y+\left(\frac{1}{x}+\frac{1}{y}\right) d z=0
$$

i.e. $\frac{y d x-x d y}{y^{2}}+\frac{x d y-y d x}{x^{2}}+\frac{x d z-z z d x}{x^{2}}+\frac{y d z-z d y}{y^{2}}=0$.

Integrating, $\frac{x}{y}+\frac{y}{x}+\frac{z}{x}+\frac{z}{v}=c$
i.e. $x^{2}+y^{2}+z(x+y)=c x y$.

Note. For an alternate solution of this example as a homogeneous equation, see Ex. 2 P. 134.

Ex 15. Solve $\frac{y z}{x^{2}+y^{2}} d x-\frac{x z}{x^{2}+y^{2}} d y-\tan ^{-1} \frac{y}{x} d z=0$.
Solution. Write the equation as

$$
\frac{y d x-x d y}{\left(x^{2}+y^{2}\right) \tan ^{-1}(y / x)}=\frac{d z}{z} .
$$

Hence the equation becomes $-\frac{d u}{u}=\frac{d z}{z}$.
Integrating, $-\log u=\log z+\log c$
or $\frac{1}{u}=c z$ or $u=\frac{1}{c z}$ i.e. $\tan ^{-1}\left(\frac{y}{x}\right)=\frac{1}{c z}$ or $\frac{y}{x}=\tan \left(\frac{1}{c z}\right)$.
4.6. Examples by taking one variable constant.

If by taking a variable constant (i.e. by omitting any one of the terms) the equation can be easily integrated, then this method is preferred.

It will not be difficult to decide as to which variable should be taken constant, since equation free from it should be integrable. The following examples will make the method clear.

Ex 1. Solve $3 x^{2} d x+3 y^{2} d y-\left(x^{3}+y^{3}+e^{2 x}\right) d x=0$.
[Agra 70 ; Karnatak 61]
Solution. Taking $z=$ const.*, $d \delta=0$, the equation becomes

$$
\begin{equation*}
3 x^{2} d x+3 y^{2} d y=0 \tag{1}
\end{equation*}
$$

Integrating, $x^{3}+y^{3}=\phi(z)$,
where $\phi(z)$ is a function of $z$ (regarded const.).
Now differentiating (1), we get

$$
\begin{equation*}
3 x^{2} d x+3 y^{2} d y-\phi^{\prime}(z) d z=0 \tag{2}
\end{equation*}
$$

Comparing (2) with the given equation, we get

$$
\begin{aligned}
\phi^{\prime}(z) & =x^{3}+y^{3}+e^{2 z} \\
& =\phi(z)+e^{2 z}
\end{aligned}
$$

i.e. $\frac{d \phi}{d z}-\phi=e^{2 z}$, linear, I.F. $=e^{-z}$.
$\therefore \quad \phi e^{-z}=c+\int e^{2 z} \cdot e^{-\varepsilon} d z=c+e^{z}$.
Hence $\phi=c e^{z}+e^{2 ;}$
$\therefore$ (1) be omes $x^{3}+y^{3}=c e^{z}+e^{2 z}$.
which is the required volution.
Note. This example has been solved by another method also. See Ex. 3 P. 134.

Ex. 2. $(2 x z-y z) d x+(2 y z-z x) d y-\left(x^{2}-x z+y^{2}\right) d z=0$.
[Agta 59, 53]
Solution. Taking $z=$ const. $\dagger, d z=0$.
The equation becomes

$$
(2 x z-y z) d x+(2 y z-z x) d y=0
$$

[^6]i.e. $\quad(2 x-y) d x+(2 y-x) d y=0$
or $2 x d x-(y d x+x d y)+2 y d y=0$. .
Integrating, $x^{2}-x y+y^{2}=\phi(z)$,
where $\phi(z)$ is a function of $z$, which is regarded constant.
Now differentiating ( 1 ), we get
$$
(2 x-y) d x+(2 y-x) d y-\phi^{\prime}(z) d z=0
$$

Multiplying it by $z$, it becomes

$$
\begin{equation*}
(2 x z-y z) d x+(2 y z-z x) d y-z \phi^{\prime}(z) d z=0 \tag{2}
\end{equation*}
$$

Comparing it with the given equation, we get $z \phi^{\prime}(z)=x^{2}-x y+y^{2}=\phi(z)$.
$\therefore z \frac{d \phi}{d z}=\phi$ or $\frac{d \phi}{\phi}=\frac{d z}{z}$.
$\therefore \phi=c z$.
Putting this value in (1), the solution is

$$
x^{2}-x y+y^{2}=c z
$$

Ex. 3. Verify that the condition of integrability is satisfied by the following equation and solve it. $\left(2 x^{2}+2 x y+2 x z^{2}+l\right) d x+d y+2 d z=0$.
[Delhi Hons. 67; Bombay 62; Raj. 57; Nagpur 61;
Punjab 67; Agra 71, 65; Sagar 62; Vikram 64]
Solution. Verify for yourself that the condition of integrability is satisfied.

Taking $x=$ constant, $d x=0$, the equation becomes $d y+2 z d z=0$. Integrating, $y+z^{2}=\phi(x)$,
where $\phi(x)$ is a function of $x$, which is taken constant.
Differentiating it, we get

$$
d y+2 z d z-\phi^{\prime}(x) d x=0
$$

Comparing it with the given equati $n$, we get

$$
\begin{aligned}
-\phi^{\prime}(x) & =2 x^{2}+2 x y+2 x z^{2}+1 \\
& =2 x^{2}+2 x\left(y+z^{2}\right)+1=2 x^{2}+2 x \phi(x)+1=0
\end{aligned}
$$

or $\frac{d \phi}{d x}+2 x \phi+2 x^{2}+1=0$. Linear, I.F. $=e^{x^{2}}$.

$$
\begin{aligned}
\therefore \phi e^{x^{2}} & =c-\int\left(2 x^{2}+1\right) e^{x^{2}} d x=c-\int 2 x^{2} e^{x^{2}} d x-\int e^{x^{2}} d x \\
& =c-\int x \cdot e^{x^{2}} 2 x d x-\int e^{x^{2}} d x \\
& =c-x e^{x^{2}}+\int e^{x^{3}} d x-\int e^{x^{2}} d x=c-x e^{x^{2}}
\end{aligned}
$$

$\therefore \phi=c e^{-x^{2}}-x$.
Putting this value in (1), the general solution is

$$
\left(y+z^{2}\right)=c e^{-x^{2}}-x \quad \text { or } \quad\left(x+y+z^{2}\right) e^{x^{2}}=c
$$

Ex. 4. Solve

$$
\left(e^{x} y+e^{x}\right) d x+\left(e^{y} z+e^{x}\right) d y+\left(e^{y}-c^{x} y-e^{y} z\right) d z-1 .
$$

Solutinn Taking $z=$ const., $d z=0$.
The equation becomes

$$
\begin{equation*}
\left(c^{x} y^{x} a x+e^{x} d y\right)+e^{y} z d y+e^{x} d x=0 . \tag{1}
\end{equation*}
$$

integrating, $e^{x} y+e^{y} z+e^{z} x=\phi(z)$.
Differntiating it with respect to all variables, we get

$$
\left(e^{x} y+e^{z}\right) d x+\left(e^{y} z+e^{x}\right) d y+\left(e^{y}+e^{x} x\right) d z-\phi^{\prime}(z) d x=0 .
$$

Comparing this with the given equation, we get

$$
e^{y}+e^{z} x-\phi^{\prime}(z) \times e^{y}-e^{y} y-e^{y} z
$$

or $\phi^{\prime}(z)-e^{x} y+\varepsilon^{y} z+e^{z} y=\phi(z)$.

$$
\therefore \frac{d \phi}{d z}=\frac{1}{4} \text { i.e. } \frac{d \phi}{\phi}=d z \text { or } \phi=c e^{2} \text {. }
$$

Putting this value in (1), the general integral is $e^{r} y+e^{r}+e^{2} x=c e^{x}$
Ex. 5. Some (cos $\left.x+e^{2} y\right) d x+\left(e^{x}+e^{y} z d y+e^{x}\right.$ ix-0.
Sohation. Take $x=$ const, $d x=0$.
$\therefore e^{x} d y+e^{y}=a^{\prime \prime} d z=0$ giver $e^{\prime}, e^{x} x=\dot{q}(x)$ etc.
Ans. $e^{x}+e^{2} z+\sin x=c$.
Lx. 6. Solie $x d y-y d x-2 x^{2} \pi d z=0$.

Somiton. Takiie $z=$ const., $d z=0$.
$\therefore x d y-y d x=z$, i.e. $\frac{d x}{x}=\frac{d y}{y}$
Integrating, $\log x-\log y=\phi(z)$.
Diferentiating, $\frac{1}{x} d x-\frac{1}{y} d y=\phi(z) d z$,
i.e. $y d x-x d y=x y \phi^{\prime}(z) d z$.

Comparing it with given equation, we get

$$
2 x^{2} z=x y \dot{\phi}^{\prime}(z), \text { i.e } \quad \frac{x}{y} z=\phi^{\prime}(z)
$$

ie $2 z e^{\phi}=\frac{d \phi}{d z}$ or $2 z d z=e^{-\phi} d \phi$
or $z^{2}=c-e^{\phi}$ or $e^{-\phi}=c-z^{2} ; \quad \therefore \quad \phi=-\log \left(e-z^{2}\right)$.
Puting this in (1), the complete solution is
$\log x-\log y=-\log \left(c-z^{2}\right)$ or $y=x\left(c-z^{2}\right)$.
Ex. 7. Solve 3y $d x=3 x d y+v^{2} d z$

$\therefore y d x-x d y=0$ or $\frac{d x}{x}-\frac{d y}{y}=0$.
Integrating, $\log \left(\frac{x}{y}\right)=\phi(z)$ or $\frac{x}{y}=e^{\phi(-)}$.

Differentiating again $\frac{1}{x} d x-\frac{1}{y} d y=\phi^{\prime}(z) d z$
or $y d x-x d y=x y \phi^{\prime}(z) d z$.
The given equation is
$y d x-x \quad d y=\frac{y^{2}}{z} d z$.
Comparing, $x y \phi^{\prime}(z)=\frac{y^{2}}{z}$.
or $\quad z \phi^{\prime}(z)=\frac{y}{x}=e^{-\phi(z)}$
or $z \frac{d \phi}{d z}=e^{-\phi}$ where $\phi \equiv \phi^{\prime}(z)$
or $e^{\phi} d \phi=d z / z$ )
$i$ e. $\quad e^{\phi}=\log A z$, where $A$ is a const.
Putting this in (1), the complete solution is

$$
(x / y)=\log A z \quad \text { or } \quad x=y \log A z .
$$

Ex. 8. Solve $\left(z+z^{2}\right) \cos x d x-\left(z+z^{2}\right) d y+\left(1-z^{2}\right)(y-\sin x) d z=0$.
Solution. Taking $z=$ const., $d z=0$
$\therefore \quad$ the equation becomes $\cos x d x-d y=0$ or $\sin x-y=\phi(z)$.
Differentiating, $\cos x d x-d y=\phi^{\prime}(z) d z$
or $\left(z+z^{\bar{z}}\right) \cos x d x-\left(z+z^{2}\right) d y=\left(z+z^{2}\right) \phi^{\prime}(z) d z$.
Comparing it with given equation, we get

$$
\left(1-z^{2}\right)(y-\sin x)=-\left(z+z^{2}\right) \phi^{\prime}(z)
$$

i.e. $\quad-\left(1-z^{2}\right) \phi(z)=-z(1+z) \phi^{\prime}\left(z^{\prime}\right.$.
$\therefore \quad \frac{d \phi}{\phi}=\frac{1-z}{z} d z=\left(\frac{1}{z}-1\right) d z$
Integrating, $\log \phi-\log z=-z+\log c, \phi=c z e^{-z}$.
Hence from (1), the general solution is
$\sin x-y=c z e^{-=}$or $y=\sin x-c z e^{-3}$.
Ex. 9. Show that the differential equation

$$
z\left(l-z^{2}\right) d z+z d y=\left(r+y+z^{2 v}\right) d z
$$

\$atisfies 'he condition of integrability, and hence solve it.
[Delhi Hons. Ill 72]
Ex. 10. $\left(2 x^{3}-z\right) z d x+2 x^{2} y z d y+x(z+x) d z=0$.
[Guru Nanak 73]

### 4.7 Examples on Homogeneous Equations and by the Method of Auxiliary F quations.

We now give some examples which can be solved as homogeneous equations or by forming auxiliary equations.

The method of forming auxiliary equation is sometimes convenient.
*Ex 1. Solve $\left(y^{2}+y z\right) d x=\left(x z+z^{2}\right) d y+\left(y^{2}-x y\right) d z=0$.
[Delhi Hons 70; Agra 72, 60; Vikram 62; Karnatak 60;
Sagar 65; Bombay 58; Mysore 70; Raj 56, 53, 51]
Solution. The equation satisfies the condition of integrability.
First Method. The equation is homogeneous; hence put $x=z u, y=z v$,
(Refer § 4.4 Case Il P. 123)

$$
d x=z d u+u d z, d y=z d x+v d z .
$$

Hence the equation becomes
$z^{2}\left(v^{2}+v\right)[z d u+u \cdot d z]+z^{2}(u+1)(z d v+v d z)+z^{2}\left(v^{2}-u v\right) d z=0$ or $z\left(v^{2}+v\right) d u+z(u+1) d v+\left[u\left(v^{2}+v\right)+v(u+1)+v^{2}-u v\right] d z=0$
or $\frac{v^{2}+v}{u v^{2}+u v+v+v^{2}} d u+\frac{u+1}{u v^{2}+u v+v+v^{2}} d v+\frac{d z}{z}=0$
or $\frac{d u}{u+1}+\frac{d v}{v^{2}+v}-\frac{d z}{z}=0$ as $u v^{2}+u v+v+v^{2}=(u+1)\left(u^{2}+v\right)$
or $\frac{d u}{u+1}+\left(\frac{1}{v}-\frac{1}{v+1}\right) d v+\frac{d z}{z}=0$.
Integrating, $\log \frac{(u+1 ; v z}{v+1}=\log c$, i.e. $\frac{(u+1) v z}{v+1}=c$,
i.e. $\quad \frac{(x / z+1)(y / z) z}{(y / z+1)}=c$ as $x=z u, y=z v$
or $(x+z) y=c(y+z)$.
Second Method. The auxiliary equations are

$$
\frac{d x}{\frac{\partial Q}{\partial z}-\frac{\partial R}{\partial y}}=\frac{d y}{\frac{\partial R}{\partial x}-\frac{\partial P}{\partial z}}=\frac{d z}{\partial P} \quad \text { (Refer Case IV P. 124) }
$$

i.e. $\frac{d x}{2(x-y+z)}=\frac{d y}{-2 y}=\frac{d z}{2 y}$ or $\frac{d x}{x-y+z}=\frac{d y}{-y}=\frac{d z}{y}$.

Last two members give $d y+d z=0$, i.e. $y+z=u$ (say).
Also $\frac{d x+d z}{x+z}=\frac{d y}{-y}$.
Integrating, $\log (x+z)+\log y=\log c$,
i.e. $\quad y(x+z)=v$ (say).

Then $\quad A d v=B \quad d v \Rightarrow 0$
gives $\quad A(d y+d z)+B(y d x+x d y+y d z+z d y)=0$,
ie. $\quad B y d x+[A+B(x+z)] d y+(A+B y) d z=0$.
Comparing this with the given equation, we get

$$
B y=y^{2}+y z \text {, i.e., } B=y+z=u \text {. }
$$

or

$$
\begin{aligned}
& A+B(x+z)=x z+z^{2}=z(x+z) ; \quad \therefore A=(x+z)(z-B) \\
& A=(x+z)(z-y-z)=-y(x+z)=-v
\end{aligned}
$$

Hence (2) is $-v d u+u d v=0$, i.e. $\frac{d u}{u}-\frac{d v}{v}=0$.
Integrating, $\log (u / v)=\log c$, i.e. $u / v=c$ or $\frac{y+z}{y(x+z)}=c$ or $y(x+z)=\frac{1}{c}(y+z)$. which is the required solution.

Note. We can do this example by taking any one of the variables constant also.
*Ex. 2. Solve the differential equation

$$
\left(x^{2} y-y^{3}-y^{2} z\right) d x+\left(x y^{2}-x^{2} z-x^{3}\right) d y+\left(x y^{2}+\hat{x}^{2} y\right) d z=0 \text {. }
$$

[Agra 63, 57; Raj. 52]
Solution. The equation satisfies the condition of integrability (verify yourself) and is homogeneous.

Put $x=u z, y=v z$,

$$
J x=u d z+z d u, d y=v d z+z d v
$$

Then the equation becomes

$$
\begin{aligned}
&\left(u^{2} v z^{2}-v^{3} z^{3}-v^{2} z^{3}\right)(u d z+z d u)+\left(u v^{2} z^{2}+u^{2} z^{3}-u^{2} z^{3}\right) \\
& \times(v d z+z d v)+\left(u v^{2} z^{2}+u^{2} v z^{3}\right) d z=0
\end{aligned}
$$

i.e. $\quad v\left(u^{2}-v^{2}-v\right) d u+u\left(v^{2}-u^{2}-u\right) d v=0$
or $\left(u^{2}-v^{2}\right)(v d u-u d v)-v^{2} d u-u^{2} d v=0$.
Dividing by $u^{2} v^{2}$, it becomes

$$
\left(\frac{1}{v^{2}}-\frac{1}{u^{2}}\right)(v d u-u d v)-\frac{1}{u^{2}} d u-\frac{1}{v^{2}} d v=0
$$

i.e. $\quad \frac{v d u-u d v}{v^{2}}+\frac{u d v-v d u}{u^{2}}-\frac{1}{u^{2}} d u-\frac{1}{v^{2}} d v=0$.

Integrating, $\frac{u}{v}+\frac{v}{u}+\frac{1}{u}+\frac{1}{v}=c$
i.e. $\frac{x}{y}+\frac{y}{x}+\frac{z}{x}+\frac{z}{y}=c$ as $u=\frac{x}{z}$ and $v=\frac{y}{z}$.

Ex. 3. Solve $3 x^{2} d x+3 y^{2} d y-\left(x^{3}+y^{3}+e^{2 z}\right) d z=0$.
Solution. The equation satisfies the condition of integrability. Here auxiliary equations are

$$
\frac{d x}{\frac{\partial Q}{\partial z}+\frac{\partial R}{\partial y}=\frac{\partial z}{\partial y}-\frac{\partial P}{\partial z}=\frac{d z}{\partial P} \frac{\partial Q}{\partial y}-\frac{\partial}{\partial x}}
$$

i.e. $\frac{d x}{3 y^{2}}=\frac{d y}{-3 x^{2}}-\frac{d z}{0+0}$
i.e. $\frac{d x}{y^{2}}=\frac{d y}{-x^{2}}=\frac{d z}{0}$.

First two give $x^{2} d x+y^{2} d y=0$, i.e. $x^{3}+y^{3}=u$ (say).
Last gives $d z=0$, i.e. $z=v$ (say),
$\begin{array}{ll}\text { So } & A d u+B d v=0 \\ \text { gives } & A\left(3 x^{2} d x+3 y^{2} d y\right)+B d z=0 \\ \text { or } & 3 A x^{2} d x+3 A y^{2} d y+B d z=0 .\end{array}$
Comparing this with given equation, we get

$$
3 x^{2}=3 A x^{2}, B=-\left(x^{3}+y^{3}+e^{2 z}\right) .
$$

$\therefore \quad A=1, B=-\left(u+e^{2 v}\right)$.
Hence (1) becomes $d u-\left(u+e^{2 v}\right) d v=0$.
i.e.

$$
\begin{aligned}
& \frac{d u}{d v}-u=e^{2 v} . \text { Linear, I,F: }=e^{-v} \\
& \therefore u e^{-v}=c_{1}+\int e^{2 v} \cdot e^{-v} d v=c_{1}+e^{v}
\end{aligned}
$$

or

$$
u=c_{1} e^{\nu}+e^{2 v}
$$

or $x^{3}+y^{3}=c_{1} e^{x}+e^{2 z}$ is the solution.
Note. This example has been solved by taking $z=$ const. also. See Ex. 1 P. 129.

Ex. 4. Show that the condition of integrability is satisfied by the equation $z(z-y) d x+(z+x) z d y+x(x+y) d z=0$ and solve it.
[Bombay 61]
Solution. We have

$$
\begin{aligned}
& P\left(\frac{\partial Q}{\partial z}-\frac{\partial R}{\partial y}\right)+Q\left(\frac{\partial R}{\partial x}-\frac{\partial P}{\partial z}\right)+R\left(\frac{\partial P}{\partial y}-\frac{\partial Q}{\partial x}\right) \\
= & z(z-y)[2 z+x-x]+z(z+x)[2 x+2 y-2 z]+x(x+y)[-z-z] \\
= & 0
\end{aligned}
$$

Hence the condition of integrability is satisfied.
Now the auxiliary equations are

$$
\begin{equation*}
\frac{d x}{2 z}=\frac{d y}{2 x+2 y-2 z}=\frac{d z}{-2 z}, \text { i.e. } \frac{d x}{z}=\frac{d y}{x+y-z}=\frac{d z}{-z} . \tag{1}
\end{equation*}
$$

First and third give $d x+d z=0$, i.e. $x+z=u$ (say)
Also $\frac{d x+d y}{x+y}=\frac{d z}{-z}$, ie. $\log (x+y)+\log z=\log v$.
ie. $\quad(x+y) z=v$.
Now $A d u+B d v=0$
gives $\quad A(d x+d z)+B[z d x+z d y+(x+y) d z]=0$
i.e.
$(A+B z) d x+B z d y+(A+x+y) d z=0$.
Comparing it with the given equation, we get

$$
A+B z=z(z-y), B z=z(z+x), A+x+y=x(x+y) .
$$

$\therefore \quad B=(z+x)=u, A=z(z-y)-B z=-z(x+y)=-n$,
$\therefore$ (3) becomes $-v d u+u d v=0$,
Integrating, $\quad r / u=c \quad$ or $\quad v=c u$
i.e. $\quad(x+y) z=c(x+z)$ is the solution.

Ex. 5. Solve $x z^{2} d x-z d y+2 y d z=0$.

Solution. The condition of integrability is satisfied, since

$$
x z \%(-1-2)-z\left(0-3 x z^{2}\right)+2 y(0-0)=0 .
$$

The auxiliary equations are

$$
\frac{d x}{-3}=\frac{d y}{-3 x z^{2}}=\frac{d z}{0}, \quad \text { i.e. } \quad \frac{d x}{1}=\frac{d y}{x z^{2}}=\frac{d z}{0} .
$$

From $d z=0, \quad z=u$ (say).
From $\quad x z^{2} d x=d y, \quad x^{2} z^{2}-2 y=v$.
Hence $A d u+B d v=0$ becomes

$$
\begin{equation*}
A d u+B\left(2 x z^{2} d x+2 x^{2} z d z-2 d y\right)=0 \tag{1}
\end{equation*}
$$

i.e. $\quad 2 B x z^{2} d x-2 B d y+\left(A+B .2 x^{2} z\right) d z=0$

Comparing this with the given equation, we get

$$
2 B x z^{2}=x z^{3},-2 P=-z, A+2 x^{2} z B=2 y .
$$

$\therefore \quad B=\frac{1}{2} z=\frac{1}{2} u, A=2 y-x^{2} z^{2}=-v$.
Hence (1) becomes

$$
-v d u+\frac{1}{2} u d v=0, \quad \text { i.e. } \quad v=c u^{2}
$$

or $x^{2} z^{2}-2 y=c z^{2}$ is the solution.
Ex. 6. Solve $\left(y^{2}+y z+z^{2}\right) d x+\left(z^{2}+x z+x^{2}\right) d y$

$$
+\left(x^{2}+x y+y^{2}\right) d z=0
$$

[Delhi Hons. 69; Karnatak 62; Agra 61, 52; Rajputana 63, 58, 54]
Solutiun. Method of auxiliary equations. The auxiliary equations are

$$
\frac{d x}{\frac{\partial Q}{\partial z}-\frac{\partial R}{\partial y}}=\frac{d y}{\frac{\partial R}{\partial y}-\frac{\partial P}{\partial z}}=\frac{d z}{\frac{\partial P}{\partial y}-\frac{\partial Q}{\partial x}}
$$

i.e. $\frac{d x}{(2 z+x)-(x+2 y)}=\frac{d y}{(2 x+y)-(y+2 x)}=\frac{d z}{(2 y+z)-(z+2 x)}$
i.e. $\quad \frac{d x}{y-z}=\frac{d y}{z-x}=\frac{d z}{x-y}$.

This gives $\quad d x+d y+d z=0$.
Integrating, $\quad x+y+z=u$ (say).
Also $\quad(y+z) d x+(z+x) d y+(x+y) d z=0$
i.e. $(x d y+y d x)+(y d z+z d y)+(z d x+x d z)=0$.

Integrating, $\quad x y+y z+z x=v$.
Then $A d u+B d v=0$ gives

$$
\begin{equation*}
[A+B(y+z)] d x+[A+B(z+x)] d y+[A+B(x+y)] d z=0 . \tag{2}
\end{equation*}
$$

Comparing this with given equation, we get

$$
\begin{aligned}
& A+B(y+z)=y^{2}+y z+z^{2} \\
& A+B(z+x)=z^{2}+x z+x^{2} \\
& A+B(x+y)=x^{2}+x y+y^{2} .
\end{aligned}
$$

Subtracting first two of these,

$$
B(y-x)=y^{2}-x^{2}+z(y-x) ;
$$

$\therefore B=x+y+z=u$.
Then $\quad A=-(x y+y z+z x)=-0$.
Integrating, $u / v=$ constant or $x+y+z=c(x y+y z+z x)$ is the solution.

Aliter. Homogeneous equation. This is clearly a homogereous equation.

So putting $x=u z, y=v z, \quad d x=u d z+z d u \quad d y=v d z+z d v$, the given equation becomes

$$
z^{2}\left(v^{2}+v+1\right)(u d z+z d u)+z^{2}\left(u^{2}+u+1\right)(v d z+z d v)
$$

ie. $\frac{\left(v^{2}+v+1\right) d u+\left(u^{2}+u+1\right) d v}{(u+v+1)(u v+v+u)}+\frac{d z}{z}=0$.

$$
\left.+z^{2} \cdot u^{2}+w+v^{2}\right) d z=0
$$

This can be written as

$$
d\left[\frac{u+v+1)(u v+u+v)]-2[(u+v+u v)](d u+d v)}{(u+v+1)}+\frac{d z}{z}=0 .\right.
$$

or $\frac{d[(u+v+1)(u v+u+v)]}{(u+v+1)(u v+v+u)}-\frac{2(d u+d v)}{u+v+1}+\frac{d z}{z}=0$.
Integrating, $\frac{u+v+u v}{u+v+1} z=c$
or $\frac{x z+y z+x y}{z^{2}} \cdot \frac{z}{x+y+z} \times z=c$, as $u=x / z, y=y / z$ or $x y+y z+z x=c(x+y+z)$ is the solution.

Ex. 7. Solve equation in Ex. 2 P. 129 by the method of homogeneous equation.

Proceed yourself.
4.8. An integrating factor of homegeneous equatien

If $P x+Q y+R z \neq 0$, then

$$
\frac{1}{P x+Q y+R z}
$$

is an integrating factor of the homogeneous equation.
Ex. 1. Solve Ex. 6 P. 136.
Solution. Here $P x+Q y+R z=(x+y+z)(x y+y z+z x)$ 。
Hence multiplying by $\mathrm{C}_{\mathrm{F}}^{\mathrm{F}}=\frac{-1}{(x+y+x)(x y+y z+2 x)}$.
the equation becomes

$$
\begin{aligned}
& \left.\frac{\left(y^{2}+y z+z^{2}\right) d x+() d y+( }{(x+y+z)(x y+y z+z x)}\right) d z=0 . \\
& \frac{d L}{L}-2(d x+d y+d z) \\
& x+y+z
\end{aligned}=0,
$$

where $L=(x+y+z)(x y+y z+z x)$.
Integrating, $\quad L=c(x+y+z)^{2}$
or

$$
(y z+z x+x y)=c(x+y+z)
$$

Ex. 2. $z^{2} d x+\left(z^{2}-2 y z\right) d y+\left(2 y^{2}-y z-x z\right) d z=0$. [Agra 40]
Solution. Here $P x+Q y+R z=0$; hence there cannot be an integrating factor of the equation. So proceed as usual by putting $x=u z, y=v z$.

Aliter. Taking $z=$ constant, $d z=0$, the equation becomes $z^{2} d x+\left(z^{2}-2 y z\right) d y=0$.

Integrating, $\quad z^{2} x+\left(z^{2} y-y^{2} z\right)=\phi(z)$.
Differentiating,

$$
\begin{equation*}
z^{2} d x+\left(z^{2}-2 y z\right) d y+\left(2 z x+2 z y-y^{2}\right) d y=\phi^{\prime}(z) . \tag{...1}
\end{equation*}
$$

Comparing, $2 y^{2}-y z-x z=2 z x+2 z y-y^{2}-\phi^{\prime}$
or $\frac{d \phi}{d z}=3\left(-y^{2}+y z+z x\right)=\frac{3}{z} \phi$.

$$
\therefore \quad \frac{d \phi}{\phi}=\frac{3 d z}{z} \text { or } \phi=c z^{3} .
$$

Hence from (1), the solution is

$$
z^{2} x+\left(z^{2} y-y^{2} z\right)=c z^{3},
$$

ie. $z x+y z-y^{2}=c z^{2}$.

### 4.9. Geometrical interpretation of <br> $\mathbf{P d x}+\mathbf{Q} \mathbf{d y}+\mathbf{R} \mathbf{d z}=\mathbf{0}$.

Let $\left(x_{1}, y_{1}, z_{1}\right)$ b: a general point in space for which all $P_{1}=P\left(x_{1}, y_{1}, z_{1}\right), Q_{1}=Q\left(x_{1}, y_{1}, z_{1}\right), R_{1}=R\left(x_{1}, y_{1}, z_{1}\right)$ are not zero.

If $P, Q, R$ are single-valued, then set $P_{1}, Q_{1}, R_{1}$ may be considered numbers of a unique line through the point. Hence the given differential equation may be considered to define at each point $\left(x_{1}, y_{1}, z_{1}\right)$, a line $\frac{x-x_{1}}{P_{1}}=\frac{v-y_{1}}{Q_{1}}=\frac{z-z_{1}}{R_{1}}$ and a plane $P_{1}\left(x-x_{1}\right)+\varrho_{1}\left(y-y_{1}\right)+R_{1}\left(z-z_{1}\right)=0$, which is normal to the above line
If $f(x, y, z)=c$ is the solution of the differential equation then it pepresents a family of surfaces such that through a gentral point ( $x_{1}, y_{1}, z_{1}$ ) of space there passes a single surface $S_{1}$ of the family, the tangent plane to this surface at ( $x_{1}, y_{i}, z_{1}$ ), being

$$
\left(x-x_{1}\right) \frac{\partial f}{\partial x_{1}}+\left(y-y_{1}\right) \frac{\partial f}{\partial y_{1}}+\left(z-z_{1}\right) \frac{\partial f}{\partial z_{1}}=0
$$

and normal being $\frac{x-x_{1}}{\partial f / \partial x_{1}}=\frac{y-y_{1}}{\partial f / \partial y_{1}}=\frac{z-z_{1}}{\partial f / \partial z_{1}}$.

* 4 10. Orthogonality of integral surfaces of

$$
\begin{equation*}
P d x+Q d y+R d z=0 \tag{1}
\end{equation*}
$$

and $\frac{d x}{P}=\frac{d y}{Q}=\frac{d z}{R}$

This follows from the fact that at any point $\left(x_{1}, y_{1}, z_{1}\right)$ the direction $P_{1}, Q_{1}, R_{1}$ is
(i) normal to the integral surface (1) through the point ( $x_{1}, y_{1}, z_{1}$ ) and
(ii) the direction of the integral curve of (2) through the point ( $x_{1}, y_{1}, z_{1}$ ).

Hence these cut orthogonally.
Note. (2) is also cut orthogonally by

$$
\begin{equation*}
\frac{d x}{\frac{\partial Q}{\partial z}-\frac{\partial R}{\partial y}}=\frac{d y}{\frac{\partial R}{\partial x}-\frac{\partial P}{\partial z}}=\frac{d z}{\frac{\partial P}{\partial y}-\frac{\partial Q}{\partial x}} \tag{3}
\end{equation*}
$$

since the condition of their orthogonality is

$$
\begin{equation*}
P\left(\frac{\partial Q}{\partial z}-\frac{\partial R}{\partial y}\right)+Q\left(\frac{\partial R}{\partial x}-\frac{\partial P}{\partial z}\right)+R\left(\frac{\partial P}{\partial y}-\frac{\partial Q}{\partial x}\right)=0 \tag{4}
\end{equation*}
$$

which is the condition of integrability of (1), see §4.2 P. 12)
Geometrical interpretation of the condition of integrability of

$$
\begin{equation*}
\mathbf{P d x}+\mathbf{Q} \mathbf{d y}+\mathbf{R} \mathbf{d z}=\mathbf{0} \tag{1}
\end{equation*}
$$

${ }^{[ }$Meerut 68]
As outlined earlier the geometrical interpretation of the condition of integrability of (1) is that the two surfaces given by.

$$
\frac{d x}{P}=\frac{d y}{Q}=\frac{d z}{R}
$$

and $\frac{d x}{\left(\frac{\partial Q}{\partial z}-\frac{\partial R}{\partial y}\right)}=\frac{d y}{\left(\frac{\partial R}{\partial x}-\frac{\partial P}{\partial z}\right)}=\frac{d z}{\left(\frac{\partial P}{\partial y}-\frac{\partial Q}{\partial x}\right)}$
cut orthogonally.
Ex. 1. Verify that (2) and (3) cut orthogonally, when

$$
\begin{equation*}
P=n y-m z, Q=l z-n x, R=m x-l y . \tag{Gujrat59}
\end{equation*}
$$

Hint : Show that (4) is satisfied. Hence the result.
4•11. Non-integrable Single Equation.
If equation
$P d x+Q d y+R d z=0$, does not satisfy the condition of integrability of $\S 4 \cdot 2$, then (1) in general cannot be integrated.

However, if an arbitrary relation

$$
\begin{equation*}
f(x, y, z)=c \tag{2}
\end{equation*}
$$

is given in $x, y, z$, then solution of $:$ ) can be determined subject to the relation (2) as follows:

From (2), we get

$$
\begin{equation*}
\frac{\partial f}{\partial v} d x+\frac{a f}{\partial y} d y+\frac{\lambda f}{\partial z} d z=0 \tag{3}
\end{equation*}
$$

When form of the relation (2) is known, then one variable and its differsutial san $b$ : determined in terms of other variabies
and their differentials. Therefore from (1), (2) and (3) one variable and its differential can be eliminated. If this variable is $z$, then we get a differential equation of the form

$$
P_{2} d x+Q_{1} d y=0,
$$

where $P_{1}$ and $Q_{1}$ are functions of $x$ and $y$ only. The forms of $P_{1}$ and $Q_{1}$ depend upon (2) containing $c$ of (2).

Solution of (4) may now be determined. This solution together wihh (2) constitutes a solution. For different values of $f$, different solutions can be obtained.

Ex 1. Solve $y d x+x d y-(x+y+2 z) d z=0$, when
(i) $z=a$,
(ii) $x+y+2 z=0$,

Solution. The equation does not satisfy the condition of integrability; so it cannot be integrated in general.
(i) However if $z=u, d z=0$, and then the equation becomes $y d x+x d y=0$, i.e., $\quad x y=c$.
Hence $x y=c, z=a$ constitute the solution of the differential equation, when $z=a$.
(ii) When $x+y+2 z=0$, the solution is given by

$$
x y=c, x+y+2 z=0
$$

Ex. 2. Find the system of curves satifying the differentia. equation $x d x+y d y+c \int\left(1-\frac{x^{2}}{a^{2}}-\frac{y^{2}}{b^{2}}\right) d z=0$
which lie on the surface $x^{2} / a^{2}+y^{2} / b^{2}+z^{2} / c^{2}=1$.
Solution. From (2), $1-\frac{x^{2}}{a^{2}}-\frac{y^{2}}{b^{2}}=\frac{z^{2}}{c^{2}}$.
$\therefore$ (1) becomes $x d x+y d y+z d z=0$.
Integrating, $\quad x^{2}+y^{2}+z^{2}=c^{2}$.
Therefore the curves are given by the intersection of (2) and (3).
Ex. 3. Find the most general solution of the equation

$$
\begin{equation*}
y d x+(z-y) d y+x d z=0 \tag{1}
\end{equation*}
$$

which is consistent with the relation

$$
2 x-y-z=1 .
$$

Solution. From (2); $z=2 x-y-1$,

$$
d z=2 d x-d y
$$

Putting values of $z$ and $d z$ in (1), we get

$$
y d x+(2 x+2 \dot{y}-1) d y+x(2 d x-d y)=0
$$

ar $\quad(y+2 x) d x+(x-2 y-1) d y=0$
or $\quad d\left(x y+x^{2}-y^{2}-y\right)=0$.
Integrating, $\quad x y+x^{2}-y^{2}-y=c$
is the solution of (1) consistent with (2).

## 5

## Integration in Series

### 5.1. Introdnction

In this chapter we shall consider the solutions of the linear differential equations of second order, expressed in the form of series.

A linear differential equation of second order in the standard form is put as

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}+P(x) \frac{d y}{d x}+Q(x) y=0 \tag{1}
\end{equation*}
$$

where $P(x)$ and $Q(x)$ are functions of $x$.
A point $x=a$ may have special character with respect to the differential equation (1). To determine the nature of a point $a$ with respect to (1), it is convenient to shift origin to the point $a$ and suitably change the differential equation also, the form of the differential equation remains essentially urchanged by such a shift of origin. And now the nature of origin is determined with respect to the transformed equation. Therefore without loss of generality, we can testrict our study to nature of origin with respect to (1).

Now $x=0$ or origin is called an ordinary peint of the differential equation if $P(. x)$ and $Q(x)$ do not become infinite in a neighbcurhood of origin and these can be expanded in the form of power series given by

$$
P(x)=\sum_{n=0}^{\infty} p_{n} \cdot x^{n}
$$

and $Q(x)=\sum_{n=0}^{\infty} q_{n} x^{-n}$.
If origin is not an ordinary point of the differential equation, then it is called a singular point of the differential equation. There are two types of singular points :
(i) regular singular points, and (ii) irregular singular points.

These are defined as follows:
If $x P(x)$ and $x^{2} Q(x)$ can be expanded as power series in $x$ in a neighbourhood of origin, then origin is a regular singularity.

A singularity which is not regular is called an irregular singularity.

The nature of the series solution in a neighbourhood of irregular singularity is quite complex and will not be considered here. We shall find the series solutions when
(i) origin is an ordinary point;
(ii) when origin is a regular singularity.
5.2. Solution near an ordinary point

We begin by looking for a formal solution of

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}+P(x) \frac{d y}{d x}+Q(x) y=0 \tag{1}
\end{equation*}
$$

in the form of the series

$$
\begin{equation*}
y=\sum_{n=0}^{\infty} c_{n} x^{n} \tag{2}
\end{equation*}
$$

If $P(x)$ and $Q(x)$ are not polynomials of $x$, then certainly these can be expressed as

$$
\begin{equation*}
P(x)=\sum_{n=0}^{\infty} p_{n} x^{n} \text { and } Q(x)=\sum_{n=0}^{\infty} q_{n} x^{n} \tag{3}
\end{equation*}
$$

From (2),

$$
\begin{equation*}
\frac{d y}{d x}=\Sigma n c_{n} x^{n-1} \text { and } \frac{d^{2} y}{d x^{2}}=\sum n(n-1) c_{n} x^{n-2} \tag{4}
\end{equation*}
$$

Putting values from (2), (3), (4) in (1), we get

$$
\sum n(n-1) c_{n} x^{n-2}+\left(\Sigma p_{n} x^{n}\right)\left(\Sigma n c_{n} x^{n-1}\right)+\left(\Sigma q_{n} x^{n}\right)\left(\Sigma c_{n} x^{n}\right)=0
$$

Now equating to zero ccefficients of various powers of $x$ we get the values of various coefficients of (2).

This solution will in general consist of two arbitrary constants and is therefore the general solution of (1). Following example would make the procedure clear.

Ex. 1. Solve $\frac{d^{2} y}{d x^{2}}-x^{2} \frac{d y}{d x}-y=0$ in powers of $x$.
Solution. Here $x=0$ is an ordinary point. Therefore assume that the series solution be

$$
y=c_{0}=c_{1} x+c_{2} x^{2}+c_{3} x^{3}+\ldots+c_{n} x^{n}+\ldots
$$

so that $\frac{d y}{d x}=c_{1}+2 c_{3} x+3 c_{3} x^{2}+\ldots+n c_{n} x^{n-1}+\ldots$
and $\quad \frac{d^{2} y}{d x^{2}}=2 c_{2}++6 c_{3} x+\ldots+n(n-1) c_{n} x^{n-2}+\ldots$
Putting these values in equation, we get

$$
\begin{aligned}
\left(2 c_{2}-c_{0}\right)-\left(6 c_{3}-c_{1}\right) x+\left(12 c_{4}-c_{1}-c_{2}\right) x^{2}+\left(20 c_{5}-2 c_{2}-c_{3}\right) x^{3}+\ldots \\
+\left[(n+2)(n+1) c_{n+2}-(n-1) c_{n-1}-c_{n}\right] x^{n}+\ldots=0
\end{aligned}
$$

Equating to zero the coefficients of various powers of $x$,

$$
\begin{array}{rll}
2 c_{2}-c_{0}=0 & \text { i.e. } \quad c_{2}=\frac{1}{2} c_{0} \\
6 c_{2}-c_{2}=0 & \text { i.e. } \quad c_{3}=\frac{1}{6} c_{1} \\
12 c_{4}-c_{1}-c_{2}=0 & \text { i.e. } \quad c_{4}=\frac{1}{4} c_{0}+\frac{1}{2} c_{2}, \ldots
\end{array}
$$

$$
(n+2)(n+1) c_{n+2}-(n-1) c_{n-1}-c_{n}=0
$$

i.e. $\quad c_{n+2}=\frac{(n-1) c_{n-1}}{(n+1)(n+2)}+\frac{c_{n}}{(n+1)(n+2)}, n \geqslant 1$,

Hence the solution in the form of the series is

$$
\mathrm{z}=c_{0}+c_{1} x+\frac{1}{2} c_{1} x^{2}+\frac{1}{6} c_{1} x^{3}+\left({ }_{2}^{1} \frac{1}{4} c_{0}+{ }^{1} \frac{1}{1} c_{1}\right) x^{4} \ldots
$$

or $y=c_{0}\left(1+\frac{1}{2} x^{2}+\frac{1}{2} x^{6}+\ldots\right)+c_{1}\left(x+\frac{1}{6} x^{2}+\frac{1}{2} x^{4}+\ldots\right)$.
Ex. 2. Solve $\frac{d^{2} y}{d x^{2}}-2 x^{2} \frac{d y}{d x}+4 x y=x^{2}+2 x+2$ in powers of $x$.
Solution. Let the solution in series be

$$
y=c_{0}+c_{1} x+c_{2} x^{2}+c_{3} x^{3}+c_{4} x^{4}+c_{5} x^{5}+\ldots+c_{n} x^{n}+\ldots
$$

$\therefore \frac{d^{2} y}{d x^{2}}-2 x^{2} \frac{d y}{d x}+4 x y-x^{2}-2 x-2=0$ gives

$$
\begin{aligned}
\left(2 c_{2}-2\right)+ & \left(6 c_{2}+4 c_{0}-2\right) x+\left(12 c_{4}+2 c_{1}-1\right) x^{2}-20 c_{5} x^{3}+\ldots \\
& +\left[(n+2)(n+1) c_{n+2}-2(n-1) c_{n-1}+4 c_{n-1}\right] x^{n}+\ldots
\end{aligned}
$$

Equating to zero the coefficients of various powers of $x$,

$$
2 c_{2}-2=0 \quad \text { i.e. } \quad c_{2}=1
$$

$6 c_{3}+4 c_{0}-2=0$ i.e. $c_{3}=\frac{1}{3}-\frac{2}{3} c_{0}, c_{4}=\frac{1}{12}-\frac{1}{6} c_{1}, c_{5}=0$,

$$
c_{n+3}=\frac{2(n-3)}{(n+1)(n+2)} c_{n-1}, n \geqslant 3 .
$$

Therefore the complete solution is

$$
\begin{aligned}
& y=c_{0}\left(1-\frac{2}{2} x^{3}-\frac{2}{45} x^{6} \ldots\right)+c_{1}\left(x+\frac{1}{6} x^{4}-\frac{1}{83} x^{7}-\ldots\right) \\
& \quad+x^{2}+\frac{1}{3} x^{3}+\frac{-1}{12} x^{4}+\frac{1}{4} x^{6}+\ldots
\end{aligned}
$$

53. When $x=0$ is a singular (regular) point

In this case we shall assume a trial solution,

$$
y=x^{k}\left(c_{0}+c_{2} x+c_{2} x^{2}+\ldots\right)=x^{k} \sum_{n=0}^{\infty} c_{n} x^{n}
$$

where a'l $c$ 's are constants,
Find $\frac{d y}{d x}$ and $\frac{d^{2} y}{d x^{2}}$ and put their values in the given differential equation.

The index $k$ will be determined by the quadratic equation which will be obtained by equating to zero the coefficient of the lowest power of $x$.

This equation in $k$ is called the Indicial equation.
The values of $c_{1}, c_{2}, c_{3}, \ldots$ etc. are all determined in terms of $c_{0}$ by equating to zero coefficients of other various powers of $x$.

Now there arise following cases depending upon the nature of the roots of Indicial equation :
(i) The roots of Indicial equation unequal and not differing by an integer.
(ii) The roots of indicial equation equal.
(iii) The roots of indicial equation unequel and differing by an integer.

We shall discuss these ca:es one by one by taking examples of each case. A general theory is developed later in § $5 \cdot 9$ p. 152.
5-4. Case I. Roats of the indicial equation unequal and not differing by an integer.
Let $\alpha$ and $\beta$ be the roots of the indicial equation. If $\alpha$ and $\beta$ do not differ by integer, then in general two independent solutions are obtained by putting $k=\alpha$ and $\beta$, in the series. Let $u$ and $v$ be these two solutions: then the gen ral solition is $y=c u+c^{\prime} v$ where $c$ and $c^{\prime}$ are arbitrary constants.

Ex. 1. Solve completely in series the equation

$$
x^{2} \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}+\left(x^{2}-n^{2}\right) y=0
$$

taking $2 n$ as non-integral.
[Vikram 1964]
Solution Let $y=x^{k}\left[c_{0}+c_{1} x+c_{2} x^{2}+c_{3} x^{3}+\ldots\right]$
so that $\frac{d y}{d x}=x^{k-1}\left[c_{0} k+c_{1}(k+1) x+c_{2}(k+2) x^{2}+\ldots\right]$
and $\left.\frac{d^{2} y}{d x^{2}}=x^{k-2} \quad c_{0} k(k-1)+c_{1}(k+1) k x+c_{2}(k+2)(k+1) x^{2}+\ldots\right]$
Putting these values, in the given equation, we get

$$
\begin{aligned}
c_{0}\left[k(k-1)+k-n^{2}\right] & x^{k}+c_{1}\left\{(k+1)^{2}+n^{2}\right] x^{k+1} \\
& +\left[c_{2}\left\{(k+2)^{2}-n^{2}\right\}+c_{0}\right] x^{k+2}+\ldots+\ldots=0
\end{aligned}
$$

Equating to zero coefficients of various powers of $x$, we get

$$
k^{2}-n^{2}=0, \text { ie. } k=+n,-n
$$

difference of the roots $=2 n=$ not integral as given.
Also $c_{1}\left[(k+1)^{2}-n^{2}\right]=0$, i.e. $c_{1}=0$.

$$
c_{2}=\frac{1}{n^{2}-(k+2)^{2}} c_{0}, c_{3}=\frac{1}{n^{2}-(k+3)^{2}} c_{2}=0
$$

$\therefore \quad c_{1}=c_{3}=c_{5}=c_{7}=\ldots=0$,

$$
\begin{aligned}
& c_{4}=\frac{1}{n^{2}-(k+4)^{2}} c_{2}=\frac{1}{n^{2}-(\tilde{k}+4)^{2} n^{2}-(k+2)^{2}} c_{0} \text { etc. } \\
& \text { Hence }
\end{aligned}
$$

$$
z=c_{0} x^{k}\left[1+\frac{1}{n^{2}-(k+2)^{2}} x^{2}+\frac{1}{n^{2}}-(k+4)=\frac{1}{n^{2}-(k+2)^{2}} x^{4}+\ldots\right]
$$

Putting $k=n$ and $-a$ and taking $c_{0}=c$ and $c^{\prime}$ the two independent solutions are

$$
c x^{n}\left[1-\frac{1}{4(n+1)} x^{2}+\frac{1}{4.8(n+2)(n+1)} x^{4}-\ldots\right]=c u \text { (say) }
$$

and $c^{\prime} x^{-a}\left[1-\frac{1}{4(-n+1)} x^{2}+\frac{1}{4.8(-n+2)(-n+1)}, x^{4}-\ldots\right]$

$$
=c^{\prime} v \text { (say). }
$$

Hence $y=c u+c^{\prime \prime} n$ is the complete solution.

Note. If $c=\frac{1}{2^{n} \Gamma}(n+1)$, then $c u$ is called the Bessel's function of order $n$ and is denoted by $J_{n}(x)$ (see chapter VIII).

Ex. 2. Solve completely in series the equation

$$
\left(2 x+x^{3}\right) \frac{d^{0} y}{d x^{2}}-\frac{d y}{d x}-6 x y=0 .
$$

Solution. Let $y=x^{k}\left(c_{0}+c_{1} x+c_{2} x^{2}+\ldots\right)$.
Putting the values of $y, \frac{d y}{d x}$ and $\frac{d^{2} y}{d x^{2}}$ in the equation and equating to zero the coefficients of various powers of $x$, we get :

Indicial equation $k(2 k-3)=0$, i.e. $k=0, \frac{3}{2}$

$$
\begin{aligned}
& c_{1}\{2(k+1)-(k+1)\}=0, \quad \text { i.e. } \quad c_{1}=0, \\
& c_{2}\{2(k+2)(k+1)-(k+2)\}-c_{0}\{k(k-1)-6\}=0, \\
& c_{2}(2 k+1)+c_{0}(k-3)-0
\end{aligned}
$$

i.e. $\quad c_{2}(2 k+1)+c_{0}(k-3)=0$.

Similarly $c_{3}(2 k+5)+c_{1}(k-2)=0$,

$$
c_{4}(2 k+5)+c_{2}(k-1)=0 \text { and so on. }
$$

Clearly $c_{1}=c_{3}=c_{5}=\ldots=0$
and $\quad c_{2}=-\frac{k-3}{2 k+1} c_{0}, c_{4}=\frac{k-1}{2 k+5} \quad \frac{k-3}{2 k+1} c_{0}$ etc.
Hence $z=c_{0} x^{k}\left[1-\frac{k-3}{2 k+1} x^{2}+\frac{(k-1)(k-3)}{(2 k+1)(2 k+5)} x^{4}-\ldots\right]$
Putting $k=0$ and $\frac{3}{2}$ and putting $c_{0}=c$ and $c^{\prime}$, the two independent solutions are

$$
c\left[1+3 x^{2}+\frac{2}{5} x^{4}-\frac{1}{1} \frac{1}{6} x^{6}+\ldots\right]=c v \text { (say) }
$$

and $c^{\prime} x^{8 / 2}\left[1+\frac{3}{8} x^{2}-\frac{1.3}{8.16} x^{4}+\frac{1.3 .5}{8.16 .24} x^{6}-\ldots\right]=c^{\prime} v$ (say), ther the compiete solution is $y=c u+c^{\prime} v$.

Ex. 3. Srive in series the equations
(i) $9 \cdot x\left(1-x^{1} \frac{d^{2} y}{d x^{2}}-12 \frac{d y}{d x}+4 y=0\right.$.
(ii) $2 x(1-x) \frac{d^{2} y}{d x^{2}}+(1-x) \frac{d y}{d x}+3 y=0$.
(iii) $4 x \frac{d^{2} y}{d x^{2}}+2 \frac{d y}{d x}+y=0$.
(iv) $2 x \frac{d^{2} y}{d x^{2}}+(x+1) \frac{d y}{d x}+3 y=0$.
(v) $2 x^{2} \frac{d^{2} y}{d x^{2}}-x \frac{d y}{d x}+\left(x^{2}+1\right) y=0$.
(vi) $3 x \frac{d^{2} y}{d x^{2}}+2 \frac{d y}{d x}+x^{2} y=0$.

### 5.5. Case II. Roots of the Indicial equation, equal.

We shall later illustrate the following principle in this regard :
If $k=\alpha$ be the repeated (equal) root of the indicial equation, then obtain the solution in terms of $k$ and call it $y$; the two independent solutions are obtained by putting $k=\alpha$ in $y$ and in $\partial y / \partial k$.

It will be seen that the second solution always consists of the product or a numerical multiple of the first solution and $\log x$ plus a series (c.f. § $5 \cdot 9$ case II p. 154).

Ex. 1. Obtain a general solution in ser es of powers $x$ of the equation $x \frac{d^{2} y}{d x^{2}}+\frac{d y}{d x}+x y=0$.

Solution. Let the solution in series be

$$
\begin{equation*}
y=x^{k}\left[c_{0}+c_{1} x+c_{2} x^{2}+c_{3} x^{3}+\ldots\right] \tag{Raj.1964}
\end{equation*}
$$

Putting values of $y, \frac{d y}{d x}, \frac{d^{2} y}{d x^{2}}$ in the given differential equation, we get
$\left.\left.\left.c_{0}[k k-1)+k\right] x^{k-1}+c_{1}\right] k(k+1)+(k+1)\right] x^{k}$

$$
\begin{aligned}
& +\left[c_{2}\{(k+2)(k+1)+(k+2)\}+c_{0}\right] x^{k-1} \\
& +\left[c_{3}\{(k+3)(k+2)+(k+3)\}+c_{1}\right] x^{k+2}+\ldots=0 .
\end{aligned}
$$

The incidial equation is $k(k-1)+k=0$ as $c_{0} \neq 0$, i.e. $k^{2}=0$.

Other coefficients are given by $c_{1}(k+1)^{2}=0$, i.e. $c_{1}=0$,

$$
\begin{aligned}
& c_{2}(k+2)^{2}+c_{0}=0, \text { i.e. } c_{2}=-\frac{1}{(k+2)^{2}} c_{11} \\
& c_{2}(k+3)^{2}+c_{1}=0 \text {, i.e. } c_{3}=0 \text { as } c_{1}=0 \\
& c_{4}(k+4)^{2}+c_{2}=0 \text {, i.e. } c_{4}=\frac{1}{(k+4)^{2}(k+2)} c_{0}, \\
& \text {......and so on. }
\end{aligned}
$$

Hence one solution for $k=0$ may be obtained by putting $k=0$ in

$$
\begin{equation*}
y=c_{0} x^{k}\left[1-\frac{1}{(k+2)^{2}} x^{2}+\frac{1}{(k+4)^{2}(k+2)^{2}} x^{4} \ldots\right] \tag{1}
\end{equation*}
$$

*Differentiating it w.r.t. $k$ without putting $k=0$, we get

[^7]\[

$$
\begin{align*}
\frac{\partial y}{\partial k}=y \log x & +c_{0} x^{k}\left[\frac{2}{(k+2)^{3}} x^{2}\right. \\
& \left.-\left\{\frac{2}{(k+2)^{3}(k+4)^{2}}+\frac{2}{(k+2)^{2}(k+4)^{8}}\right\} x^{4} \ldots\right] \tag{2}
\end{align*}
$$
\]

Now putting $k=0$ and $c_{0}=c$ and $c^{\prime}$ in (1) and (2) respectively; the two independent solutions are

$$
\begin{aligned}
& y=c\left[1-\frac{1}{2^{2}} x^{2}+\frac{1}{2^{2} \cdot 4^{4}} x^{4}-\frac{1}{2^{2} \cdot 4^{2} \cdot 6^{2}} x^{6}+\ldots\right]=c u(\mathrm{say}), \\
& \frac{\partial y}{\partial k}=c^{\prime} u \log x+c^{\prime}\left[\frac{1}{2} x^{2}-\frac{1}{2^{2} \cdot 4^{2}}\left(1+\frac{1}{2}\right) x^{4}\right. \\
& \left.+\frac{1}{2^{2} \cdot 4^{2} \cdot 6^{2}}\left(1+\frac{1}{2}+\frac{1}{3}\right) x^{6}-\ldots\right]
\end{aligned}
$$

$=c^{\prime} v$ say.
And then the complete solution is

$$
y=c u+c^{\prime} v
$$

Ex. 2 Integrate in series the equation

$$
\left(x-x^{2}\right) \frac{d^{2} y}{d x^{2}}+(1-5 x) \frac{d y}{d x}-4 y=0
$$

Solution Let a solution in series be

$$
y=x^{k} \quad c_{0}+c_{1} x+c_{2} x^{2}+c_{3} x^{3}+\ldots 1
$$

Putting values of $y, \frac{d y}{d x}$ and $\frac{d^{2} y}{d x^{2}}$ in the equation and collecting coefficients of various powers of $x$, and equating to zero these coefficients, we get

$$
\begin{aligned}
& c_{0}\{k(k-1)+k\}=3, \text { i.e. } k^{2}=0 \\
& c_{1}\{(k-1) k+k+1\}-c_{0}\{k(k-1)+5 k+4\}=0,
\end{aligned}
$$

i.e $\quad c_{1}(k+1)^{2}-c_{0}(k+2)^{2}=0$, ie. $c_{1}=\left(\frac{k+2}{k+1}\right)^{2}, c_{0}$.

Sirailarly

$$
c_{2}=\left(\frac{k+3}{k+1}\right)^{2} c_{0}, c_{3}=\left(\frac{k+4}{k+1}\right)^{2} c_{0}, \ldots
$$

Heace

$$
\begin{equation*}
y=c_{0} x^{k}\left[1+\left(\frac{k+2}{k+1}\right)^{2} x+\left(\frac{k+3}{k+1}\right)^{2} x^{2}+\binom{k+4}{k+1}^{2} x^{3}+\ldots\right] . \tag{1}
\end{equation*}
$$

is a solution if $k=0$.
Differentiating it w.r.t. $k$, without putting $k=0$, we get

$$
\begin{align*}
\frac{\partial y}{\partial x}=y & \log x+c_{0} x^{k}\left[2\left(\frac{k+2}{k+1}\right) \frac{-1}{(k+1)^{2}} x\right. \\
& \left.+2\left(\frac{k+3}{k+1}\right) \frac{-2}{(k+1)^{2}} x^{2}+2\left(\frac{k+4}{k+1}\right) \frac{-3}{(k+1)^{2}} x^{3}+\ldots\right] \tag{2}
\end{align*}
$$

Putting $k=0$ and $c_{0}=c$ and $c^{\prime}$ in (1) and (2), the two independent solutions of the equations are
$y=c\left[1+2^{2} x+3^{2} x^{2}+4^{2} x^{3}+\ldots\right]=c u$, say,
$\partial y / \partial k=c^{\prime} u \log x-2 c^{\prime}\left[1.2 x+2.3 x^{2}+3.4 x^{3}+\ldots\right]=c^{\prime} v$ say.
Hence the complete primitive is

## $y=c u+c^{\prime} v$.

Ex. 3. Solve completely in series $x \frac{d^{2} y}{d x^{2}}+\frac{d y}{d x}+x^{2} y=0$.

## Solution. Let $y=x^{k}\left[c_{0}+c_{1} x+c_{2} x^{2}+\ldots\right]$.

Putting for $y, \frac{d y}{d x}$ and $\frac{d^{2} y}{d x^{2}}$ in the given equation, we get $k^{2} c_{0} x^{k-1}+(k+1)^{2} c_{1} x^{k}+(k+2)^{2} c_{2} x^{k+1}+\left[(k+3)^{2} c_{3}+c_{0}\right] x^{k+2}$

$$
+\ldots+\left[(k+n)^{2} c_{n}+c_{n-3}\right] x^{k+n-1}+\ldots=0
$$

Equating to zero coefficients of various powers of $x$, we get

$$
\begin{aligned}
& c_{0} k^{2}=0, \quad i . e . \quad k^{2}=0 \\
& (k+1)^{2} c_{1}=0, \text { i.e. } \quad c_{1}=0,(k+2)^{2} c_{2}=0, \quad \text { ie. } \quad c_{2}=0 \\
& c_{3}=-\frac{1}{(k+3)^{2}} c_{0}, c_{4}=-\frac{1}{(k+4)^{2}} c_{1}=0, c_{5}=0 . \\
& c_{6}=-\frac{1}{(k+6)^{2}} c_{3}=\frac{x}{(k+3)^{2}(k+6)^{2}} c_{0}, c_{7}=c_{8}=0 .
\end{aligned}
$$

$$
\text { Hence } y=c_{0} x^{k}\left[1-\frac{1}{(k+3)^{2}} x^{3}+\frac{1}{(k+3)^{2}(k+6)^{2}} x^{6}\right.
$$

$$
\begin{equation*}
\left.-(k+3)^{2} \frac{1}{(k+6)^{2}(k+9)^{2}} x^{2}+\ldots\right] \tag{1}
\end{equation*}
$$

$$
\frac{\partial y}{\partial k}=y \log x+2 c_{0} x^{k}\left[\frac{1}{k+3)^{3}} x^{3}-\left(\frac{1}{(k+3)^{3}(k+6)^{2}}\right.\right.
$$

$$
\begin{equation*}
\left.\left.+\frac{1}{(k+3)^{2}(k+6)^{3}}\right) x^{6}+\ldots\right] \tag{2}
\end{equation*}
$$

Putting $k=0$ and $c_{0}=0$ and $c^{\prime}$ in (1) and (2), the two solutions are

$$
\begin{gathered}
y=c\left[1-\frac{1}{3^{2}} x^{3}+\frac{1}{3^{4}(2!)^{2}} x^{6}-\frac{1}{3^{6}(3!)^{2}} x^{9}+\ldots\right]=c u(\text { say }) \\
\frac{\partial y}{\partial x}=c^{\prime} u \log x+\left[\frac{1}{3^{3}} x^{3}-\frac{1}{3^{5}(2!)^{2}}\left(1+\frac{1}{2}\right) x^{6}\right. \\
+\frac{1}{\left.3^{7}(3!)^{2}\left(1+\frac{1}{2}+\frac{1}{3}\right) \cdot x^{9}+\ldots\right]=c^{\prime} v(\mathrm{say})}
\end{gathered}
$$

The complete solution is $y=c u+c^{\prime} n$.
Ex. 4. Solve completely in series :
(i) $\quad\left(x-x^{2}\right) \frac{d^{2} y}{d x^{2}}+(1-x) \frac{d y}{d x}-y=0$.
[Meerut 68]
(ii) $x \frac{d^{2} y}{d x^{2}}+\frac{d y}{d x}-y=0$.
(iii) $x \frac{d^{2} y}{d x^{2}}+(1+x) \frac{d y}{d x}+2 y=0$.
(iv) $4\left(x^{4}-x^{2}\right) \frac{d^{2} y}{d x^{2}}+8 x^{3} \frac{d y}{d x}-y=0$.
(v) $\frac{d^{2} y}{d x^{2}}+(x-1) \frac{d y}{d x}+y=0$ in powers of $x-2$.

Proceed as in the above solved examples.
[Agra 72]
5.6. A. Case III. Roots of the indicial equatoin differing by an integer.
This case can further be sub-divided into two sub-cases.

1. If one of the roots makes $z$ infinite.
2. If one of the roots makes $z$ indeterminate.

We shall discuss these two possibilities separately.
5.7. Case III. (a) The indicial equation has two roots $\alpha$ and $\beta(\alpha>\beta)$ differing by an integer and some of the coefficients of $x$ become infinite for $k=\beta$.

In this case put $c(k-\beta)$ for $c_{0}$.
This would lead to two independent solutions for $k=\beta$, namely the modified $y$ and $\partial y / \partial k$ as in case II.

We thus find the three solutions:
(i) the solution by putting $k=\alpha$ in $y$,
(ii) the solution by putting $k=\beta$ in modified $\gamma_{\text {, }}$
(iii) putting $k=\beta$ in the differential of modified $z$ namely $\partial y / \partial k$.

But only two of these are independent as solution (i) is a numerical multiple of (ii).
The following examples shall fully illustrate the method.
Ex. 1. Obtain a general solution in series of powers of $x$ of the equatton (Bessel's equation of order one)

$$
x^{2} \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}+\left(x^{2}-1\right) y=0
$$

[Rajasthan 63]
Solution. Let $y=x^{k}\left[c_{0}+c_{1} x+c_{2} x^{2}+\ldots\right]$.
Then putting values of $y, \frac{d y}{d x}$ and $\frac{d^{2} y}{d x^{2}}$ in the given equation and then equating to zero coefficients of various powers of $x$, we get $c_{0}[k(k+1)+k-1]=0$, i.e. $k^{2}-1=0$,
i.e. $k=1,-1$,

$$
\begin{aligned}
& c_{1}\left\{(k+1)^{2}-1\right\}=0, \quad \text { i.e. } \quad c_{1}=0, \\
& c_{2}\left\{(k+2)^{2}-1\right\}+c_{0}=0 \ldots . . \\
& c_{n}\left\{(k+n)^{2}-1\right\}+c_{n-2}=0 .
\end{aligned}
$$

This gives

$$
\begin{gather*}
y=c_{0} x^{k}\left[1-\frac{1}{(k+!)(k+3)} x^{2}+\frac{1}{(k+1)(k+3)^{2}(k+5)} x^{4}\right. \\
\left.-(k+1)(k+3)^{2}(k+5)^{2}(k+7) x^{6}+\ldots\right], \tag{1}
\end{gather*}
$$

where $k$ may have values 1 or -1 .
But if we take $k=-1$ in the above series, the coefficients become infinite because of the factor $(k+1)$ in the denominator.

So we put $c(k+1)$ for $c_{0}$ in (1).
Thus $y=c x^{k}\left\{(k+1)-\frac{1}{(k+3)}, x^{2}+\frac{2}{(k+3)^{2}(k+5)} x^{4}\right.$

$$
\begin{equation*}
\left.-\frac{1}{(k+3)^{2}(k+5)^{2}(k+7)} x^{6}+\ldots\right\} \tag{2}
\end{equation*}
$$

$$
\begin{align*}
\frac{\partial y}{\partial k}=y & \log x+c x^{k}\left[1+\frac{1}{(k+3)^{2}} x^{2}\right. \\
& \left.-\left\{\frac{2}{(k+3)^{3}} \frac{2}{(k+5)^{2}}+\frac{1}{(k+3)^{3}(k+5)^{2}}\right\} x^{4}+\ldots\right] . \tag{3}
\end{align*}
$$

Putting $k=-1$ in (2) and (3), we get
and $c u \log x+c x^{-2}\left[1+\frac{1}{2^{2}} x^{2}-\frac{1}{2^{2} .4}\left(\frac{2}{2}+\frac{1}{4}\right) x^{4}\right.$

$$
\left.-\frac{1}{2^{2} \cdot 4^{2} \cdot 6}\left(\frac{2}{2}+\frac{2}{4}+\frac{1}{6}\right) x^{2}+\ldots\right]=c^{\prime} v \text { (say). }
$$

Hence the general solution is

$$
y=c u+c^{\prime} v
$$

5.8. Case III R. Roots of Indicial Equation differing by an integer making a coefficient of $x$ indeterminate.
Let $\alpha$ and $\beta$ be the two roots of the indicial equation $(\alpha>\beta)$, differing by an integer. If one of the coefficients of $\boldsymbol{y}$ becomes indeterminate when $k=\beta$, the complete primitive is given by putting $k=\beta$ in $y$ which then contains two arbitrary constants. The result on putting $k=\alpha$ in $y$ simply gives a numerical multiple of the series contained in the first solution.

The following examples will make the procedure clear.
Ex. 1. Integrate in series Legendre's differential equation,

$$
\left(1-x^{2}\right) \frac{d^{2} y}{d x^{2}}-2 x \frac{d y}{d x}+n(n+1) y=0,
$$

when $n$ is a positive integer.
[Agra 70; Vikram 63]
Solution. Let $y=x^{k}\left(c_{0}+c_{1} x+c_{2} x^{2}+\ldots\right)$ be a solution.

Then putting the values of $y, \frac{d y}{d x}$ and $\frac{d^{2} y}{d x^{2}}$ in the given differential equation, we get

$$
\begin{aligned}
& \left(1-x^{2}\right) x^{k-2}\left[k(k-1) c_{0}+(k+1) k c_{1} x+(k+2)(k+1) c_{2} x^{2}\right. \\
& \left.+(k+3)(k+2) c_{3} x^{2}+\cdots\right] \\
& -2 x \cdot x^{k-1}\left[k c_{0}+(k+1) c_{1} x+(k+2) c_{1} x^{2}+\ldots\right] \\
& +n(n+1) x^{2}\left(c_{0}+c_{1} x+c_{2} x^{2}+\ldots\right)=0 .
\end{aligned}
$$

Equating the coefficients of $x^{k-2}, x^{k-1}, x^{k}, x^{k+1}, \ldots e t c$. to zero, we get $c_{0} k(k-1)=0$ (Indicial equation),
which gives $k=0$ or 1 as $c_{0} \neq 0$. $\}$
$c_{1} k(k+1)=0$ which when $k=0$, gives indeterminate value of $c_{1}$. Howe ver, $c_{1}=0$ when $k=1$.

$$
\begin{align*}
& c_{2}(k+2)(k+1)-c_{0}[k(k+1)-n(n-1)]=0,  \tag{2}\\
& c_{3}(k+3)(k+2)-c_{1}\left[(k+1)(k+2)-n_{( }(n+1)=0,\right.  \tag{3}\\
& \ldots \text { and so on. }
\end{align*}
$$

Thus the solution containing two arbitrary constants $c_{0}$ and $c_{1}$ will be obtained by taking $k=0$.

When $k=0, c_{3}=-\frac{n(n+1)}{2!} c_{0}$

$$
c_{3}=\frac{n(n+1)-2}{3!} c_{1}=-\frac{(n+2) \cdot n-1)}{3!} c_{1} .
$$

Similarly $c_{4}=-\frac{n(n-2)(n+1)(n+3)}{4!} c_{0} \ldots$ etc.
Therefore the solution is

$$
\begin{aligned}
& {[y]_{k=0}=c_{0}+c_{1} x-\frac{n(n+1)}{2!} c_{0} x^{2}-\frac{(n+2)(n-1)}{3!} c_{1} x^{3}} \\
& \quad \quad^{n} \frac{(n-2)(n+1)(n+3)}{4!} c_{0} x^{4}-\ldots \\
& \\
& =c_{0}\left[1-\frac{n(n+1)}{2!} x^{2}+\frac{n(n-2)(n+1)(n+3)}{4!} x^{4}-\ldots\right] \\
& +c_{1}\left[x-\frac{(n-1)(n+2)}{3!} x^{3}-\frac{(n-1)(n-3)(n+2)(n+4)}{5!} x^{5}-\ldots\right]
\end{aligned}
$$

Ex. 2. Integrate in series $\left(1-x^{2}\right) \frac{d^{2} y}{d x^{2}}-2 x \frac{d y}{d x}+2 y=0$.
Hint. Put $n=1$ in the above series.
Ex. 3. Integrate in series the differential equation

$$
\left(1-x^{2}\right) \frac{d^{2} y}{d x^{2}}+2 x \frac{d y}{d x}+y=0 .
$$

Solution. Let $y=x^{k}\left(c_{0}+c_{1} x+c_{2} x^{2}+\ldots\right)$ be a solution of the differential equation.

Then proceeding in the usual way, we get

$$
\begin{aligned}
& k(k-1)=0 \text { as } c_{0} \neq 0, k=0,1 \\
& c_{1}(k+1) k=0,
\end{aligned}
$$

If we put $k=1$ in (1), we get
then obviously $\frac{1}{2} w=4 a$ if $c_{0}=c$,

$$
\frac{1}{2} c_{0} x\left[2-\frac{1}{4} x^{2}+\frac{1}{4^{2} \cdot 6} x^{4}-\frac{1}{4^{2} \cdot 6^{2} .8} x^{0}+\ldots\right]=\frac{1}{2} c_{0} W \text { (say) }
$$

which makes $c_{1}$ indeterminate when $k=0$,
$c_{2}(k+2)(k+1)-c_{0}\{k(k-1)-2 k-1\}=0$,
$c_{3}(k+3)(k+2)-c_{1}\{k(k+1)-2(k+1)-1\}=0$,
...and so on.
The solution containing two arbitrary constants $c_{0}$ and $c_{1}$ by taking $k=0$ is given by

$$
[y]_{k=0}=c_{0}\left[1-\frac{1}{2} x^{2}+\frac{1}{8} x^{4}+\frac{1}{80} x^{6}-\ldots\right]+c_{1}\left[x-\frac{1}{2} x^{3}+\frac{1}{2} x^{6}+\ldots\right] .
$$

Ex. 4. Integrate in series the equations
(i) $\frac{d^{2} y}{d x^{2}}+x^{2} y=0$.
(ii) $\left(2+x^{2}\right) \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}+(1+x) y=0$.

Ans. (i) $y=c_{0}\left[2-\frac{1}{3.4} x^{4}+\frac{1}{3.4 .7 .8} x^{3}-\ldots\right]$

$$
+c_{1}\left[x-\frac{1}{4.5} x^{5}+\frac{1}{4.5 .8 .9} x^{9}-\ldots\right.
$$

(ii) $y=c_{0}\left[1-\frac{1}{2} x^{2}-\frac{1}{1} \frac{1}{2} x^{3}+\frac{5}{8} \cdot x^{3} \ldots\right]+c_{1}\left[x-\frac{1}{6} x^{3}-\frac{1}{2} 4 x^{4}+\ldots\right]$.
5.9. General theory of the series solution near a regular singular point : (Forbenius Method).
We have already defined above the regular singular point of differentiai equation. We now come to a generai theory of sofution in series.

Equivalently a point $x=a$ is called a regular singular point of a linear differential equation of second order, if the differential equation when written in the form

$$
\begin{equation*}
L(y) \equiv(x-a)^{2} \frac{d^{2} y}{d x^{2}}+(x-a) P(x) \frac{d y}{d x}+Q(x) y=0 \tag{1}
\end{equation*}
$$

is such that $P(x)$ and $Q(x)$ have Taylor's expansions in a neighbuurhood of $x=a$, $i e$.,

$$
P(x)=\sum_{n=0}^{\infty} p_{n}(x-a)^{n}, Q(x)=\sum_{n=0}^{\infty} q_{n}(x-a)^{n} .
$$

If $|P(x)| \leqslant M$ and $|Q(x)| \leqslant M$ in a neighbourhord of $a$ given by $|x-a|<r$, then

$$
\left|p_{n}\right| \leqslant \frac{M}{r^{n}} \text { and }\left|q_{n}\right| \leqslant \frac{M}{r^{n}}(n=0,1,2, \ldots)
$$

We shall derive the series solution of (1) near the regular singular point $x=a$ and would discuss its convergence.

Assume that a series soluti $n$ of (1) be

$$
\begin{equation*}
y(x, \rho)=(x-a)^{p} \sum_{n=0}^{\infty} c_{n}(x-a)^{n} \tag{2}
\end{equation*}
$$

where $c_{0} \neq 0$ is arbitrary.

On substituting (2) in (1), we get

$$
\begin{aligned}
& L(y)=\sum_{n=0}^{\infty}\left[(\rho+n)(\rho+n-1)+p_{0}(\rho+n)+q_{0}\right] c_{n} \\
&\left.+\sum_{k=0}^{n-1}\left\{p_{n-k}(\rho+k)+q_{n-k}\right\} c_{k}\right] \cdot(x-a)^{\rho+n}
\end{aligned}
$$

Putting $\left[(\rho+n)(\rho+n-1)+p_{0}(\rho+n)+q_{0}\right] c_{n}$

$$
\begin{equation*}
=-\sum_{k=0}^{n-1}\left\{p_{n-k}(\rho+k)+q_{n-k}\right\} c_{k} . \tag{3}
\end{equation*}
$$

$L(y(x, \rho))=c_{0}\left\{\rho(\rho-1)+p_{0} \rho+q_{0}\right\}(x-q)^{\rho}$.
The indicial equation on equating co-efficient of $\left(x-a{ }^{\rho}\right.$ to zero is ( $\because c_{0} \neq 0$ ),

$$
\rho(\rho-1)+p_{0} \rho+q_{0}=0 .
$$

If $\rho_{1}, \rho_{z}$ be the roots of this equation, then

$$
\rho_{1}+\rho_{2}=1-p_{0}
$$

and $L(y(x, \rho))=c_{0}\left(\rho-\rho_{1}\right)\left(\rho-\rho_{8}\right)(x-a)^{\rho}$ 。
Case I. $\rho_{1}-\rho_{2}=\lambda$, where $\lambda$ is not an integer (positive, negative or zero).
Since $L\left(y\left(x, \rho_{1}\right)\right)=0 ; L\left(y\left(x_{8}, \rho_{2}\right)\right)=0$, therefore

$$
\begin{equation*}
y\left(x, \rho_{1}\right)=\sum_{n=0}^{\infty} c_{n}(x-a)^{\rho_{1}+n} \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
y\left(x, \rho_{2}\right)=\sum_{n=1}^{\infty} c_{n}(x-a)^{\rho_{2}+n} \tag{6}
\end{equation*}
$$

are two linearly independent solutions of (1), provided the series in (5) and (6) are convergent in some neighbourhood of the point $x=a$.

Now $(\rho+n)(\rho+n-1)+p_{0}(\rho+n)+q_{0}$

$$
\begin{aligned}
& =\rho(\rho-1)+p_{0} \rho+q_{0}+n^{2}+n\left(p_{0}+2 \rho-1\right) \\
& =\left(\rho-\rho_{1}\right)\left(\rho-\rho_{2}\right)+n^{2}+n\left(2 \rho-\rho_{1}-\rho_{z}\right) \\
& = \begin{cases}n^{2}+n \lambda & \text { for } \rho=\rho_{1} \\
n^{2}-n \lambda & \text { for } \rho=\rho_{2}\end{cases}
\end{aligned}
$$

Thus, we have from (3)

$$
n(n+\lambda) c_{n}=-\sum_{k=0}^{n-1}\left\{p_{n-k}\left(\rho_{1}+k\right)+q_{n-k}\right\} c_{k}
$$

and $n(n-\lambda) c_{n}=-\sum_{k=0}^{n-1}\left\{p_{n-k}\left(\rho_{2}+k\right)+q_{n-k}\right\} c_{k}$.
Let when $\rho=\rho_{1}, b_{n}=\left|c_{n}\right|$, for $0 \leqslant n<|\cdot \lambda|$.

$$
n(n+\lambda) b_{n}=M \sum_{k=0}^{n-1} \frac{\left|\rho_{1}\right|+k+1}{r^{n-k}} b_{k} \text { for } \dot{n}>|\lambda| \cdot \lambda,
$$

It can be easily seen that when $\rho=\rho_{1}, b_{n} \geqslant\left|c_{n}\right|$ for all values of $n$, This series $\sum_{j, \alpha_{0}}^{\infty} b_{n}(x-a)^{n}$ dominates the series

$$
\sum_{n=0}^{\infty} c_{n}(x-a)^{n}
$$

Again for sufficiently large values of $n$,

$$
n(n+\lambda) b_{n}-\frac{(n-1)(n-1+\lambda)}{r} b_{n-1}=M \frac{\left|\rho_{1}\right|+n}{r} b_{n-1}
$$

whence we obtain

$$
\frac{b_{n}}{b_{n-1}}=\frac{(n-1)(n-1+\lambda)}{n(n+\lambda) r}=\frac{\left|\rho_{1}\right|+n}{n(n+\lambda) r}
$$

and hence

$$
\lim _{n \rightarrow \infty} \frac{b_{n}}{b_{n-1}}=\frac{1}{r}
$$

Therefore the series $\sum_{n=0}^{\infty} b_{n}(x-a)^{n}$ is convergent in $|x-a|<r$, and hence the series $\sum_{n=0}^{\infty} c_{n}(x-a)^{n}$ is also convergent in $|x-a|<r$, when $\rho=\rho_{1}$.

On the same lines, we can show that

$$
\sum_{n=0}^{\infty} c_{n}(x-a)^{n}
$$

is convergent in $|x-a|<r$, when $\rho=\rho_{2}$.
Case II. When the two roots of indicial equation are equal.
Let $\rho_{1}=f_{2}=\sigma$ (say).
In this case

$$
L(y(x, \rho))=c_{0}(\rho-\sigma)^{2}(x-a)^{\rho} .
$$

The recurrence relation (3) [compare from (7)] becomes

$$
n^{2} c_{n}=-\sum_{k=0}^{\infty}\left\{p_{k-k}(\sigma+k)+q_{n-k}\right\} c_{k} .
$$

It can now be shown by the method similar to the one used in Case I, that the series, $\sum_{n=0}^{\infty} c_{n}(x-a)^{n}$ is convergent in $|x-a|<r$ where $\rho_{1}=\sigma=\rho_{2}$.

Also $\because \quad L(y(x, \alpha))=0$,

$$
\therefore \quad y(x, \sigma)=\sum_{n \rightarrow 0}^{\infty}(x-a)^{n+\sigma}
$$

is one solution cf the differential equation (1).
Further,

$$
\begin{aligned}
& \frac{\partial}{\partial \rho} L(y(x, \rho))=2 c_{0}(\rho-\sigma)(x-a)^{\rho}+c_{0}(\rho-\sigma)^{2}(x-a)^{\rho} \log (x-a) . \\
& \therefore \quad L\left(\frac{\partial}{\partial \rho} y(x, \rho)\right)=\frac{\partial}{\partial \rho} L(y(x, \rho))=0 \text { when } \rho=\sigma .
\end{aligned}
$$

Hence $\left[\frac{\partial}{\partial \rho} y(x, \rho)\right]_{\rho=\sigma}$ also satisfies the differential equation (1) and is therefore a solution.

Now $\frac{\partial}{\partial \rho} y(x, \rho)=\sum_{n=0}^{\infty} c_{n}^{\prime}(x-a)^{\rho+n}+\sum_{n=0}^{\infty} c_{n}(x-a)^{\rho+n} \log (x-a)$.
The coefficients $c_{n}$ are to be considered as functions of $p$.
Hence

$$
\begin{aligned}
{\left[\frac{\partial}{\partial \rho} y(x \rho)\right]_{\rho=0} } & =\log (x-a) y(x, \sigma)+\sum_{n=0}^{\infty} c_{n}^{\prime}\left(x-a^{o+n}\right. \\
& =\log (x-a) y(x, \sigma)+\phi(x, \sigma),
\end{aligned}
$$

where $\phi(x, \sigma)=\sum_{n=0}^{\infty} c_{n}^{\prime}(x-a)^{0+n}$ can be shown to be convergent in $|x-a|<r$.

Thus in this case the two linearly independent solutions of the differential equations are

$$
y(x, \sigma) \text { and } y(x, \sigma) \log (x-a)+\phi(x, \sigma .
$$

Case III. When $\rho_{1}$ and $\rho_{2}$ differ by an integer.
Let $p_{2}-\rho_{1}=m$ (a positive integer).
Let $f(\rho+n)=(n+\rho) n+\rho-1)+p_{0}(\rho+n)+q_{0}$,
Whence $f(\rho)=\rho(\rho-1)+p_{0} \rho+\varphi_{0}$

$$
=\left(\rho-\rho_{1}\right)\left(\rho-\rho_{2}\right) .
$$

Hence $f\left(\rho_{1}\right)=0, f\left(\rho_{2}\right)=f\left(\rho_{1}+m\right)=0$.
The recurrence relation (3) gives

$$
\left.f \rho_{1}+n\right) c_{n}\left(\rho_{1}\right)=-\sum_{k=0}^{n-1}\left\{p_{n-k}\left(\rho_{1}+k\right)+q_{n-k}\right\} c_{k}\left(\rho_{1}\right)
$$

and $\left.f \rho_{2}+n\right) c_{n}\left(\rho_{2}\right)=-\sum_{k=0}^{n-1}\left\{p_{n-k}\left(\rho_{z}+k\right)+q_{n-k}\right\} c_{k}\left(\rho_{z}\right)$,
where $n=1,2$, and $c_{n}\left(\rho_{1}\right)$ nd $c_{n}\left(\rho_{2}\right)$ are values of $c_{n}$ when $\rho=\rho_{1}$ and $\rho_{2}$ respectively.
The coefficients $c_{m}\left(\rho_{2}\right)$ can be easily determined, but the coefficients $c_{m}\left(\rho_{1}\right), c_{m+1}\left(\rho_{1}\right), \ldots \ldots$ all become infinite because $f\left(\rho_{1}+m\right)=0$, To overceme this difficulty we replace $c_{n}$ by $K_{0}\left(\rho-\rho_{\mathbf{z}}\right)$, where $K_{0}(\neq 0)$ is a constant. Then

$$
\begin{aligned}
L(j(x, \rho)) & =c_{0}\left(\rho-\rho_{1}\right)\left(\rho-\rho_{2}\right)(x-a)^{\rho} \\
& =K_{0}\left(\rho-\rho_{1}\right)\left(\rho-\rho_{z}\right)^{2}(x-a)^{\rho} .
\end{aligned}
$$

Thereby we obtain

$$
\begin{aligned}
& L\left(y\left(x, \rho_{2}\right)\right)=1 \text { and } L\left[\frac{\partial}{\partial \rho} y(x, \rho)\right]_{\rho=\rho_{z}}=0 . \\
& \therefore \quad y\left(x, \rho_{2}\right)=\sum_{n=0}^{\infty} c_{n}\left(\rho_{z}\right)(x-a)^{\rho_{z}+n}
\end{aligned}
$$

and $\left[\frac{\partial}{\partial \rho} y(x, \rho)\right]_{\rho=\rho_{8}}=y\left(x, \rho_{2}\right) \log (x-a)+\psi\left(x, \rho_{2}\right)$,
where $\psi(x, \rho)=\sum_{n=0}^{\infty} c_{n}^{\prime}\left(p_{z}\right)(x-a)^{\rho_{2}+n}$
are two linearly independent solutions of (1).
The two series $\sum_{n=0}^{\infty} c_{n}\left(\rho_{2}\right)(x-a)^{n}$
and $\sum_{n=0}^{\infty} c^{n}\left(p_{2}\right)(x-a)^{n}$
can again be shown to be convergent in $|x-a|<r$.

## Numerical Solutions

### 6.1. Introduction

So far we obtained analytical expressions for the solutions of a differential equation. Sometimes analytical solutions cannot be evaluated and sometimes these are not required. In the present chapter we shall consider the problem of obtaining numerical values for the solutions of first order differential equations.

### 6.2 Ficard's method of successive approximations.

Given a differential equation

$$
\begin{equation*}
\frac{d y}{d x}=f(x, y) \tag{1}
\end{equation*}
$$

and the initial condition $y\left(x_{0}\right)=y_{0}$,
to determine values of $y$ for values of $x$ other than $x_{0}$.
From (1), we have

$$
\begin{equation*}
[d y]_{x 0}^{y}=\int_{x 0}^{x} f(x, y) d x \tag{3}
\end{equation*}
$$

or $y-y_{0}=\int_{x^{0}}^{x} f(x, y) d x$.
Now the integral on the right hand side can be evaluated if we only know the expression of $y$ in terms of $x$. This is not kn'wn. Therefore we cannot proceed. What we krow is the value of $y$ at $x_{0}$. As an approximation, we replace $y$ by $y_{0}$ in the integral on the right and call the value of $y$ on left as first approximation $y$, so that

$$
\begin{equation*}
y_{1}=y_{0}+\int_{x 0}^{x} f\left(x, y_{0}\right) d x \tag{4}
\end{equation*}
$$

Now that this better approximation of $y$ is obtained ( $y_{1}$ is better approximation than $y_{0}$ for value of $y$ at any point $x$ ), we replace $y$ by $y_{1}$ in right hand side of (3), and get the second approximation $y_{2}$, given by

$$
\begin{equation*}
y_{2}=y_{0}=\int_{x 0}^{x} f\left(x, y_{1}\right) d x \tag{5}
\end{equation*}
$$

Continuing this procedure, successive approximations

$$
y_{0}, y_{1}, y_{2}, y_{3} \ldots \ldots
$$

can be obtained, each giving a better approximation than the preceding one.

Ex. 1. Apply Picard's method upto third approximation to solve

$$
\frac{d y}{d x}=x+y^{2}
$$

where $y=0$, when $x=0$.
[Agra 1969]
Solution. We have $f(x, y)=x+y^{2}, y_{0}=0, x_{0}=0$.
The first approximation $y_{1}$ is given by

$$
\begin{aligned}
y_{x} & =y_{0}+\int_{0}^{x} f\left(x, y_{0}\right) d x \quad \text { where } f(x, y)=x+0^{2}=x \\
& =0+\int_{0}^{0} x d x=\frac{1}{8} x^{2} .
\end{aligned}
$$

Now the second approximation $y_{z}$ is given by

$$
\begin{aligned}
y_{2} & =y_{0}+\int_{0}^{x} f\left(x, y_{1}\right) d x, \\
& =0+\int_{0}^{x}\left[x+\left(\frac{1}{2} x^{2}\right)^{2}\right] d x \\
& =\frac{1}{2} x^{2}+3^{\frac{1}{0}} x^{5}
\end{aligned}
$$

The third approximation $y_{3}$ is given by

$$
\begin{aligned}
& y_{3}=y_{0}+\int_{3}^{x} f\left(x, y_{2}\right) d x, \\
& f\left(x, y_{\mathbf{k}}\right)=x+y_{8}{ }^{2} \\
& =0+\int_{0}^{x}\left[x+\left(\frac{1}{2} x^{2}+2_{2}^{2} x^{5}\right)^{2}\right] d x \\
& =\int_{0}^{x}\left[x+\frac{1}{2} x^{4}+\frac{2}{20} x^{7}+\frac{-1}{4} 0 x^{10}\right] d x \\
& =\frac{1}{2} x^{2}+\frac{{ }_{2}^{2}}{2}-x^{5}+\overline{1}_{16}^{1}-x^{8}+x_{2}^{1}-0 x^{11} .
\end{aligned}
$$

Ex. 2. Apply Picard's method upto third approximation to solve

$$
\frac{d y}{d x}=2 y-2 x^{2}-3
$$

given that

$$
y=2 \text {, when } x=0 \text {. }
$$

[Agra 1970]
Solution. We have

$$
y_{0}=2, x_{0}=0, \quad f(x, y)=2 y-2 x^{2}-3 .
$$

Now the first approximation, $y_{1}$ is given by

$$
\begin{aligned}
y_{1} & =y_{0}+\int_{0}^{x} f\left(x, y_{0}\right) d x, f\left(x, y_{0}\right)=2 \cdot 2-2 x^{2}-3 \\
& =2+\int_{0}^{x}\left(4-2 x^{2}-3\right) d x=2+\int_{0}^{x}\left(1-2 x^{2}\right) d x \\
& =2+\left[x-\frac{2}{3} x^{3}\right]_{0}^{x}=2+x-\frac{2}{8} x^{3} .
\end{aligned}
$$

Now for second approximation, $y_{2}$, we have

$$
y_{2}=y_{0}+\int_{0}^{x} f\left(x, y_{1}\right) d x, f\left(x, y_{1}\right)=2 y_{1}-2 x^{2}-3
$$

$$
\begin{aligned}
& =2+\int_{0}^{x}\left[2\left(2+x-\frac{2}{8} x^{2}\right)-2 x^{2}-3\right] d x \\
& =2+\int_{0}^{x}\left[1+2 x-2 x^{2}-\frac{4}{3} x^{2}\right] d x \\
& =2+x+x^{2}-\frac{8}{8} x^{3}-\frac{1}{8} x^{4} .
\end{aligned}
$$

The third approximation $y_{3}$, is given by

$$
\begin{aligned}
y_{3} & =y_{0}+\int_{0}^{x} f\left(x, y_{2}\right) d x, f\left(x, y_{2}\right)=2 y_{2}-2 x^{2}-3 \\
& =2+\int_{0}^{x}\left\{2\left(2+x+x^{2}-\frac{2}{3} x^{3}-\frac{1}{3} x^{4}\right)-2 x^{2}-3\right\} d x \\
& =2+\int_{0}^{x}\left\{1+2 x-\frac{4}{3} x^{3}-\frac{2}{3} x^{4}\right\} d x \\
& =2+x+x^{2}-\frac{1}{3} x^{4}-\frac{1}{2}^{2} x^{5}
\end{aligned}
$$

Ex. 3. Apply Picard's method upto third approximation to solve

$$
\frac{d y}{d x}=3 e^{x}+2 y
$$

where $y=0$, when $x=0$.
Solution. We have $y_{0}=0, x_{0}=0$,

$$
f(x, y)=3 e^{x}+2 y
$$

The first approximation, $y_{1}$ is given by

$$
\begin{aligned}
y_{1} & =y_{0}+\int_{0}^{x} f\left(x, y_{0}\right) d x, \\
& =0+\int_{0}^{x} 3 e^{x} d x=3\left(e^{x}-1\right) .
\end{aligned}
$$

Again the second approximation, $y_{2}$, is given by

$$
\begin{aligned}
y_{2} & =y_{0}+\int_{0}^{x} f\left(x_{;}, y_{1}\right) d x, \quad f\left(x, y_{1}\right)=3 e^{x}+2 y_{1} \\
& =0+\int_{0}^{x}\left[3 e^{x}+2.3\left(e^{x}-1\right)\right] d x=\int_{0}^{x}\left(9 e^{x}-6\right) d x \\
& =9 e^{x}-6 x-9 .
\end{aligned}
$$

Now the third approximation, $y_{3}$ is given by

$$
\begin{aligned}
y_{3} & =y_{0}+\int_{0}^{x} f\left(x, y_{2}\right), \\
& =0+\int_{0}^{x}\left[3 e^{x}+2\left(9 e^{x}-6 x-9\right)\right] d x \\
& =\int_{0}^{x}\left(21 e^{x}-12 x-18\right) d x \\
& =21 e^{x}-6 x^{2}-18 x-21 .
\end{aligned}
$$

Ex. 4. Apply Picard's method to solve

$$
\frac{d y}{d x}=e^{x}+y^{2}, \quad \jmath(0)=0 .
$$

Solution. $y_{1}=0+\int_{0}^{x} e^{x} d x=\left(e^{x}-1\right)$,

$$
\begin{aligned}
& y_{2}=0+\int_{0}^{x}\left[e^{x}+\left(e^{x}-1\right)^{2}\right] d x=\frac{1}{2} e^{2 x}-e^{x}+x+\frac{1}{2} \\
& y_{3}=0+\int_{0}^{x}\left[e^{x}+\left(\frac{1}{2} e^{2 x}-e^{x}+x+\frac{1}{2}\right)^{2}\right] d x \\
&=\frac{1}{16} e^{4 x}-\frac{1}{3} c^{3 x}+\frac{1}{8} x e^{2 x}+\frac{1}{2} e^{2 x}-2 x e^{x}+2 e^{x} \\
& \quad+\frac{1}{3} x^{8}+\frac{1}{2} x^{2}+\frac{1}{2} x-\frac{10}{48}
\end{aligned}
$$

Ex. 5. Apply Picard's method to solve:

$$
\begin{aligned}
& \frac{d y}{d x}=2-\frac{y}{x} \\
& y(1)=2
\end{aligned}
$$

[Agra 71]
Solution. $y_{1}=2+\int_{1}^{x}\left(2-\frac{2}{x}\right) d x \quad$ as $f\left(x, y_{0}\right)=2-\frac{2}{x}$

$$
\begin{aligned}
= & 2+[2 x-2 \log x]_{1}^{x}-2 x-2 \log x \\
y_{3} & =2+\int_{1}^{x}\left[2-\frac{2 x-2 \log x}{x}\right] d x=2+\int_{1}^{x} \frac{2}{x} \log x d x \\
& =2+(\log x)^{2} \\
y_{3} & =2+\int_{1}^{x}\left[2-\frac{2+(\log x)^{2}}{x}\right] d x
\end{aligned}
$$

$$
=2 x-2 \log x-\frac{1}{8}(\log x)^{3}
$$

Ex 6. Solve the differential equation $d y / d x+x-y$ with the initial conditions $y=1$ when $x=0$; and show that the sequence of approximations given by Picard's method tend to the exact solution as a limit.

Ex. 7. Solve the following equations by Picard's method:
(i)

$$
\frac{d y}{d x}=x+y, y(0)=1
$$

(ii) $\frac{d y}{d x}=x^{2}+y^{2}, y(0)=1$.

Proceed as above.
Ans. (i) $y_{1}=1+x+\frac{1}{2} x^{2}, y_{8}=1+x+x^{2}+\frac{1}{6} x^{3}$,

$$
y_{3}=1+x+x^{2}+\frac{1}{3} x^{3}+\frac{1}{2} x^{4}
$$



$$
+\frac{1}{16} x^{5}+\frac{-1}{83} x^{7}
$$

Higher approximation can be similarly determined.
Ex. 8. Find the third approximation of the solution of the equation $\frac{d y}{d z}=z, \frac{d z}{d x}=x^{3}(y+z)$
by Picard's method, where $y=1, z=\frac{1}{2}$ when $x=0$.
[Meerut 1970]
Solution. Let $f_{1}(x, y, z)=z, f_{z}(x, y, z)=x^{3}(y+z)$.
Now first approximations are given by

$$
\begin{aligned}
y_{1} & =y_{0}+\int_{0}^{x} f_{1}\left(x, y_{0}, z_{0}\right) d x=y_{0}+\int_{0}^{x} z_{0} d x \\
& =1 \oplus \int_{0}^{x} \frac{1}{\frac{1}{2}} d x=1+\frac{1}{2} x \\
z_{1} & =z_{0}+\int_{0}^{x} f_{2}\left(x, y_{0}, z_{0}\right) d x=z_{0}+\int_{0}^{x} x^{2}\left(y_{0}+z_{0}\right) d x \\
& =\frac{1}{2}+\int_{0}^{x} x^{3}\left(1+\frac{1}{2}\right) d x=\frac{1}{2}+\frac{3}{8} x^{4} .
\end{aligned}
$$

And the second approximations are

$$
\begin{aligned}
y_{2} & =y_{0}+\int_{0}^{x} f_{1}\left(x, y_{1}, z_{1}\right)=y_{0}+\int_{0}^{x} z_{1} d x \\
& =1+\int_{0}^{x}\left(\frac{1}{8}+\frac{3}{8} x^{6}\right) d x=1+\frac{1}{2} x+\frac{3}{40} x^{8} \\
z_{2} & =z_{0}+\int_{0}^{x} f_{2}\left(x, y_{1}, z_{1}\right)=z_{0}+\int_{0}^{x} x^{3}\left(y_{1}+z_{2}\right) d x \\
& =\frac{1}{2}+\int_{0}^{x} x^{3}\left(1+\frac{1}{2} x+\frac{1}{2}+\frac{3}{8} x^{4}\right) d x \\
& =\frac{1}{3}+\int_{0}^{x}\left(\frac{3}{2} x^{3}+\frac{1}{2} x^{4}+\frac{2}{8} x^{7}\right) d x \\
& =\frac{1}{2}+\frac{3}{8} x^{4}+\frac{1}{10} x^{5}+\frac{3}{64} x^{8}
\end{aligned}
$$

Again the third approximations are

$$
=\frac{1}{2}+\frac{3}{8} x^{4}+\frac{1}{10} x^{5}+\frac{3}{84} x^{8}+\frac{7}{86} x^{9}+\frac{1}{2} \frac{1}{60} x^{12} .
$$

Ex. 9. Uise Picard's method to approximate $y$ and corresponding to $x=0.1$ for that particular solution of

$$
\frac{d y}{d x}=x+z, \frac{d z}{d x}=x-y^{2}
$$

satisfying $y=2, z=1$ when $x=0$.
Solution. Let $x+z=f_{1}(x, y, z)$ and $x-y^{2}=f_{9}(x, y, z)$; then first approximations of $y$ and $z$ are given by

$$
\begin{aligned}
& y_{3}=y_{0}+\int_{0}^{x} f_{1}\left(x, y_{2}, z_{2}\right)=1+\int_{0}^{x} z_{2} d x \\
& =1+\int_{0}^{x}\left(\frac{1}{8}+\frac{2}{8} x^{4}+1_{1}^{2} x^{5}+\frac{3}{84} x^{8}\right)
\end{aligned}
$$

$$
\begin{aligned}
& z_{3}=z_{0}+\int_{0}^{1} f_{2}\left(x, y_{2}, z_{2}\right)=\frac{1}{2}+\int_{0}^{x} x^{2}\left(y_{2}+z_{2}\right) d x \\
& =\frac{1}{2}+\int_{0}^{x} x^{3}\left(1+\frac{1}{3} x+\frac{3}{80} x^{5}+\frac{1}{2}+\frac{2}{8} x^{4}+\frac{1}{10} x^{5}+\frac{3}{88} x^{6}\right) d x \\
& =\frac{1}{2}+\int_{0}^{x}\left(\frac{2}{2} x^{3}+\frac{1}{8} x^{4}+\frac{3}{8} x^{7}-\frac{7}{36} x^{8}+\frac{3}{81} x^{11}\right) d x
\end{aligned}
$$

$$
\begin{aligned}
& y_{1}=y_{0}+\int_{0}^{x} f_{1}\left(x, y_{0}, z_{0}\right) d x=2+\int_{0}^{x}(x+1) d x=2+\frac{x^{2}}{2}+x, \\
& z_{2}=z_{0}+\int_{0}^{x} f_{2}\left(x, y_{0}, z_{0}\right) d x=1+\int_{0}^{x}\left(x-2^{2}\right) d x=1+\frac{1}{2} x^{2}-4 x,
\end{aligned}
$$

The second approximations are nou given by

$$
\begin{aligned}
y_{2} & =y_{\mathrm{e}}+\int_{0}^{x} f_{1}\left(x, y_{1}, z_{1}\right)=2+\int_{0}^{x}\left[x+\left(1+\frac{1}{2} x^{2}-4 x\right] d x\right. \\
& =1+\int_{0}^{x}\left(1-3 x+\frac{1}{2} x^{2}\right) d x=2+x-\frac{3}{2} x^{2}+\frac{1}{8} x^{3}
\end{aligned}
$$

and $z_{2}=z_{0}+\int_{0}^{x} f_{2}\left(x, y_{1}, z_{1}\right) d x$

$$
\begin{aligned}
& =2+\int_{0}^{x}\left[x-\left(2+\frac{1}{2} x^{2}+x\right)^{2}\right] d x \\
& =1+\int_{0}^{x}\left(-4-3 x-3 x^{2}-x^{3}-\frac{1}{4} x^{4}\right) d x \\
& =1-4 x-\frac{3}{2} x^{2}-x^{3}-\frac{1}{4} x^{4}-2_{0}^{2} x^{5} .
\end{aligned}
$$

Again the third approximations are obtained as

$$
\begin{aligned}
y_{3} & =y_{0}+\int_{0}^{x} f_{1}\left(x, y_{2}, z_{3}\right) d x \\
& =2+\int_{0}^{x}\left[x+\left(1-4 x-\frac{3}{2} x^{2}-x^{3}-\frac{1}{4} x^{4}-\frac{1}{2} x^{2} x^{5}\right)\right] d x \\
& =2+x-\frac{3}{2} x^{2}-\frac{1}{2} x^{3}-\frac{1}{4} x^{4}-\frac{2}{2} \frac{1}{0} x^{5}-\frac{1}{1} \frac{1}{2} x^{6} \\
z_{3} & =z_{0}+\int_{0}^{x}\left[x-\left(+x-\frac{3}{2} x^{2}+\frac{1}{8} x^{3}\right)^{2}\right] d x \\
& =1+\int_{0}^{x}\left(-4-3 x+5 x^{2}+\frac{7}{8} x^{3}-\frac{3}{12} x^{4}+\frac{1}{8} x^{5}-\frac{2}{3} x^{6}\right) d x \\
& =1-4 x-\frac{3}{2} x^{2}+\frac{5}{3} x^{3}+\frac{7}{12} x^{4}-\frac{31}{6} x^{5}+\frac{1}{12} x^{6}-\frac{1}{8} \frac{1}{6} x^{7} .
\end{aligned}
$$

Further approximations may similarly be calculated;
When $x=0 \cdot 1, y_{1}=2 \cdot 105, \quad z_{1}=0 \cdot 605$,

$$
\begin{array}{ll}
y_{2}=2.08517, & z_{2}=0.58397, \\
y_{3}=2.08447, & z_{3}=0.58672 .
\end{array}
$$

### 6.3. Taylor Series Method

Given the difierential equation

$$
\begin{equation*}
\rho^{\prime}=\frac{d y}{d x}=f(x, v) \tag{1}
\end{equation*}
$$

with initial conditions $y\left(x_{n}\right)=y_{0}$,
to find solution of the above equation using Taylor's series.
Let $y=y(x)$ be the solution of the differential equation (1), at the point $x$. If $x=x_{0}$ is not a singular point of the function. then by Taylor's series

$$
y(x)=y^{\prime}\left(x_{0}\right)+\left(x-x_{0}\right) y^{\prime \prime}\left(x_{0}\right)+\frac{i}{2}\left(x-x_{0}\right)^{2} y^{\prime \prime}\left(x_{0}\right)
$$

$$
\begin{equation*}
+\frac{1}{3!}\left(x-x_{0}\right)^{3} y^{\prime \prime \prime}\left(x_{0}\right)+\ldots \tag{2}
\end{equation*}
$$

This converges over some range containing $x_{0}$.
Now we determine

$$
y^{\prime}\left(x_{0}\right), y^{\prime \prime}\left(x_{0}\right), y^{\prime \prime \prime}\left(x_{0}\right), \ldots
$$

From the given initial condition

$$
\begin{equation*}
y\left(x_{0}\right)=y_{0} \tag{3}
\end{equation*}
$$

Again from (1), we get

$$
\begin{equation*}
y^{\prime}(x)=f(x, y) \tag{4}
\end{equation*}
$$

$\therefore y^{\prime}\left(x_{0}\right)=f\left(x_{0}, y_{0}\right)$.
Differentiating (1), we get

$$
\begin{align*}
& y^{\prime \prime}(x)=\frac{\partial f}{\partial x}+\frac{\partial f}{\partial y} \frac{d y}{d x}=\frac{\partial f}{\partial x}+f(x, y) \frac{\partial f}{\partial y}  \tag{5}\\
\therefore & y^{\prime \prime}\left(x_{0}\right)=\left(\frac{\partial f}{\partial x}\right)_{0}+f\left(x, y_{0}\right)\left(\frac{\partial f}{\partial y}\right)_{0}
\end{align*}
$$

Again

$$
\begin{aligned}
y^{\prime \prime}\left(x_{0}\right) & =\frac{d}{d x}\left(\frac{\partial f}{\partial x}+f(x, y) \frac{\partial f}{\partial y}\right) \\
& =\left(\frac{\partial}{\partial x}+f(x, y) \frac{\partial}{\partial y}\right)\left(\frac{\partial f}{\partial x}+f(x, y) \frac{\partial f}{\partial y}\right) \\
& =\frac{\partial^{\prime} f}{\partial x^{2}}+\frac{\partial f}{\partial x} \frac{\partial f}{\partial y}+2 f \frac{\partial^{2} f}{\partial x \partial y}+f\left(\frac{\partial f}{\partial y}\right)^{2}+f^{2}\left(\frac{\partial^{2} f}{\partial y^{2}}\right)
\end{aligned}
$$

Putting these values in (2), we get the value of $y(x)$; the first few terms give an approximation for the solution $y(x)$ at $x$.

As is evident, the evaluation of additional terms becomes ncreasingly difficult.
Ex 1. If $d y / d x=3 x+y^{2}$ and $y=1$ when $x=0$, find the Taylor solution and approximate $y$ when $x=0 \cdot 1$.

Solution. Hence $\left(x_{0}, y_{0}\right)$ is ( 0,1 ) and $y\left(x_{0}\right)=1$,
Now $\quad y^{\prime}(x)=\left(3 x+y^{2}\right) ; \quad \therefore \quad y^{\prime}\left(x_{0}\right)=3 x_{1}+y_{10}^{2}=1$.

$$
\begin{aligned}
& y^{\prime \prime}(x)=\frac{d}{d y}\left(3 x+v^{2},=3+2 y \frac{d y}{d x}\right. \\
& =3+2 y(x) y^{\prime}(x) \\
& y^{\prime \prime \prime}(x)=2\left\{y^{\prime}(x)\right\}^{2}+2 y(x) y^{\prime \prime}(x) \quad \therefore \quad y^{\prime \prime \prime}\left(x_{0}\right)=3+2 \cdot 1.1=5 \\
& y^{\prime \prime \prime}(x) 6 y^{\prime \prime} y^{\prime \prime}+2 y^{\prime \prime \prime}
\end{aligned}
$$

$$
\begin{gathered}
y^{\prime \prime}(x)=6\left(y^{\prime \prime}\right)^{2}+8 y^{\prime} y^{\prime \prime \prime}+2 y y^{\prime \prime} \quad \therefore \quad y^{\prime \prime}(x)=354,
\end{gathered}
$$

Thus the Taylor series expansion is

$$
y(x)=y\left(x_{0}\right)+\left(x-x_{0}\right) y^{\prime}\left(x_{0}\right)+\frac{1}{2!}\left(x-x_{0}\right)^{2} y^{\prime \prime}\left(x_{0}\right)+\ldots
$$

Putting $x=0 \cdot 1$,

$$
=1+x+\frac{8}{2} x^{2}+2 x^{2}+\frac{9}{6} x^{4}+\frac{1217}{60} x^{8}+\ldots
$$

$y(0 \cdot 1)=1+0.1+0.025+0.002+0.00022+0.00003$

$$
\approx 1 \cdot 12725
$$

Ex. 2. Use the Toylor series method to obtain a power series solution of the inittal value problems :
(i) $\frac{d y}{d x}=2 y+3 e^{x}, \quad y(0)=0$;
(ii) $\frac{d y}{d x}=x+y, \quad y(0)=1 ;$
(iii) $\frac{d y}{d x}=x^{2}+y^{2}, \quad y(0)=1$;
(iv) $\frac{d y}{d x}=x+\cos y, y(1)=n$;
(v) $\frac{d y}{d x}=\sin x+y^{2}, \quad v(0)=1$.

Proceed yourself.
Answers.
(i) $y=3 x+\frac{9}{8} x^{2}+\frac{7}{8} x^{2}+\frac{25}{8} x^{4}+\frac{3}{4} x^{3}+\ldots$
(ii) $y=1+x+2\left[\frac{x}{1!}+\frac{x^{2}}{2!}+\ldots\right]$
(iii) $y=1+x+x^{2}+\frac{4}{8} x^{3}+\frac{7}{8} x^{4}+\ldots$
(iv) $y=\pi+\frac{1}{2}(x-1)^{2}+\frac{1}{6}(x-1)^{3}+\ldots$
(v) $y=1+x+\frac{2}{2} x^{2}+\frac{4}{8} x^{3}+\frac{1}{2} x^{4}+\ldots$

## 7

## Legendre's Equation

## 71. Introduction

The Legendre's differential equation is

$$
\begin{equation*}
\left(1-x^{2}\right) \frac{d^{2} y}{d x^{2}}-2 x \frac{d y}{d x}+n(n+1) y=0 \tag{1}
\end{equation*}
$$

Sometimes this equation is aiso written as

$$
\frac{d}{d x}\left\{\left(1-x^{2}\right) \frac{d y}{d x}\right\}+n(n+1) y=0 .
$$

7.2. Integration in series of Legendre's Equation.

The Legendre's equation is
[Punjab 1957]

$$
\begin{equation*}
\left(1-x^{2}\right) \frac{d^{2} y}{d x^{2}}-2 x \frac{d y}{d x}+n(n+1) y=0 . \tag{1}
\end{equation*}
$$

$x=0$ is a regular singularity of this difierential equation.
Let the series solution of (1) in decending powers of $x$ be

$$
\begin{equation*}
y=x^{\infty} \sum_{0}^{\infty} a_{r} x \tag{2}
\end{equation*}
$$

so that $\quad \frac{d y}{d x}=\sum_{r=0}^{\infty} a_{r}(\alpha-r) x^{\alpha-r-1}$
and $\frac{d^{2} y}{d x^{2}}=\sum_{k=0}^{\infty} a_{r}(\alpha-r)(\alpha-r-1) x^{\alpha-r-2}$.
Substituting these in (1), we get

$$
\left(1-x^{2}\right) \sum_{r=0}^{\infty} a_{r}(\alpha-r)(\alpha-r-1) x^{\alpha-r-2}-2 x \sum_{r=\infty}^{\infty} a_{r}(\alpha-r) x^{\alpha-r-1}
$$

$$
+n(n+1) \sum_{0}^{\infty} a_{r} x^{\alpha-r}=0
$$

or $\sum_{r=0}^{\infty}\left[(\alpha-r)(\alpha-r-1) x^{\alpha-r-2}\right.$

$$
\left.+\{n(n+1)-(\alpha-r)(\alpha-r+1)\} x^{\alpha-\eta}\right] a_{r}=0 .
$$

Equating to zero coefficient of lowest degree term, i.e. of $x^{a}$ from the above, we get

$$
a_{0}\{n(n+1)-\alpha(\alpha+1)\}=0 .
$$

But $a_{0} \neq 0$ as it is the coefficient of the very first gterm in the series, hence the indicial equation is

$$
\begin{equation*}
n(n+1)-\alpha(\alpha+1)=0, \tag{3}
\end{equation*}
$$

which gives $\alpha=n,-n-1$.
Next, equating to zero the coefficient of $x^{\alpha-1}$, we get

$$
\left.a_{1}[n+1)-(\alpha-1) \alpha\right]=0
$$

or $a_{1}[(\alpha+n)(\alpha-n-1)]=0$,
which gives $\quad a_{1}=0$,
since $\quad(\alpha+n)(\alpha-n-1) \neq 0$ by (3).
Again to find a recurrence relation in successive coefficients $a_{r}$, equating the coefficient of $x^{\alpha-r-2}$ to zero, we get

$$
\begin{equation*}
(\alpha-r)(\alpha-r-1) a_{r}+\left[n(n+1)-(\alpha-r-2)(\alpha-r-1) \mid a_{r+2}=0\right. \tag{4}
\end{equation*}
$$

or $\quad a_{r+2}=\frac{(\alpha-r)(\alpha-r-1)}{(\alpha-r+n-1)(\alpha-r-n-2)} a_{r}$.
Now since $a_{1}=0, a_{3}=a_{5}=a_{7}=\ldots=0$.
There arise following two cases :

1. When $\alpha=n$, we get from (4)

$$
a_{r+2}=-\frac{(n-r)(n-r-1)}{(2 n-r-1)(r+2)} a_{r}
$$

This gives $a_{2}=-\frac{n(n-1)}{(2 n-1) .2} a_{0}$,

$$
a_{4}=\frac{n(n-1)(n-2)(n-3)}{(2 n-1)(2 n-3) \cdot 2 \cdot 4} a_{0}, \text { and so on }
$$

and since $a_{1}=0, a_{1}=a_{3}=a_{5} \ldots=0$.
Hence the series (2) in this case becomes

$$
\begin{align*}
& y=a_{0}\left[x^{n}-\frac{n(n-1)}{(2 n-1) \cdot 2} x^{n-2}\right. \\
&\left.\quad+\frac{n(n-1)(n-2)(n-3)}{(2 n-1)(2 n-3) \cdot 2 \cdot 4} \cdot x^{n-4}-\ldots\right] \tag{5}
\end{align*}
$$

which for an arbitrary $a_{0}$ is a solution of (1).
II. When $\alpha=-(n+1)$, (4) gives

$$
a_{r+2}=\frac{(n+r+1)(n+r+2 i}{(r+2)(2 n+r+3)} a_{r}
$$

so that $\quad a_{2}=\frac{(n+1)(n+2)}{2(2 n+3)} a_{0}$,

$$
a_{6}=\frac{(n+1)(n+2)(n+3)(n+4)}{2 \cdot 4(2 n+3) \cdot(2 n+5)} a_{0} \text { and so on. }
$$

Hence the series (2) now becomes

$$
\begin{align*}
y= & a_{0}[ \\
& x^{-n-1}+\frac{(n+1)(n+2)}{2(2 n+3)} x^{-n-3}  \tag{6}\\
& \left.+\frac{(n+1)(n+2)(n+3)(n+4)}{2.4(2 n+3)(2 n+5)} x^{-n-5}+\ldots\right]
\end{align*}
$$

This is another solution of (1) in a series of decending powers of $x$.

Legendre's Polynomials $\mathbf{P}_{n}(\mathbf{x})$ and $\mathbf{Q}_{n}(\mathbf{x})$. Definitions.
[Agra 66, 55, 53, 52]
The Legendre's equation is

$$
\begin{equation*}
\left(1-x^{2}\right) \frac{d^{2} y}{d x^{2}}-2 x \frac{d y}{d x}+n(n+1) y=0 . \tag{1}
\end{equation*}
$$

The two solutions of the above equation in series of descending powers of $x$ are given by (5) and (6) above, where $a_{0}$ is an arbitrary constant,

Now, if $\boldsymbol{n}$ is a positive integer and

$$
a_{0}=\frac{1 \cdot 3 \cdot 5 \ldots(2 n-1)}{n!}
$$

the solution (5) is called Legendre's polynomial $P_{n}(x)$, so that

$$
\dot{P}_{n}(x)=\frac{1.3 \cdot 5 \ldots(2 n-1)}{n!}\left[x^{n}-\frac{n(n-1)}{(2 n-1) .2} x^{n-2}+\ldots\right]
$$

Instead, if we take

$$
a_{0}=\frac{n!}{1 \cdot 3 \cdot 5 . .(2 n+1)}, \text { in (6) }
$$

the solution is called $Q_{n}(x)$, so that

$$
Q_{n}(x)=\frac{n!}{1,3.5 \ldots(2 n+1)}\left[x^{-n-1}+\frac{(n+1)(n+2)}{2 \cdot(2 n+3)} x^{-n-3}+\ldots\right]
$$

The series for $Q_{a}(x)$ is a non-terminating series and converges when $|x|>1$.

Note. Obviously the series for $P_{n}(x)$ terminates.
When $n$ is even it has $\frac{1}{8} n+1$ terms, and the last term is

$$
(-1)^{n / 2} \frac{n(n-1)(n-2) \ldots 1}{(2 n-1)(2 n-3) \ldots(n+1) \cdot 2 \cdot 4 \cdot 6 \ldots n} \cdot a_{0} .
$$

Again when $n$ is odd it has $\frac{1}{2}(n+1)$ terms and in this case the last term is

$$
(-1)^{(1 / 2)(n-1)} \frac{n\left(n-1 \ldots 3 \cdot 2 \cdot a_{0}\right.}{(2 n-1)(2 n-3) \ldots(n+2) \cdot 2 \cdot 4 \ldots n(n-1)} x .
$$

$P_{n}(x)$ is called the Legendre's function of the first kind and $Q_{n}(x)$ of the second kind. [Agra 66]
Since $P_{n}(x)$ and $Q_{n}(x)$ are two independent solutions of Legendre's equation, therefore the most general solution of Legendre's equation can be written as

$$
y=C_{1} P_{n}(x)+C_{2} Q_{m}(x)
$$

where $C_{1}$ and $C_{2}$ are two arbitrary constants.
Ex. 1. Show that

$$
\begin{gather*}
P_{2 m+1}(0)=0 \text { and } P_{2 m}(0)=(-1)^{m} \frac{1 \cdot 3 \cdot 5 \ldots(2 m-1)}{2 \cdot 4 \cdot 6 \ldots 2 m} \\
=(-1)^{m} \cdot \frac{(2 m)!}{2^{2 m}(m!)^{2}} \tag{Agra67}
\end{gather*}
$$

Solution. If $\boldsymbol{n}$ is a positive integer,

$$
P_{n}(x)=\frac{1.3 \cdot 5: . .(2 n-1)}{n!}\left[x^{n}-\frac{n(n-1)}{(2 n-1.2} x^{n-2}+\ldots\right],
$$

is a terminating series.
When $n$ is odd, the last term in the series within the brakets is

$$
(-1)^{(1 / 2)(n-1)} \cdot \frac{n(n-1) \ldots 32}{(2 n-1)(2 n-3) \ldots(n+2) 2.4 \ldots(n-1)} x
$$

thus when $n=2 m+1$, no term is free from $x$.
So putting $x=0, P_{2 m+1}(0)=0$.
Again when $n$ is even, the last term of the series within the brackets is

$$
(-1)^{n / 2} \frac{n(n-1)(n-2) \ldots 1}{(2 n-1)(2 n-3) \ldots(n+1) \cdot 2 \cdot 4.6 \ldots n}
$$

This is the only term free from $x$. Putting $x=0$, we get

$$
\begin{aligned}
& P_{2 m}(0)=\frac{1.3 .5 \ldots(2 n-1)}{n!}(-1)^{m / 2} \frac{n(n-1)(n-2) \ldots 1}{(2 n-1)(n+1) n \ldots 4.2} \\
& \quad=(-1)^{m} \frac{1.3 \cdot 5 \ldots(2 m-1)}{2.4 \cdot 6 \ldots 2 m} \text { as } n=2 m .
\end{aligned}
$$

### 7.3. A Generating Function of Legendre's Polynomial

To show that $P_{n}(x)$ is the coefficient of $h^{n}$ in the expansion of (1-2xh+ $\left.h^{2}\right)^{-1 / 2}$ in ascending powers of $h$. [Raj. 60; Agra 72, 54]

We have
$\left(1-2 x h+h^{2}\right)^{-1 / 2}=[1-h(2 x-h)]^{-1 / 2}$

$$
\begin{align*}
= & 1+\frac{1}{2} \cdot h(2 x-h)+\frac{1.3}{2.4} h^{2}(2 x-h)^{2}+\ldots \\
& +\frac{1.35 \ldots(2 n-1)}{2.4 \ldots 5 n} h^{n}(2 x-h)^{n}+\ldots \tag{1}
\end{align*}
$$

We now find coefficients of $h^{n}$ in various terms of the above expansion and note that

$$
\begin{aligned}
& \text { coeff. of } h^{n} \text { in } \frac{1.3 .5 \ldots(2 n-1)}{2.4 \ldots .2 n} h^{n}(2 x-h)^{n} \text { is } \\
& \frac{1.3 .5 \ldots(2 n-1)}{2^{n}(1.2 .3 \ldots n)} \cdot(2 x)^{n}=\frac{1.3 .5 \ldots(2 n-1)}{n!} x^{n} \text {; }
\end{aligned}
$$

and coefficient of $h^{n}$ in $\frac{1 \cdot 3 \cdot 5 \ldots(2 n-3)}{2.4 \ldots(2 n-2)} h^{n-1}(2 x-h)^{n-1}$ is

$$
-\frac{1.3 \cdot 5 \ldots(2 n-1)}{n!} \cdot \frac{n(n-1)}{2(2 n-1)} x^{n-2} ; \text { and so on. }
$$

Thus coefficient of $h^{n}$ in the expansion (1)

$$
\begin{aligned}
& =\frac{1.3 .5 \ldots(2 n-1)}{n!}\left[\begin{array}{l}
x^{n}-\frac{n(n-1)}{n(2 n-1)} x^{n-2} \\
\\
\left.\quad \quad+\frac{n(n-1)(n-2)(n-3)}{2.4(2 n-1)(2 n-3)} x^{n-4}-\cdots\right]
\end{array}\right. \\
& =P_{n}(x) .
\end{aligned}
$$

Thus in the expansion (1), coefficients of $h, h^{2}, h^{3}, \ldots$ are

$$
P_{1}(x), P_{8}(x), P_{3}(x) \ldots
$$

Therefore,

$$
\left(1-2 x h+h^{2}\right)^{-1 / 2}=1+h P_{1}(x)+h^{2} P_{8}(x)+\ldots+h^{n} P_{n}(x)+\ldots
$$

or $\left(1-2 x h+h^{2}\right)^{-1 / 2}=\sum_{r=0}^{r-\infty} h^{n} P_{n}(x)$.
Cor. 1. It can be shown that $P_{n}(1)=1$.
We have

$$
\left(1-2 x h+h^{2}\right)^{-1 / 2}=\sum_{r=0 .}^{\infty} h^{n} P_{h}(x) .
$$

Putting $x=1$, we have

$$
\left(1-2 h+h^{2}\right)^{-1 / 2}=\sum_{0}^{\infty} h^{n} P_{n}(1)
$$

or $\sum_{0}^{\infty} h^{n} P_{n}(1)=(1-h)^{-1}=\sum_{0}^{\infty} h^{n}$
Equating the coefficients of $h^{n}$ from both the sides, we get

$$
P_{n}(1)=1 .
$$

Cor. 2. It can be proved that

$$
P_{n}(-x)=(-1)^{n} P_{n}(x) \text { and } P_{n}(-1)=(-1)^{n} \text {. }
$$

We have

$$
\left(1-2 x h+h^{2}\right)^{-1 / 2}=\sum_{n=0}^{\infty} h^{n} P_{n}(x)
$$

Putting $-x$ for $x$, this gives

$$
\left(1+2 x h+h^{2}\right)^{3 / 2}=\sum_{n=0}^{\infty} h^{n} P_{y}(-x)
$$

Next putting $-h$ for $h$ in (1), we have

$$
\left(1+2 x h+h^{2}\right)^{-1 / 2}=\sum_{n=0}^{\infty}(-h)^{n} P_{n}(x)
$$

$$
\begin{equation*}
=\sum_{n=0}^{\infty}(-1)^{n} h^{n} P_{n}(x) . \tag{3}
\end{equation*}
$$

Now equating coefficients of $h^{n}$ from (2) and (3), we get

$$
P_{n}(-x)=(-1)^{n} P_{n}(x) .
$$

Taking $x=1, \quad P_{n}(-1)=(-1)^{n} P_{n}(1)$

## ie. $\quad P_{n}(-1)=(-1)^{n}$ as $P_{n}(1)=1$.

Note. From above $P_{n}(-x)= \pm P_{n}(x)$ according as $n$ is even or odd. This shows $P_{n}(x)$ is an odd function of $x$ if $n$ is odd.
7.4. Redrigue's formula

To show that $P_{n}(x)=\frac{1}{2^{n}(n!)} \frac{d^{n}}{d x^{n}}\left(x^{2}-1\right)^{n}$.
[Vikram 64, 63 ; Agra 70, 63, 60 ; Raj. 67, 61]
Let $\quad y=\left(x^{2}-1\right)^{n}$;
then $\frac{d y}{d x}=n\left(x^{2}-1\right)^{n-1} .2 x$.
this gives $\left(x^{2}-1\right) \frac{d y}{d x}=2 n x y$.
Now differentiating it $(n+1)$ times, we have

$$
\begin{align*}
\left(x^{2}-1\right) \frac{d^{n+2} y}{d x^{n+2}}+{ }^{n+1} C_{1}(2 x) \frac{d^{n+1} y}{d x^{n+1}} & +{ }^{n+3} C_{2} \cdot 2 \cdot \frac{d^{n} y}{d x^{n}} \\
& =2 n \cdot\left[x \cdot \frac{d^{n+1} y}{d x^{n+1}}+{ }^{n+3} C_{1} \cdot 1 \cdot \frac{d^{n} y}{d x^{n}}\right] \tag{2}
\end{align*}
$$

or $\quad\left(x^{2}-1\right) \frac{d^{n+2} y}{d x^{n+2}}+2 x \frac{d^{n+2} y}{d x^{n+1}}-n(n+1) \frac{d^{n} y}{d x^{n}}=0$.
Let us now put $V=\frac{d^{n} y}{d x^{\prime \prime}}$. Then (2) reduces to
$\left(1-x^{2}\right) \frac{d^{2} V}{d x^{2}}-2 x \frac{d V}{d x}+n(n+1) V=0$.
Thus $\quad V=\frac{d^{n} y}{d x^{n}}$ is a solution of the Legendre's equation.
$4 \quad 0 \quad C \frac{d^{n} y}{d x^{n}}=P_{r}(x)$,
where $C$ is some constant and we would evalute it.
To evalute $C$. we have

$$
\begin{aligned}
& y=\left(x^{2}-1\right)^{n}=(x+1)^{n}(x-1)^{n}, \text { so that } \\
& \frac{d^{n} y}{d x^{n}}=(x+1)^{n} \frac{d^{n}}{d x^{n}}(x-1)^{n}+{ }^{n} C_{1} \cdot n(x+1)^{n-1} \frac{d^{n-1}}{d x^{n-1}}(x-1)^{n} \\
& \quad+\ldots(x-1)^{n} \frac{d^{n}}{d x^{n}}(x+1)^{n}
\end{aligned}
$$

This gives $\left(\frac{d^{n} y}{d x^{n}}\right)_{x=1}=2^{n} . n!$.
other terms vanish as $(x-1)$ is a factor in all the terms except the first. Putting $x=1$ in (3) we get
C. $2^{n}(n!)=P_{n}(1)=1$
giving $\quad C=\frac{1}{2^{n}(n!)}$.
Thus from (3),

$$
P_{n}(x)=\frac{1}{2^{n}(n!)} \frac{d^{n} y}{d x^{n}}=\frac{1}{2^{n}(n!)} \frac{d^{n}}{d x^{n}}\left(x^{2}-1\right)^{n} .
$$

Ex. 1. Show that $\left.\int_{-1}^{1} P_{n}{ }^{\prime} x\right) d x=0$ except when $n=0$ in which case the value of the integral is 2 .

Solution. From Rodrigue's formula

$$
\begin{aligned}
& P_{n}(x)=\frac{1}{2^{n} \cdot n!} \frac{d^{n}}{d x^{n}}\left(x^{2}-1\right)^{n} \\
& \therefore \quad \int_{-1}^{1} P_{n}(x) d x=\frac{1}{2^{n} \cdot n!} \int_{-1}^{1} \frac{d^{n}}{d x^{n}}\left(x^{2}-1\right)^{n} d x \\
&=\left[\frac{1}{2^{n} \cdot n!} \frac{d^{n-1}}{d x^{n-1}}\left(x^{2}-1\right)^{n}\right]_{-1}^{1} \\
&=\frac{1}{2^{n} \cdot n!}\left[\frac{d^{n+1}}{d x^{n-1}}\left\{(x-1)^{n}(x+1)^{n}\right\}\right]_{-1}^{1} \\
&=\frac{1}{2^{n} \cdot n!}[0-0 j=0, \quad \text { if } n \geqslant 1
\end{aligned}
$$

as $\frac{d^{n-1}}{d x^{n-1}}\left[(x-1)^{n}(x+1)^{n}\right]=0$ for $x= \pm 1$ if $n \geqslant 1$.
When $x=0, P_{0}(x)=1$, and therefore

$$
\int_{-1}^{1} P_{0}(x) d x=\int_{-1}^{1} d x=[x]_{-1}^{1}=2
$$

7.5. Orthogonality of Legendre Pelynomials

To prove shat

$$
\int_{-1}^{2} P_{m}(x) P_{m}(x) d x=0 \text { if } n \neq m .
$$

[Indore 6 ; Vikram 63; Agra 66; Raj. 67]
First Methed. The Legendre's equarion can be written as

$$
\frac{d}{d x}\left\{\left(1-x^{2}\right) \frac{d y}{d x}\right\}+n(n+1) y=0
$$

Since $P_{n}$ is a solution of the equation, we have

$$
\begin{equation*}
\frac{d}{d x}\left\{\left(1-x^{2}\right) \frac{d P_{n}}{d x}\right\}+n(n+1) P_{n}=0 . \tag{1}
\end{equation*}
$$

Similarly

$$
\begin{equation*}
\frac{d}{d x}\left\{\left(1-x^{2}\right) \frac{d P_{m}}{d x}\right\}+m(m+1) P_{m}=0 \tag{2}
\end{equation*}
$$

Multiplying (1) by $P_{m}$, , (2) by $P_{n}$ and then subtracting, we get when $n \neq m$

$$
\begin{align*}
& P_{m} \frac{d}{d x}\left\{\left(1-x^{2}\right) \frac{d P_{n}}{d x}\right\}-P_{n} \frac{d}{d x}\left\{\left(1-x^{2}\right) \frac{d P_{m}}{d x}\right\} \\
& +P_{n} P_{m}[n(n+1)-m(m+1)]=0 \tag{3}
\end{align*}
$$

Now $\int_{-1}^{1} P_{m} \frac{d}{d x}\left\{\left(1-x^{2}\right) \frac{d P_{n}}{d x}\right\} d x$

$$
=\left[P_{m}\left(1-x^{2}\right) \frac{d P_{n}}{d x}\right]_{-1}^{1}-\int_{-1}^{1} \frac{d P_{m}}{d x}\left(1-x^{2}\right) \frac{d P_{n}}{d x} d x
$$

integıating by parts

$$
=-\int_{-1}^{1} \frac{d P_{n}}{d x} \cdot \frac{d P_{m}}{d x}\left(1-x^{2}\right) d x
$$

and $\int_{-1}^{1} P_{n} \frac{d}{d x}\left\{\left(1-x^{2}\right) \frac{d P_{m}}{d x}\right\} d x=-\int_{-1}^{1} \frac{d P_{m}}{d x} \frac{d P_{n}}{d x}\left(1-x^{2}\right) d x$.
Integrating now (3) w.r.t. $x$, we get

$$
\int P_{m} \frac{d}{d x}\left\{\left(1-x^{2}\right) \frac{d P_{n}}{d x}\right\} d x-\int P_{n} \frac{d}{d x}\left\{\left(1-x^{3}\right) \frac{d P_{m}}{d x}\right\} d x
$$

$$
+(n-m)(m+n+1) \int P_{n} P_{m} d x=0
$$

or $-\int_{-1}^{1} \frac{d P_{m}}{d x} \frac{d P_{n}}{d x}\left(1-x^{2}\right) d x+\int_{-1}^{1} \frac{d P_{m}}{d x} \cdot \frac{d P_{n}}{d x}\left(1-x^{2}\right) d x$

$$
+(n-m)(n+m+1) \int_{-1}^{1} P_{m} P_{n} d x=0
$$

and this gives

$$
(n-m)(n+m+1) \int_{-1}^{1} P_{m} P_{n} d x=0
$$

or

$$
\int_{-3}^{1} P_{m} P_{n} d x=0 .
$$

Second Method. From Rodrigue's formula, we have

$$
P_{n}(x)=\frac{1}{2^{n}(n)!} \frac{d^{n}}{d x^{n}}\left(x^{2}-1\right)^{n}
$$

snd $P_{m}(x)=\frac{1}{2^{m}(m)!} \frac{d^{m}}{d x^{m}}\left(x^{2}-1\right)^{m}$.
Without any loss of generality, we can suppose that $m>n$.

## Consider now

$$
I_{m, n}=\int_{-1}^{1} P_{m}(x) P n(x) d x
$$

$$
\begin{aligned}
& =\frac{1}{2^{m+n}(m)!(n)!} \int_{-1}^{1} \frac{d^{m}}{d x^{m}}\left(x^{2}-1\right)^{m} \cdot \frac{d}{d x^{n}}\left(x^{2}-1\right)^{n} d x \\
& =\frac{1}{2^{m+n}(m)!(n)!}\left[\frac{d^{m-1}}{d x^{m-1}}\left(x^{2}-1\right)^{m} \cdot \frac{d^{n}}{d x^{n}}\left(x^{2}-1\right)^{n}\right]_{-1}^{1} \\
& -\frac{1}{2^{m+n}(m)!(n)!} \int_{-1}^{1} \frac{d^{m-1}}{d x^{m-1}}\left(x^{2}-1\right)^{m} \cdot \frac{d^{m * 1}}{d x^{n+1}}\left(x^{2}-1\right)^{n} d x
\end{aligned}
$$

integrating by parts.
Now $\frac{d^{m-1}}{d x^{m-1}}\left(x^{2}-1\right)^{m}$ in its every term contains factors $(x-1)$ and $(x+1)$ both. Hence in the limits -1 to 1 , its every term vanishes.

$$
I_{m, n}=-\frac{1}{2^{m+n}(m)!(n)!} \int_{-1}^{1} \frac{d^{m-1}}{d x^{m-1}}\left(x^{2}-1\right)^{m} \frac{d^{n+1}}{d x^{n+1}}\left(x^{2}-1\right)^{n} d x
$$

Integrating now ( $n-1$ ) times, we get

$$
I_{m, n}=-\frac{(-1)^{n}}{2^{m+n}(m)!(n)!} \int_{-1}^{1} \frac{d^{m-n}}{d x^{m-n}}\left(x^{2}-1\right)^{m} \frac{d^{2 n}}{d x^{2 n}}\left(x^{2}-1\right)^{n} d x
$$

But

$$
\frac{d^{2 n}}{d x^{2 n}}\left(x^{2}-1\right)^{n}=(2 n)!
$$

$$
\therefore \quad I_{m, n}=\frac{(-1)^{n}(2 n)!}{2^{m+n}(m)!(n)!} \int_{-1}^{1}\left(x^{2}-1\right)^{m} d x
$$

$$
=\frac{(-1)^{n}(2 n)!}{2^{m+n}(m)!(n)!}\left[\frac{d^{m-n-1}}{d x^{m-n-1}}\left(x^{2}-1\right)^{m}\right]_{-1}^{1}
$$

$$
=0 .
$$

This proves the result.
7.6. To show that $\int_{-1}^{1}\left[P_{n}(x)\right)^{2} d x=\frac{2}{2 n+1}$
[Indore 1967; Vikram 63, 62; Agra 66, 55; Raj 67, 59]
First Method.: We have

$$
\left(1-2 x h+h^{2}\right)^{-1 / 2}=\sum_{n=0}^{n-\infty} h^{n} P_{n}(x) .
$$

Squaring, $\left(1-2 x h+h^{2-1}=\sum_{0}^{\infty} h^{2 n} P\left[P^{n}(x)\right]^{2}\right.$

$$
+2 \sum_{0}^{\infty} h^{m+n} P_{m}(x) P_{n}(x)
$$

Now integrating both the sides with respect to $x$ between the limits -1 to +1 , we get

$$
\begin{array}{r}
\sum_{0}^{\infty} \int_{-1}^{1} h^{2 n}\left[P_{n}(x)\right]^{2} d x+2 \sum_{0}^{\infty} \int_{-1}^{1} h^{m+n} P_{m}(x) P_{n}(x) d x \\
=\int_{-1}^{1}\left(1-2 x h+h^{2}\right)^{-1} d x .
\end{array}
$$

Since $\int_{-1}^{1} P_{m}(x) P_{n}(x) d x=0$ when $n \neq m$, this gives

$$
\text { or } \begin{aligned}
& \sum_{0}^{\infty} h^{2 n} \int_{-1}^{1}\left[P_{n}(x)\right]^{2} d x+0=\int_{-1}^{1} \frac{d x}{2 n} \int_{-1}^{1}\left[P_{n}(x)\right]^{2} d x=-\frac{1}{2 h}\left[\log \left(1-2 x h+h^{2}\right)\right]_{-1}^{1} \\
& =-\frac{1}{2 h} \log \left(\frac{1-2 h+h^{2}}{1+2 h+h^{2}}\right) \\
= & \frac{1}{h} \log \left(\frac{1+h}{1-h}\right)=\frac{1}{h}[\log (1+h)-\log (1-h)] \\
& =2\left[1+\frac{h^{2}}{3}+\frac{h^{4}}{5}+\ldots+\frac{h^{2 n}}{2 n+1}+\ldots\right] .
\end{aligned}
$$

Equating coefficients of $h^{2 n}$ from both the sides, we have

$$
\int_{-1}^{1}\left[P_{n}(x)\right]^{2} d x=\frac{2}{2 n+1} .
$$

Second Method Proceeding as in the second method of previous article, we have when $m=n$,

$$
\begin{aligned}
& \int_{-1}^{1}\left[P_{n}(x)\right]^{2} d x=\frac{(-1)^{n}(2 n)!}{2^{n+n}(n)!(n)!} \int_{-1}^{1} \frac{d^{n-n}}{d x^{n-n}}\left(x^{2}-1\right)^{n} d x \\
& =\frac{(2 n)!}{2^{n}(n!)^{2}} \int_{-1}^{i}\left(1-x^{2}\right)^{n} d x \\
& =\frac{(2 n)!}{2^{2 n}(n!)^{2}} \cdot 2 \int_{0}^{\pi^{2} 2} \cos ^{2 n} \dot{\theta} \cdot \cos \theta d \theta
\end{aligned}
$$

$$
=\frac{(2 n)!}{2^{2 n}(n!)^{2}}, 2 \cdot \frac{\Gamma(n+1) \Gamma\left(\frac{1}{2}\right)}{2 \Gamma\left(\frac{2 n+3}{2}\right)}
$$

$$
=\frac{2}{2 n+1} \text { which proves the result. }
$$

Note. The above two results can be combined to give

$$
\int_{-1}^{+1} P_{m}(x) P_{n}(x) d x=\frac{2}{2 n+1} \delta_{m n}
$$

where $\delta_{m, n}$ is the Kronecker delta which takes the value 0 if $m \neq n$ and the value 1 if $m=n$.
[Agra 1972, 77]
Cor. $\int_{9}^{1}\left[P_{n}(x)\right]^{2} d x=\frac{1}{2 n+1}$.
7.7. Laplace's Definite Integrals for $\mathbf{P}_{n}(\mathbf{x})$.
I. To show that

$$
P_{n}(x)=\frac{1}{\pi} \int_{n}^{\pi}\left[x \pm \sqrt{ }\left(x^{2}-1\right) \cos \phi\right]^{n} d \phi
$$

where $n$ is-a positive integer. [Agra 72; 66; Vikram 62; Raj. 651

If $a>b$, we have the result

$$
\begin{equation*}
\int_{0}^{\pi} \frac{d \phi}{a \pm b \cos \phi}=\frac{\pi}{\sqrt{\left(a^{2}-b^{2}\right)}} \tag{1}
\end{equation*}
$$

Put $a=1-x h$ and $b=h \sqrt{\left(x^{2}-1\right)}$.
This gives $a^{2}-b^{2}=(1-x h)^{2}-h^{2}\left(x^{2}-1\right)=1-2 x h+h^{2}$.
Putting these values of $a, b$ and $a^{2}-b^{2}$ in (1), we get

$$
\int_{0}^{\pi} \frac{d \phi}{(1-x h) \pm h \sqrt{\left(x^{2}-1\right) \cos \phi}}=\pi\left(1-2 x h+h^{2}\right)^{-1 / 2}
$$

or $\pi\left(1-2 x h+h^{2}\right)^{-1 / 2}=\int_{0}^{\pi} \frac{d \phi}{1-h\left[x \mp \sqrt{ }\left(x^{2}-1\right) \cos \phi\right]}$
or $\pi \sum_{n}^{\infty} h^{n} P_{n}(x)=\int_{0}^{\pi}\left[1-h\left\{x \mp \sqrt{ }\left(x^{2}-1\right) \cos \phi\right\}\right]^{-1} d \phi$,

$$
\text { as }\left(1-2 x h+h^{2}\right)^{-1 / 2}=\Sigma h^{n} P_{n}(x),
$$

or $\pi \sum_{0}^{\infty} h^{n} P_{n}(x)=\int_{0}^{\pi} \Sigma h^{n}\left\{x \mp \sqrt{ }\left(x^{2}-1\right) \cos \phi\right\}^{n} d \phi$,
because if $\left|h\left(x \mp \sqrt{ }\left(x^{2}-1\right) \cos \phi\right\}\right|<1$ and $h$ is a small quanti y, $\left[1-h\left\{x \mp \sqrt{\prime}^{\prime}\left(x^{2}-1\right) \cos \phi\right\}\right]^{-1}=1+t+t^{2}+t^{3}+\ldots=\Sigma t^{n}$ where $t=h\left\{x \mp \sqrt{ }\left(x^{2}-!\right) \cos \phi\right\}$.
Equating coefficient of $h^{n}$ from buth sides; we get

$$
\pi P_{n}(x)=\int_{0}^{\pi}\left\{x \mp \sqrt{ }\left(x^{2}-1\right) \cos \phi\right\}^{n} d \phi
$$

or $P_{n}(x)=\frac{1}{\pi} \int_{0}^{\pi}\left\{x \pm \sqrt{ }\left(x^{2}-1\right) \cos \phi\right\}^{n} d \phi$,
which is the Laplace's first definite integral for $P_{m}(x)$
1I. Laplace's second definite integral is

$$
\mathbf{P}_{n}(\mathbf{x})=\frac{1}{\pi} \int_{0}^{\pi} \frac{d \phi}{\left\{x \pm \sqrt{ }\left(x^{2}-1\right) \cos \phi\right\}^{n+1}},
$$

wcere $n$ is a positive integer,
This is obtained by putting

$$
\begin{aligned}
& a=x h-1 \text { and } b=h \sqrt{ }\left(x^{2}-1\right) ; \text { in (1) so that } \\
& a^{2}-b^{2}=(x h-1)^{2}=h^{2}\left(x^{2}-1\right)=1-2 x h+h^{2}
\end{aligned}
$$


$=\frac{\pi}{h} \sum_{n=0}^{n=\infty} \frac{1}{h^{2}} P_{n}(x)$ where $n$ is an integer

$$
\begin{equation*}
=\pi \sum_{n=0}^{\infty} \frac{1}{h^{n+1}} P_{n}(x) \tag{2}
\end{equation*}
$$

With this substitution,

$$
\begin{align*}
& \frac{1}{a \pm b \cos \phi}=\frac{1}{h\left\{x \pm \sqrt{ }\left(x^{2}-1\right) \cos \phi\right\}-1} \\
& =\frac{1}{u-1}, \text { where } u=h\left\{x \pm \sqrt{\left.\left(x^{2}-1\right) \cos \phi\right\}}\right. \\
& =\frac{1}{u}\left(1-\frac{1}{u}\right)^{-1}=\frac{1}{u}\left[1+\frac{1}{u}+\frac{1}{n^{2}}+\ldots\right] \\
& =\sum_{n=0}^{m} \frac{1}{u^{n+1}}=\sum_{n=0}^{\infty} \frac{d \phi}{h^{n+2}\left\{x \pm \sqrt{\left(x^{2}-1\right)} \cos \phi\right\}^{n+1}} . \tag{3}
\end{align*}
$$

The definite integral (1) now gives

$$
\pi \sum_{0}^{\infty} \frac{1}{h^{n+1}} P_{n}(x)=\sum_{n=0}^{\infty} \int_{0}^{\pi} \frac{d \phi}{h^{n+1}}\left\{x \pm \sqrt{\left.\left(x^{2}-1\right) \cos \phi\right\}^{n+1}}\right.
$$

Equating coefficients of $\frac{1}{h^{n+1}}$ from both the sides, we get

$$
\pi \dot{P}_{n}(x)=\int_{0}^{\pi} \frac{d \phi}{\left\{x \pm \sqrt{ }\left(x^{2}-1\right) \cos \phi\right\}^{n+1}}
$$

or

$$
P_{n}(x)=\frac{1}{\pi} \int_{0}^{\pi} \frac{d \phi}{\left\{x \pm \sqrt{ }\left(x^{2}-1\right) \cos \phi\right\}^{n+1}},
$$

wgich is the second definite integral for $P_{n}(x)$.
Impertant. Comparing two Laplace's integrals for $P_{n}(x)$, we get

$$
\boldsymbol{P}_{n}(\mathbf{x})=\mathbf{P}_{-n-1}(\mathbf{x}) .
$$

Ex. 1. Show that $\frac{1-h^{2}}{\left(1-2 x h+h^{2}\right)^{3 / 2}}=\sum_{0}^{\infty}(2 n+1) h^{n} P_{n}$.
[Rajasthan 66, Agra 59]
Solution. Generating function formula is

$$
\begin{equation*}
\sum_{0}^{\infty} h^{n} P_{n}=\left(1-2 x h+h^{2}\right)^{-1 / 2} \tag{1}
\end{equation*}
$$

Differentiating it with respect to $h$, we get

$$
\text { or } \quad \sum_{0}^{\infty} n h^{n-1} P_{n}=\frac{x-h}{\left(1-2 x h+h^{2}\right)^{3 / 2}},
$$

Adding (1) and (2), we get

$$
\sum_{0}^{\infty}(2 n+1) h^{n} P^{n}=\frac{1-h^{2}}{\left(1-2 x h+n^{2}\right)^{3 / 2}} .
$$

This proves the result.

Ex. 2. Prove that $\frac{1+h}{\left.h \sqrt{(1-2 x h}+h^{2}\right)}-\frac{1}{h}=\sum_{n=0}^{8}\left\{P_{n}+P_{n+1}\right\} h^{n}$
Solution. We have
[Agra 63]

$$
\begin{aligned}
& \sum_{n=0}^{\infty}\left\{P_{n}+P_{n+1}\right\} h^{n} \\
& =\sum_{n=0}^{\infty} h^{n} P_{n}+\sum_{n=0}^{\infty} h^{n} P_{n+1}=\sum_{n=0}^{\infty} h^{n} P_{n}+\frac{1}{h} \sum_{n=0}^{\infty} h^{n+1} P_{n+1} \\
& =\sum_{n=0}^{\infty} h^{n} P_{n}+\frac{1}{h}\left(-P_{0}+\sum_{n=0}^{\infty} h^{n} P_{n}\right) \\
& =\left(1+\frac{1}{h}\right) \sum_{n=1}^{\infty} h^{n} P_{n}-\frac{P_{0}}{h} \\
& =\left(1+\frac{1}{h}\right)\left(1-2 x h+h^{2}\right)^{-1 / 2}-\frac{1}{h}
\end{aligned}
$$

as $\sum_{0}^{\infty} h^{n} P_{n}=\left(1-2 x h+h^{2}\right)^{-1 / 2}$ and $P_{0}=1$

$$
=\frac{1+h}{h \sqrt{\left(1-2 x h+h^{2}\right)}}-\frac{1}{h} .
$$

This proves the result.
EX. 3. Show that if $m<n$,

$$
\int_{-1}^{1} x^{m} P_{n}(x) d x=0
$$

and $\int_{-1}^{1} x^{n} P_{n}(x) d x=\frac{2^{n+1}(n!)^{2}}{(2 n+1)!}$.
Solution. Rodrigue's formula is

$$
\begin{aligned}
& P_{n}(x)=\frac{1}{2^{n}(n)!} \frac{d^{n}}{d x^{n}}\left(x^{2}-1\right)^{n} \\
& \therefore \int_{-1}^{1} x^{m} P_{n}(x) d x=\frac{1}{2^{n}(n)!} \int_{-1}^{1} x^{m} \frac{d^{n}}{d x^{n}}\left(x^{2}-1\right)^{n} d x \\
& =\frac{1}{2^{n}(n)!}\left[x^{m} \cdot \frac{d^{n-1}}{d x^{n-1}}\left(x^{2}-1\right)^{n}\right]_{-1}^{1} \\
& \quad-\frac{1}{2^{n}(n)!} \int_{-1}^{1} m x^{m-1} \frac{d^{n-1}}{d x^{n-1}}\left(x^{2}-1\right)^{n} d x
\end{aligned}
$$

$$
=0-\frac{m}{2^{n}(n)!} \int_{-1}^{1} x^{m-1} \frac{d^{n-1}}{d x^{n-1}}\left(x^{2}-1\right)^{n} d x
$$

integrating by parts

$$
\begin{align*}
& =(-1)^{m} \frac{(m)!}{2^{n}(n)!} \int_{-1}^{1} \frac{d^{m-m}}{d x^{n-m}}\left(x^{2}-1\right)^{n} d x \text { since } m<n  \tag{1}\\
& \quad \text { integrating by parts } m \text { times } \\
& =\left(-1, m \frac{(m)!}{2^{n}(n)!}\left[\frac{d^{n-m-1}}{d x^{n-m-1}}\left(x^{2}-1\right)^{n}\right]_{-1}^{1}=0 .\right.
\end{align*}
$$

Again in the second part, $m=n$; therefore proceeding as above integrating by parts $n$ times, we get

$$
\begin{aligned}
& \int_{-1}^{1} x^{n} P_{n}(x) d x=\frac{(-1)^{n}(n)!}{2^{n}(n)!} \int_{-1}^{1} \frac{d^{n-n}}{d x^{n-n}}\left(x^{2}-1\right)^{2} d x \\
& =\frac{1}{2^{n}} \int_{-1}^{1}\left(1-x^{2}\right)^{n} d x=\frac{?}{2^{n}} \int_{0}^{1}\left(1-x^{2}\right)^{n} d x \\
& =\frac{2}{2^{n}} \int_{0}^{\pi / 2} \cos ^{2 n} \theta \cos \theta d \theta \text { where } x=\sin \theta \\
& =\frac{2}{2^{n}} \frac{\Gamma(n+1) \Gamma\left(\frac{1}{2}\right)^{*}}{2 \Gamma\left(\frac{2 n+3}{2}\right)} \\
& =\frac{2^{n} \cdot(2 n+1)(2 n-1)(2 n-3) \ldots 3 \cdot 1 \cdot n \cdot(n-1)(n-2) \ldots 2 \cdot 1}{2^{n+1}(n!) \cdot(n!}
\end{aligned}
$$

expanding $\Gamma\left(\frac{2 n+3}{2}\right)$ and multiplying numerator and denominator by $n$ !

$$
\begin{aligned}
& =\frac{2^{n+1}(n!)^{2}}{(2 n+1)(2 n-1)(2 n-3) \ldots 3 \cdot 1 \cdot 2 n(2 n-2)(2 n-4) \ldots 4.2} \\
& =2^{n+1}(n!)^{2} \\
& (2 n+1)!
\end{aligned}
$$

Ex. 4. Deduce from Rodrigue's formula

$$
\begin{equation*}
\int_{-1}^{1} f(x) P_{n}(x) d x=\frac{(-1)^{n}}{2^{n} n!} \int_{-1}^{1}\left(x^{2}-1\right)^{n} f^{(n)}(x) d x \tag{Raj67}
\end{equation*}
$$

Hint. Proceed os above integrating by parts $n$ times.
Ex. 5. Evaluate $P_{2}(x)$ using the Laplace's integral formula

$$
P_{n}(x)=\frac{1}{\pi} \int_{0}^{\pi}\left[x+\sqrt{ }\left(x^{2}-1\right) \cos \phi\right]^{2} d \phi
$$

Solution. Laplace's integral formula gives

$$
\begin{aligned}
P_{s}(x) & =\frac{1}{\pi} \int_{0}^{\pi}\left[x+4 /\left(x^{2}-1\right) \cos \phi\right]^{2} d \phi \\
& =\frac{1}{\pi} \int_{0}^{\pi}\left[x^{2}+2 x \sqrt{\left.\left(x^{2}-1\right) \cos \phi+\left(x^{2}-1\right) \cos ^{2} \phi\right] d \phi}\right. \\
& =\frac{1}{\pi}\left[x^{2} \pi+\left(x^{2}-1\right) \frac{1}{2} \pi\right]=\frac{1}{2}\left(3 x^{2}-1\right) .
\end{aligned}
$$

*After this step we can apply the duplication formula of gamma function
viz.,
$\Gamma\left(\frac{1}{2}\right) I^{\prime}(? n)=2^{2 n-1} I(n) I(n-1!)$
to get the resul.

## 78. Recurrence formulae.

$$
y^{\prime} n P_{n}=(2 n-1) \times P_{n-1}-(n-1) P_{n-2}
$$

[Vikram 69 ; Raj 67 ; Agra 71, 53]
Generating function formula is

$$
\left(1-2 x h+h^{2}\right)^{-1 / 2}=\sum_{0}^{\infty} h^{n} P_{n}(x)
$$

Differentiating it w.r.t. $h$, we get

$$
\left(1-2 x h+h^{2}\right)^{-3 / 2}(x-h)=\sum_{0}^{\infty} n h^{n-1} P_{n}(x)
$$

or

$$
(x-h)\left(1-2 x h+h^{2}\right)^{-1 / 2}=\left(1-2 x h+h^{2}\right) \sum_{0}^{\infty} n h^{n-1} P_{n}(x)
$$

or $\quad(x-h) \sum_{0}^{\infty} h^{n} P_{n}(x)=\left(1-2 x h+h^{2}\right) \sum_{0}^{\infty} n h^{n-1} P_{n}(x)$.
Now equating coefficients of $h^{n-1}$ from both sides, we get

$$
x P_{n-1}-P_{n-2}=n P_{n}-2 x(n-1) P_{n-1}+(n-2) P_{n-2}
$$

or $\quad n P_{n}=(2 n-1) x P_{n+1}-(n-1) P_{n-2}, \quad(n \geqslant 2)$.
This proves the above formula.
Note. If from (1), we equate coefficients of $h^{n}$. we get
$(n+1) P_{n+1}=(2 n+1) x P_{n}-n P_{n-1}$. [Vikram 63; Rajasthan 62]
which is a form of above formula when $n+1$ is taken for $n$.
II, $\quad \mathbf{x} \mathbf{P}_{\boldsymbol{n}}{ }^{\prime}(\mathbf{x})-\mathbf{P}^{\prime}{ }_{n-\mathbf{1}}(\mathbf{x})=\mathbf{n} \mathbf{P}_{\boldsymbol{n}}(\mathbf{x})$
where dashes den te differentiation w r.t. $x$.
[Vikram 62 ; Agra 71, 54]
We have

$$
\begin{equation*}
\left(1-2 x h+h^{2-1 / 2}=\sum_{0}^{\infty} h^{n} P_{n}(x),\right. \tag{1}
\end{equation*}
$$

Differentiating with respect to $x$, we get

$$
\begin{equation*}
h\left(1-2 x h-1-h^{2}\right)^{-3 / 2}=\sum_{0}^{\infty} h^{n} P_{n}^{\prime}(x) \tag{2}
\end{equation*}
$$

Also differentiating (1) w.r.t. h, we get

$$
\begin{equation*}
(x-h)\left(1-2 x / h+h^{2}\right)^{-3 / 2}=\sum_{0}^{\infty} n h^{n-1} P_{n}(x) \tag{3}
\end{equation*}
$$

Frcm (2) and (3),

$$
\left.(x-h) \Sigma h^{n} P_{n}^{\prime}(x)==h \Sigma n h^{n-1} P_{n}^{\prime} x\right)
$$

Now on equating coefficients of $h^{n}$ from both the sides, we get

$$
x P_{n}^{\prime}(x)-P^{\prime}{ }_{n-1}(x)=n P_{n}(x)
$$

which is the above formula.
III. $\mathbf{P}_{n}^{\prime}-\mathbf{x P}^{\prime}{ }_{n-1}=\mathbf{n} \mathbf{P}_{n-1}$.
this formula can be obtained formula I and II.
Recurrence formula I is

$$
n P_{n}=(2 n-1) x P_{n-1}-(n-1) P_{n-2} .
$$

On differentiating with respect to $x$, it gives.

$$
n P_{n}^{\prime}=(2 n-1) P_{n-1}+(2 n-1) x P_{n=1}^{\prime}-(n-1) P_{n-2}^{\prime}
$$

or $n\left[P_{n}^{\prime}-x P_{n-1}^{\prime}\right]-(n-1)\left[x P_{n-1}^{\prime}-P_{n-2}^{\prime}\right]=(2 n-1) P_{n-1}$
or $n\left[P_{n}^{\prime}-x P_{n-1}^{\prime}\right]-(n-1)\left[(n-1) P_{n_{-1}}\right]=(2 n-1) P_{n-1}$
i.e. $n\left[P^{\prime}{ }_{n}-x P^{\prime}{ }_{n-1}\right]=\left[(n-1)^{2}+(2 n-1)\right] P_{n-1}=n^{2} P_{n-1}$
or $P_{n}^{\prime}-x P_{n-1}^{\prime}=n P_{n-1}$.
IV. $P_{n+1}^{\prime}-P_{n-1}^{\prime}=(2 n+1) P_{n}$.
[Vikram 62, 63 : Agra 66, 61 ; Raj. 64, 60]
Recurrence formula I on taking $n+1$ for $n$ is

$$
(n+1) P_{n+1}=(2 n+1) x P_{n}-n P_{n-1} .
$$

Differentiating it with respect to $x$, we get

$$
\begin{equation*}
(n+1) P_{n+1}^{\prime}=(2 n+1) P_{n}+(2 n+1) x P_{n}^{\prime}-n P_{n-1}^{\prime} . \tag{1}
\end{equation*}
$$

Again recurrence formula II gives

$$
\begin{equation*}
x P_{n}^{\prime}=P_{n-1}^{\prime}+n P_{n} . \tag{2}
\end{equation*}
$$

Putting this in (1).
$(n+1) P_{n+1}^{\prime}=(2 n+1) P_{n}+(2 n+1)\left[n P_{n}+P_{n-1}^{\prime}\right]-n P_{n-1}^{\prime}$
or $(n+1) P_{n+1}^{\prime}-(n+1) P_{n-1}^{\prime}=(2 n+1)(1+n) P_{n}$
or $P_{n+1}^{\prime}-P_{n-1}^{\prime}=(2 n+1) P_{n}$.
Note. Putting $n-1$ for $n$, the above formula becomes

$$
\frac{d P_{n}}{d x}-\frac{d P_{n-2}}{d x}=(2 n-1) P_{n-1}
$$

V. $\left(x^{2}-1\right) P_{n}^{\prime}=n\left(x P_{n}-P_{n-1}\right)$.
[Agra 55, 52]
[Vikram 69, 64, 63; Raj. 60 ; Agra 59]
Recurrence formula III is

$$
\begin{equation*}
P_{n}^{\prime}-x P_{n-1}^{\prime}=n P_{n-1} \tag{1}
\end{equation*}
$$

and recurrence formula is

$$
x P_{n}^{\prime}-P_{n-1}^{\prime}=n P_{n} .
$$

Multiplying (2) by $x$ and subtracting from (1), we get

$$
\left(1-x^{2}\right) P_{n}^{\prime}=n\left(P_{n-1}-x P_{n}\right)
$$

## Second Method. Laplace's 1st integral is

$$
\begin{equation*}
P_{n}(x)=\frac{1}{\pi} \int_{0}^{\pi}\left[x+\sqrt{ }\left(x^{2}-1\right) \cos \phi\right]^{n} d \phi \tag{1}
\end{equation*}
$$

$\therefore \quad P_{n}^{\prime}(x)=\frac{n}{\pi} \int_{0}^{\pi}\left[x+\sqrt{ }\left(x^{2}-1\right) \cos \phi\right]^{n-1}\left[1+\frac{x \cos \phi}{\sqrt{\left(x^{2}-1\right)}}\right] d \phi$.

So $\quad x P_{n}-P_{n-1}=\frac{1}{\pi} x \int_{0}^{\pi}\left[x+\sqrt{ }\left(x^{2}-1\right) \cos \phi\right]^{n} d \phi$

$$
-\frac{1}{\pi} \int_{0}^{\pi}\left[x+\sqrt{ }\left(x^{2}-1\right) \cos \phi\right]^{n-1} d \phi
$$

$=\frac{1}{\pi} \int_{0}^{\pi}\left[x+\sqrt{ }\left(x^{2}-1\right) \cos \phi\right]^{n-1}\left[x^{2}+\sqrt{ }\left(x^{2}-1\right) \cos \phi-1\right] d \phi$
$=\frac{x^{2}-1}{\pi} \int_{0}^{\pi}\left[x+\sqrt{ }\left(x^{2}-1\right) \cos \phi\right]^{n-1}\left[1+\frac{x \cos \phi}{\sqrt{ }\left(x^{2}-1\right)}\right] d \phi$
$=\frac{\left(x^{2}-1\right)}{n}, P_{n}^{\prime}(x)$ from (2). Hence the formula.
VI. $\left(x^{2}-1\right) P_{n}^{\prime}=(n+1)\left(P_{n+1}-x P_{n}\right)$.
(Agra 57)
Formula $I$ is

$$
n P_{n}=(2 n-1) x P_{n-1}-(n-1) P_{n-2}
$$

Putting $(n+1)$ for $n$, it becomes

$$
(n+1) \cdot P_{n+1}=(2 n+1) x P_{n}-n P_{n-1}
$$

This can also be written as

$$
\begin{aligned}
(n+1)\left(P_{n+1}-x P_{n}\right) & =n\left(x P_{n}-P_{n-1}\right) \\
& =\left(x^{2}-1\right) P_{n}^{\prime} \text { from formula } \mathrm{V}
\end{aligned}
$$

or

$$
\left(x^{2}-1\right) P_{n}^{\prime}=(n+1)\left(P_{n+1}-x P_{n}\right) .
$$

Second method. The Laplace's second integral is

$$
P_{n}(x)=\frac{1}{\pi} \int_{0}^{\pi} \frac{d}{\left\{x+\sqrt{ }\left(x^{2}-1\right) \cos \phi\right\}^{n+2}}
$$

Hence

$$
\begin{aligned}
& P^{\prime}{ }_{n}(x)=\frac{-(n+1)}{n} \int_{0}^{\pi} \frac{d \phi}{\left\{x+\sqrt{\left(x^{2}-1\right) \cos } \phi\right)^{n+1}}\left[1+\frac{x \cos \phi}{\sqrt{\left(x^{2}-1\right)}}\right] . \\
& \therefore \quad P_{n+1}-x P_{n}=\frac{1}{\pi} \int_{0}^{\pi} \frac{d \phi}{\left[x+\sqrt{ }\left(x^{2}-1\right) \cos \phi\right]^{n+2}} \\
& -x \frac{1}{\pi} \int_{0}^{\pi} \frac{d \phi}{\left[x+\sqrt{\left(x^{2}-1\right)} \cos \phi\right]^{n+1}} \\
& =\frac{1}{\pi} \int_{0}^{\pi} \frac{d \phi}{\left[x+\sqrt{ }\left(x^{2}-1\right) \cos \phi\right]^{n+2}}\left[1-x\left\{x+\sqrt{ }\left(x^{2}-1\right) \cos \phi\right\}\right] \\
& =\frac{-\left(x^{2}-1\right)}{n} \int_{0}^{\pi}\left[x+\sqrt{\left(x^{2}-1\right)} \cos \phi\right]^{n+2}\left[1+\frac{x \cos \phi}{\sqrt{\left(x^{2}-1\right)}}\right] \\
& =\frac{\left(x^{2}-1\right)}{n+1}=P_{n}^{\prime}(x) \text { from (2). Hence the formula. }
\end{aligned}
$$

### 7.9. Christoffel's expansion.

$$
\frac{d P_{n}}{d x}=(2 n-1) P_{n-1}+(2 n-5) P_{n-3}+(2 n-9) P_{n-5}+\ldots
$$

where last term is $3 P_{1}$ or $P_{0}$ according as $n$ is even or odd.
[Raj, 66: 62; Poona 60]

Substituting $n-1$ for $n$ in recurrence formula IV, we have

$$
\begin{equation*}
P_{n}^{\prime}=(2 n-1) P_{n-1}+P_{n-2}^{\prime} . \tag{1}
\end{equation*}
$$

Repiacing $n$ by $n-2, n-4, \ldots$ in (1), we get

$$
\begin{aligned}
& P^{\prime} \prime{ }_{n-8}=(2 n-5) P_{n-3}+P^{\prime}{ }_{n-6}, \\
& P_{n-6}^{\prime}=(2 n-9) P_{n-5}+P_{n-8}^{\prime},
\end{aligned}
$$

If $n$ is even, the last term is

$$
\begin{aligned}
P_{2}^{\prime} & =3 P_{1}+P_{0}^{\prime} \\
& =3 P_{1} \text { as } P_{0}=1 \text { and } P_{0}^{\prime}=0 .
\end{aligned}
$$

Adding all the above results when $n$ is even, we obtain

$$
P_{n}^{\prime}=(2 n-1) P_{n-1}+(2 n-5) P_{n-3}+(2 n-9) P_{n-5}+\ldots+3 P_{1}
$$

But if $n$ odd, the last term is

$$
P_{3}^{\prime}=5 P_{3}+P_{1}^{\prime}=5 P_{2}+P_{0} \text { as } P_{1}(x)=x, P_{1}^{\prime}=1=P_{0}
$$

Hence in case $n$ is odd, the result is

$$
P_{n}^{\prime}=(2 n-1) P_{n-1}+(2 n-5) P_{n-3}+(2 n-9) P_{n-5}+\ldots+5 P_{2}+P_{0}
$$

Ex. 1. Prove that

$$
\int_{-1}^{1}\left(\frac{d P_{n}}{d x}\right)^{2} d x=n(n+1)
$$

[Agra 65; Raj. 66, 64, 56]
Solution. The Christoffel's expansion formula is

$$
\frac{d P_{n}}{d x}=(2 n-1) \cdot P_{n-1}+(2 n-5) P_{n-1}+(2 n-9) P_{n-6} \ldots \ldots
$$

where the last term is $3 P_{v}$ or $P_{0}$ according as $n$ is even or odd.

$$
\begin{aligned}
& \therefore \int_{-1}^{1}\left(\frac{d P_{n}}{d x}\right)^{2} d x=\int_{-1}^{1}\left[(2 n-1) P_{n-1}+(2 n-5) P_{n-3}+\ldots\right]^{2} d x \\
& =\int_{-1}^{1}(2 n-1)^{2} P^{2}{ }_{n-1} d x+\int_{-1}^{1}(2 n-5)^{2} P^{2}{ }_{n-3} d x+\ldots
\end{aligned}
$$

other integrals vanish being the integrals of product of different $P_{n}$ 's

$$
\begin{aligned}
& =(2 n-1)^{2} \cdot \frac{2}{2(n-1)+1}+(2 n-5)^{2} \cdot \frac{2}{2(n-3)+1}+\ldots . . \\
& =2[(2 n-1)+(2 n-5)+\ldots] .
\end{aligned}
$$

The last term is

$$
\int_{-1}^{+2} 9 P_{1}^{2} d x=9 . \frac{2}{2}=2 \times 3 \text { or } \int_{-1}^{+1} P_{0}{ }^{2}(x) d x=\int_{-1}^{1} d x=2
$$

iccording as $n$ is even or odd ; therefore when $n$ is even

$$
\int_{-1}^{1}\left(\frac{d P_{n}}{d x}\right)^{2} d x=2[(2 n-1)+(2 n-5)+\ldots+3]
$$

$$
=2 \frac{n}{2.2}\left[2 \times 3-4\left(\frac{n}{2}-1\right)\right]=n(n+1)
$$

summing the A. P., the number of terms being $\frac{n}{2}$.
And when $n$ is odd,

$$
\begin{aligned}
\int_{-1}^{1}\left(\frac{d P_{n}}{d x}\right)^{2} d x & =2[(2 n-1)+(2 n-5)+\ldots+1] \\
& =2 \cdot \frac{n+1}{22}\left[2+4\left(\frac{n+1}{2}-1\right)\right]=n(n+1)
\end{aligned}
$$

summing the A.P. of $\frac{1}{2}(n+1)$ terms now.
Ex. 2. Prove that

$$
\left(1-x^{2}\right) P_{n}^{\prime}(x)=\frac{n(n+1)}{2 n+1}\left[P_{n-1}(x)-P_{n+1}(x)\right]
$$

Solution. Recurrence formula $V$ is

$$
\begin{equation*}
\left(1-x^{2}\right) P_{n}^{\prime}(x)=n\left[P_{n-1}+x P_{n}\right] \tag{1}
\end{equation*}
$$

We have to retain $P_{n-1}$ on the right oi (1) but have to replace $x P_{n}$ in terms of $P_{n-1}$ and $P_{n+1}$; such a relation is given by recurrence formula I from which

$$
x P_{n}(x)=\frac{1}{2 n+1}\left[(n+1) P_{n+1}+n P_{n-1}\right] .
$$

Putting this in (1), we get

$$
\begin{aligned}
\left(1-x^{2}\right) P_{n}^{\prime}(x) & =\left[P_{n-1}-\frac{1}{2 n+1}\left\{(n+1) P_{n+1}+n P_{n+1}\right\}\right] \\
& =\frac{n(n+1)}{2 n+1}\left[P_{n-1}(x)-P_{n+1}(x)\right]
\end{aligned}
$$

:Ex. 3, Prove that

$$
(2 n+1)\left(x^{2}-1\right) P_{n}^{\prime}=n(n+1)\left(x P_{n+1}-P_{n}\right)
$$

Solution. Recurrence farmula VI is

$$
\begin{equation*}
\left(x^{2}-1\right) P_{n}^{\prime}=(n+1)\left(P_{m+1}-P_{n-1}\right) . \tag{1}
\end{equation*}
$$

Also recurrence formula V is

$$
\begin{equation*}
\left(x^{2}-1\right) P_{n}^{\prime}=n\left(x P_{n}-P_{n+1}\right) \tag{2}
\end{equation*}
$$

Eliminating $P_{n}$ irom (1) and (2), we get

$$
\left(x^{2}-1\right) P_{n}^{\prime}=n\left[P_{n+1}-\frac{x^{2}-1}{n+1} P_{n}^{\prime}-P_{n-1}\right]
$$

or $(2 n+1)\left(x^{2}-1\right) P_{n}^{\prime}=n(n+1)\left(P_{n+1}-P_{n-1}\right)$
Ex. 4. Show that
$P_{n+1}^{\prime}+P_{n}^{\prime}=P_{0}+3 P_{1}+\ldots(2 n+1) P_{n}$.
[Agra 1963]
Solution. Recurrence formula IV is

$$
P_{n+1}^{\prime}-P_{n-1}^{\prime}=(2 n+1) P_{n} .
$$

Replacing $n$ by $n-1, n-2, \ldots, 1$, we get

$$
P_{n}^{\prime}-P_{n-2}^{\prime}=(2 n-1) P_{n-1}
$$

$$
\begin{gathered}
P_{n-1}^{\prime}-P_{n-3}^{\prime}=(2 n-3) P_{n-2} \\
\cdots \cdots \\
P_{4}^{\prime}-P_{2}^{\prime}=7 P_{3 ;} \\
P_{3}^{\prime}-P_{2}^{\prime}=5 P_{25} \\
P_{2}^{\prime}-P_{0}^{\prime}=3 P_{1} .
\end{gathered}
$$

Adding these, we get

$$
\begin{gathered}
P_{n+1}^{\prime}+P_{n}^{\prime}+P_{1}^{\prime}-P_{0}^{\prime}=3 P_{1}+5 P_{2}+\ldots+(2 n+1) P_{n} \\
\text { or } P_{n+1}^{\prime}+P_{n}^{\prime}=P_{0}+3 P_{1}+5 P_{2}+\ldots+(2 n+1) P_{n}, \\
\text { as } P_{0}^{\prime}=0 \text { and } P_{1}^{\prime}=1=P_{0} .
\end{gathered}
$$

This proves the result.

## Ex. 5. Show that

$$
\begin{align*}
& P_{\mathrm{an+1}}^{\prime}=(2 n+1) P_{2 n}+2 n x P_{2 n-1}+(2 n-1) x^{2} P_{2 n+2}+\ldots \\
& \text { Solution. Recurrence formula III is } \\
& P_{n}^{\prime}=n P_{n-1}+x P_{n-1}^{\prime} \text {. } \\
& \text { Replacing } n \text { by } 2 n+1 \text { and } 2 n \text {, we get }
\end{align*}
$$

and
so that $\quad P^{\prime}{ }_{2 n+1}=(2 n+1) P_{2 n}+x\left(2 n P_{2 n-1}+x P_{2 n-1}^{\prime}\right)$
or $\quad P^{\prime}{ }_{9 n+1}=(2 n+1) P_{2 n}+2 n x P_{2 n-1}+x^{2} P^{\prime}{ }_{2 n-1}$.

$$
P_{2 n+1}^{\prime}=(2 n+1) P_{2 n}+x P^{\prime}{ }_{2 n}
$$

Next putting $2 n-1$ for $n$ in (1), we get

$$
\begin{equation*}
P_{2 n-1}^{\prime}=(2 n-1) P_{2 n-2}+x P_{2 u-2}^{\prime} \tag{2}
\end{equation*}
$$

Putting this value of $P^{\prime}{ }_{2 n-1}$ in (2), we get

$$
\begin{align*}
P_{2 n+1}^{\prime} & =(2 n+1) P_{2 n}+2 n x P_{2 n-1}+(2 n-1) x^{2} P_{2 n-2}+x^{n} P_{2 n-2}^{\prime} \\
& =(2 n+1) P_{2 n}+2 n x P_{2 n-1}+(2 n-1) x^{3} P_{2 n-2}+\ldots x^{2 n-1} P_{2}^{\prime} \tag{3}
\end{align*}
$$

Lastly from (1) proceeding step by step.

$$
\begin{aligned}
P_{2}^{\prime} & =2 P_{1}+x P_{1}^{\prime} \\
& =2 P_{1}+x \text { as } P_{1}=x \text { and } P_{1}^{\prime}=1 .
\end{aligned}
$$

With this value, (3) becomes

$$
\begin{aligned}
P_{2 n+1}^{\prime} & =(2 n+1) P_{2 n}+2 n x P_{2 n-1}+\ldots+x^{2 n-1}\left(2 P_{1}+x\right) \\
& =(2 n+1) P_{0 n}+2 n x P^{2}
\end{aligned}
$$

$$
\begin{aligned}
& =(2 n+1) P_{2 n}+2 n \times P_{2 n-1}+\ldots+2 x^{2 n-1} P_{2}+x^{2 n} . \\
& \text { the result. }
\end{aligned}
$$

This is the result.
Ex. 6. Prove that
$1+\frac{1}{2} P_{1}(\cos \theta)+\frac{1}{3} P_{2}(\cos \theta)+\frac{1}{4} P_{3}(\cos \theta)+\ldots=\log \frac{1+\sin \frac{1}{2} \theta}{\sin \frac{1}{2} \theta}$.
Solution. The generating function formuia is

$$
\stackrel{D}{\Sigma}^{\infty} h^{n} P_{n}(x)=\left(1-2 h x+h^{2}\right)^{-1 / 2}
$$

Integrating it w.r.t. $h$ between the limits 0 to 1 , we get

$$
\begin{aligned}
& \sum_{0}^{\infty} \int_{0}^{1} h^{n} P_{n}(x) d x=\int_{0}^{1} \frac{d h}{\left.\sqrt{(1-2 x h}+h^{2}\right)} \\
& \text { or } \\
& \sum_{0}^{\infty} P_{n}(\cos \theta) \int_{0}^{1} h^{n} d h=\int_{0}^{1} \frac{d h}{\sqrt{\left(1-2 h \cos \theta+h^{2}\right)}} \\
& \text { or } \\
& \sum_{0}^{\infty} \frac{P_{n}(\cos \theta)}{n+1}=\int_{0}^{1} \frac{d h}{\sqrt{ }\left[(h-\cos \theta)^{2}+\sin ^{2} \theta\right]} \\
& =\left[\log \{(h-\cos \theta)\}+\sqrt{ }\left\{\left(h-\cos \theta j^{2}+\sin ^{2} \theta\right\}\right]_{0}^{2}\right. \\
& =\log \frac{(1-\cos \theta)+\sqrt{ }\left[(1-\cos \theta)^{2}+\sin ^{2} \theta\right.}{1-\cos \theta} \\
& =\log \frac{\sqrt{ }(1-\cos \theta)[\sqrt{ }(1-\cos \theta)+\sqrt{ } 2]}{\sqrt{(1-\cos \theta j \sqrt{(1-\cos \theta)}}} \\
& =\log \frac{\sqrt{ }\left(2 \sin ^{2} \frac{1}{2} \theta\right)+\sqrt{2}}{\sqrt{\left(2 \sin ^{2} \frac{1}{2} \theta\right)}}=\log \frac{1+\sin \frac{1}{2} \theta}{\sin \frac{1}{2} \theta} \\
& \text { or } \\
& \log \frac{1+\sin 1 \theta}{\sin \frac{1}{2} \alpha}=\sum_{0}^{\infty} \frac{P_{n}(\cos \theta)}{n+1} \\
& =1+\frac{1}{2} P_{1}(\cos \theta)+\frac{1}{3} P_{2}(\cos 3)+\ldots \\
& \text { Ex. 7. Show that }
\end{aligned}
$$

$$
\left.P_{n}\left(-\frac{1}{8}\right)=P_{0}\left(-\frac{1}{2}\right) P_{2 n}\left(\frac{1}{3}\right)+P_{3}\left(-\frac{1}{8}\right) P_{2 n-1}\left(\frac{1}{2}\right)+\ldots P_{2 n}-\frac{1}{2}\right) P_{0}\left(\frac{1}{3}\right) .
$$

[Poona 60$]$
Solution. The generasing function formula is

$$
\left(1-2 x h^{2}+h^{\varepsilon}\right)^{-1 / 2}=\sum_{0}^{\infty} h^{n} P_{n}(x) .
$$

Putting $x=-\frac{1}{3}$ and $+\frac{1}{2}$, we ges

$$
\begin{equation*}
\left(1+h+h^{2}\right)^{-1 / 2}=\sum_{0}^{\infty} h^{m} P_{n}\left(-\frac{1}{2}\right) \tag{1}
\end{equation*}
$$

and $\quad\left(1-h+h^{2}\right)^{-1 / 2}=\sum^{\infty} h^{n n} P_{m}\left(\frac{1}{2}\right)$.
Again putting $l^{2}$ for $h$ in (1), e get

$$
\left(1+h^{2}+h^{4}\right)^{\cdot \mu / 2}=\sum_{0}^{\infty} h^{2 n} P_{h}\left(-4 h^{4}\right.
$$

But $\left(1+h^{2}+h^{4}\right)^{-3 i 2}=\left(1+h+h^{2}\right)^{-2,}\left(1-h+h^{2}\right)^{-1 / 2}$
$\therefore \quad \Sigma h^{2 n} P_{n}\left(-\frac{1}{2}\right)=\Sigma h^{n} P_{n}\left(-\frac{1}{2}\right) \times \Sigma h^{m} P_{m m}\left(\frac{1}{2}\right)$.
Equating coefficients of $h^{2 n}$, we get

$$
P_{n}\left(-\frac{1}{2}\right)=P_{0}\left(-\frac{1}{2}\right) P_{2 n}\left(\frac{1}{2}\right)+P_{1}\left(-\frac{1}{2}\right) P_{2 n-1}\left(\frac{1}{2}\right)+
$$

$$
+\ldots P_{z n}\left(-\frac{1}{2}\right) P_{u\left(\frac{1}{2}\right)}
$$

Ex. 8. (a) Show that

$$
x P^{\prime}{ }_{n}(x)=n P_{n}(x)+(2 n-3) P_{n-2}(x)+(2 n-7) P_{u-4}(x)+\ldots
$$

Solution. Recurrence formula II is

$$
\begin{equation*}
x P_{n}^{\prime}(x)=n P_{n}^{\prime}(x)+P_{n-1}^{\prime}(x) \tag{1}
\end{equation*}
$$

and formula IV is

$$
\begin{equation*}
P_{n+1}^{\prime}(x)=(2 n+1) P_{n}(x)+P_{n-1}^{\prime}(x) . \tag{2}
\end{equation*}
$$

Replacing $n$ by $n-2, n-4, \ldots$, we get

$$
\begin{aligned}
& P_{n-1}^{\prime}(x)=(2 n-3) P_{n-2}(x)+P_{n-3}^{\prime}(x) \\
& P_{n-s^{\prime}}^{\prime} x_{1}=(2 n-7) P_{n-1}^{\prime}(x)+P_{n-5}^{\prime}(x) \\
& \text {-.... and so on. }
\end{aligned}
$$

Adding (1), (3), (4) ..., we get

$$
\begin{aligned}
x P^{\prime}(x)=n P_{n}(x)+(2 n-3) P_{n-2}(x)+ & (2 n-7) P_{n-4}(x) \\
& +(2 n-11) P_{n-8}(x)+\ldots
\end{aligned}
$$

EX. 8. (b) Prove that

$$
\int_{-1}^{1} x P_{n} P_{n}^{\prime} d x=\frac{2 n}{2 n+1}
$$

Solution. From Ex. 8 (a) above, we have

$$
x P_{n}^{\prime}(x)=n P_{n}(x)+(2 n-3) P_{n-2}(x)+\ldots
$$

Multiplying this by $P_{n}$ and integrating between -1 to +1 , we get

$$
\int_{-1}^{1} x P_{n}(x) P^{\prime}(x) d x=n \int_{-1}^{1} P_{n}^{2}(x) d x
$$

other integrals vanish as

$$
\begin{aligned}
& \int_{-1}^{1} P_{n} P_{m} d x=0, n \neq m \\
& =n \cdot \frac{2}{2 n+1}=\frac{2 n}{2 n+1} .
\end{aligned}
$$

Ex. 9. Show that, if $m$ and $n$ are integers, the vaiue of

$$
\int_{-1}^{1} x P_{0}, \frac{d P_{m}}{d x} d x \text { is either } 0,2 \text { or } \frac{2 n}{2 n+1} .
$$

Solution. From Ex. 8 (a), we have

$$
\begin{aligned}
x \frac{d P_{m}}{d x} & =m P_{m}(x)+(2 m-3) P_{m-2}(x)+(2 m-7) P_{m-4}(x)+\ldots \\
& =m P_{m}(x)+\sum_{r=1}^{\infty}(2 m-4 r+1) P_{m-2 r}(x)
\end{aligned}
$$

Now let $n \neq m, m-2, m-4, \ldots$ or $n>m$, then

$$
\begin{aligned}
& \int_{-1}^{1} x P_{n} \frac{d P_{m}}{d x} d x \\
& =m \int_{-1}^{1} P_{n}(x) P_{m}(x) d x+(2 m-3) \int_{-1}^{1} P_{n}(x) P_{m-2}(x) d x+\ldots \\
& =0 \text { by § } 7 \cdot 5 \text { page 171. }
\end{aligned}
$$

And if $n=m$.

$$
\int_{-1}^{1} x P_{n} \frac{d \bar{P}_{m}}{d x} d x=\int_{-1}^{1} x P_{n} P_{n}^{\prime} d x
$$

$$
=\frac{2 n}{2 n+1} \text { as in Ex. } 8(b)
$$

Again if $n=m-2 r, r=1,2, \ldots$

$$
\begin{aligned}
\int_{-1}^{1} d P_{n} \frac{d P_{m}}{d x} d x & =(2 m-4 r+1) \int_{-1}^{1} P_{m-2 r}^{2} d x \\
& =(2 m-4 r+1) \cdot \frac{2}{2(m-\angle r)+1}=2 .
\end{aligned}
$$

Ex. 10. Prove that

$$
\int_{-1}^{1} x^{2} P_{n}^{2}(x) d x=\frac{1}{8(2 n-1)}+\frac{3}{4(2 n+1)}+\frac{1}{8(2 n+3)}
$$

Solution. We have the recurrence formula $I$,

$$
(2 n+1) x P_{n}(x)=(n+1) P_{n+1}(x)+n P_{n-1}(x) .
$$

Squaring it and then integrating between the limits -1 to +1 , we get

$$
\begin{aligned}
& (2 n+1)^{2} \int_{-1}^{+1} x^{2} P_{n}^{2}(x) d x=\int_{-1}^{+1}\left[(n+1) P_{n+1}(x)+n P_{n-1}(x)\right]^{2} d x \\
& =(n+1)^{2} \int_{-1}^{1} P_{n+1}^{2}(x) d x+n^{2} \int_{-1}^{1} P_{n-1}{ }^{2}(x) d x
\end{aligned}
$$

other integral vanishes

$$
=(n+1)^{2} \cdot \frac{2}{2 n+3}+\frac{n^{2} 2}{(2 n-1)}(u \operatorname{sing} 87 \cdot 6)
$$

$$
\therefore \int_{-1}^{1} x^{2} P_{n}^{2}(x) d x=\frac{2}{(2 n+1)^{2}}\left[\frac{(n+1)^{2}}{2 n+3}+\frac{n^{2}}{2 n-1}\right]
$$

$$
=\frac{1}{8(2 n-1)}+\frac{3}{4(2 n+1)}+\frac{1}{8(2 n+3)}
$$

-Ex. 11. Prove that

$$
\int_{-1}^{1} x^{2} P_{n+1} P_{n-1} d x=\frac{2 n(n+1)}{(2 n-1)(2 n+1)(2 n+3)}
$$

Solution. We have the recurrence formula $I$,

$$
(2 n+1) x P_{n}=(n+1) P_{n+1}+n P_{n-1} .
$$

Putting $(n+1)$ and $(n-1)$ tor $n$, we have

$$
(2 n+3) x P_{n+1}=(n+2) P_{n+9}+(n+1) P_{n}
$$

and $(2 n-1) x P_{n-1}=n P_{n}+(n-1) P_{n-2}$.
Multiplying these and then integratiog within the limits -1 to +1 , we get

$$
(2 n+3)(2 n-1) \int_{-1}^{1} x^{2} P_{n+1} P_{n-1} d x=n(n+1) \int_{-1}^{1} P_{n}^{2} d x
$$

$$
=n(n+1) \cdot \frac{2}{(2 n+1)}=\frac{2 n(n+1)}{(2 n+1)}
$$

(using § 7•6)
This gives the result.
Ex. 12. Solve that

$$
P_{p}(x)=\sum_{n=0}^{i p}\left(-1 ; n \frac{(2 p-2 n)!}{2^{p}(n)!(p-n)!(p-2 n)!} x^{p-2 n}\right.
$$

Solution. Rodrigues formula gives

$$
\begin{gathered}
P_{p}(x)=\frac{1}{2^{p}(p)!} \frac{d^{p}}{d x^{p}}\left(x^{2}-1\right)^{p} \\
\text { Now } \frac{d^{p}}{d x^{p}}\left(x^{2}-1\right)^{p}=\sum_{n=0}^{i p}(-1)^{n} \frac{p!}{(n)!(p-n)!} \\
\times(2 p-2 n)(2 p-2 n-1) \ldots(p-2 n+1) x^{p-2 n} \\
=\sum_{n=0}^{\sum_{p}}(-1)^{n}(2 p-2 n)(2 p-2 n-1) \ldots(p-2 n+1) \\
\quad \times \frac{(p-2 n)!}{(p-2 n)!} \cdot \frac{p!}{n!(p-n)!} x^{p-2 n} \\
=\sum_{n=0}^{i p}(-1)^{n} \frac{(2 p-2 n)!(p)!}{(n)!(p-n)!(p-2 n)!} x^{p-2 n} \\
\therefore \quad P_{p}(x)=\frac{1}{2^{p}(p)!} \sum_{n=0}^{i p}(-1)^{n} \frac{(2 p-2 n)!(p)!}{(n)!(p-n)!(p-2 n)!} x^{p-2 n} \\
=\sum_{n=0}^{i p}(-1)^{n} \frac{(2 p-2 n)!}{2^{p}(n)!(p-n)!(p-2 n)!} x^{p-2 n} .
\end{gathered}
$$

This proves the result.

- Ex. 13. Solve that

$$
\int_{-1}^{1}\left(1-x^{2}\right)\left(\frac{d P_{n}}{d x}\right)^{2} d x=\frac{2 n(n+1)}{2 n+1}
$$

[Agra 67]
Solution. We have

$$
\begin{aligned}
& \int_{-1}^{1}\left(1-x^{2}\right) P_{n}^{\prime} n^{2} d x=\int_{-1}^{1}\left(1-x^{2}\right) P_{n}^{\prime} P_{n}^{\prime} d x \\
& =\left[\left(1-x^{2}\right) P_{n}^{\prime} \cdot P_{n}\right]_{-1}^{1}-\int_{-1}^{1} \frac{d}{d x}\left[\left(1-x^{2}\right) P_{n}^{\prime}\right] . P_{n} d x \\
& \text { integrating by parts } \\
& =-\int_{-1}^{1} P_{n} \frac{d}{d x}\left[\left(1-x^{2}\right) P_{n}^{\prime}\right] d x \\
& =-\int_{-1}^{1} P_{n}\left[-n(n+1) P_{n}\right] d x \\
& =n(n+1) \int_{-1}^{1} P_{n}^{2} d x=n(n+1) \cdot \frac{d}{2 n+1}
\end{aligned}
$$

Ex. 14. Show toat $\int_{-1}^{1}\left(1-x^{2}\right) P_{n}^{\prime} P_{m}^{\prime} d x=0$ if $m \neq n$,
[Agra 67, 59]
Solution. Integrating by parts, we have

$$
\begin{aligned}
& \int_{-1}^{1}\left(1-x^{2}\right) P_{n}^{\prime} P_{m}^{\prime} d x=n(n+1) \int_{-1}^{1} P_{n} P_{m} d x \\
& =n(n+1) \times 0, \text { as } m \neq n \\
& =0 .
\end{aligned}
$$

Ex. 15. Show that

$$
\begin{equation*}
\int_{-1}^{1}\left(x^{2}-1\right) P_{n+1} P_{n}^{\prime} d x=\frac{2 n(n+1)}{(2 n+1)(2 n+3)} \tag{Raj.65}
\end{equation*}
$$

Solution. We have the recurrence formulae $I$ and $I V$,

$$
\begin{equation*}
(2 n+1) x P_{n}=(n+1) P_{n+1}+n P_{n-1} \tag{1}
\end{equation*}
$$

and $\left(x^{2}-1\right) P_{n}^{\prime}=(n+1)\left[P_{n+1}-x P_{n}\right]$.
Multiplying (2) by $P_{n+1}$ and integrating between -1 to +1 , we get

$$
\begin{aligned}
& \int_{-1}^{1}\left(x^{2}-1\right) P_{n+1} P_{n}^{\prime} d x \\
& =(n+1) \int_{-1}^{1} P_{n+1}\left[P_{n+1}-x P_{n}\right] d x \\
& =(n+1) \int_{-1}^{1}\left(P_{n+1}\right)^{2} d x \\
& =(n+1) \int_{-1}^{1} P_{n+1}\left[\frac{(n+1) P_{n+1}-n P_{n-1}}{2 n+1}\right] d x \\
& =(n+1) \cdot \frac{2}{2 n+1}-\frac{(n+1)^{2}}{2 n+1} \cdot \frac{2}{2 n+3} \\
& =\frac{2 n(n+1)}{(2 n+1)(2 n+3)}
\end{aligned}
$$

from (1)

## Ex 16. To show that

$$
\begin{array}{r}
P_{n}(\cos \theta)=\frac{1.3 \cdot 5 \ldots(2 n-1)}{2^{n-1}(n!)}\left[\cos n 6+\frac{1 . n}{1 \cdot(2 n-1)} \cos (n-2) \theta .\right. \\
\left.\quad+\frac{1.3 n(n+1)}{1.2(2 n-1)(2 n-3)} \cos (n-4) \theta+\ldots\right] .
\end{array}
$$

Solution. We know that

$$
\sum_{n=0}^{\infty} h^{n} P_{n}(x)=\left(1-2 x h+h^{2}\right)^{-1 / 2}
$$

When $x=\cos \theta$, this gives

$$
\sum_{0}^{\infty} h^{n} P_{n}(\cos \theta)=\left(1-2 \cos \theta+h^{2}\right)^{-1 /: ~}
$$

$$
\begin{aligned}
& =\left[1-h\left(e^{i \theta}+e^{-i \theta}\right)+h^{2}\right]^{-1 / 2} \\
& =\left[\left(1-h e^{i \theta}\right)\left(1-h e^{-i \theta}\right)\right]^{1 / 2}
\end{aligned}
$$

Now $(1-x)^{-1 / 2}=1+\frac{1}{2} x+\frac{1.3}{2.4} x^{2}+\ldots+\frac{1 \cdot 3.5 \ldots(2 n-1)}{2.4 .6 \ldots 2 n} x^{n}+\ldots$
Using this we can write expansions of

$$
\left(1-h e^{i d}\right)^{-1 / 2} \text { and }\left(1-h e^{-i \theta}\right)^{-1 / 2}
$$

In the product of their expansions, coeff. of $h^{n}$

$$
\begin{aligned}
& =\frac{1.3 .5 \ldots(2 n-1)}{2.4 .6 \ldots 2 n}\left[\left(e^{i n \theta}+e^{-i n \theta}\right)+\frac{1}{2} \cdot \frac{2 n}{2 n-1}\left(e^{l(n-2) \theta}+e^{-i(n-2) \theta}\right)\right. \\
& \left.\quad+\frac{1 \cdot 3}{2.4} \frac{2 n(2 n-2)}{(2 n-1)(2 n-3)}\left(e^{i(n-4) \theta}+e^{-i(n-6) \theta}\right)+\ldots\right] \\
& =\frac{1.3 \ldots(2 n-1)}{2.4 \ldots 2 n}\left[2 \cos n \theta+\frac{n}{2 n-1} \cos (n-2) \theta\right. \\
& \left.\quad+\frac{n(n-1)}{(2 n-1)(2 n-3)} \cdot \frac{1.3}{1.2} \cdot 2 \cos (n-4) \theta+\ldots\right]
\end{aligned}
$$

But coeff. of $h^{n}$ is $P_{n}(\cos \theta)$; therefore equating coefficients of $h^{n}$ from both the sides, we get the result.

Ex. 17. Show that

$$
\begin{equation*}
\int_{0}^{\pi} P_{n}(\cos \theta) \cos n \theta \cdot d \theta=\frac{1 \cdot 3 \cdot 5 \ldots(2 n-1)}{2.4 .6 \ldots 2 n} \tag{Raj.65}
\end{equation*}
$$

Solution. We know that

$$
\begin{align*}
P_{n}(\cos \theta)= & \frac{1 \cdot 3 \cdot 5 \ldots(2 n-1)}{2 \cdot 4 \ldots \cdot 2 n}\left[2 \cos n \ddot{\theta}+2 \cdot \frac{1 \cdot n}{1 \cdot(2 n-1)} \cos (n-2) \theta\right. \\
& \left.+2 \cdot \frac{1 \cdot 3 \cdot n(n-1)}{1 \cdot 2 \cdot(2 n-1)(2 n-3)} \cos (n-4) \theta+\ldots\right] \tag{1}
\end{align*}
$$

Multiplying by $\cos n \theta$ and integrating between the limits 0 to $n$, we get

$$
\begin{aligned}
& \int_{0}^{\pi} P_{n}(\cos \theta) \cos n \theta d \theta=\frac{1.3 .5 \ldots(2 n-1)}{2.4 .6 \ldots .2 n} \int_{0}^{\pi} 2 \cos ^{2} n \theta d \theta \\
& \int_{0}^{\pi} \cos m \theta \cos n \theta d \theta=0 \text { if } m \neq n \\
& =\frac{1.3 .5 \ldots(2 n-1}{2.46 \ldots 2 n} \int_{0}^{\pi}(1+\cos 2 n \theta) d \theta \\
& =\frac{1.3 .5 \ldots(2 n-1)}{2.4 .6 \ldots 2 n} \pi
\end{aligned}
$$

Ex. 18. If $n$ is a positive integer, show that

$$
\int_{0}^{\pi} P_{n}(\cos \theta) \cos n \theta d \theta=B\left(n+\frac{1}{2}, \frac{1}{2}\right)
$$

Solution. As in Ex. 16, we have

$$
P_{n}^{\prime}(\cos \theta)=\frac{1.3 \cdot 5 \ldots(2 n-1)}{2 \cdot 4 \ldots 2 n}\left[2 \cos n \theta+\frac{2 \cdot 1 \cdot n}{1 .(\cdot n-1)} \cos (n-2) \theta \ldots\right]
$$

Multiplying both the sides by $\cos n \theta$ and integrating between 0 to $\pi$, we get
$\left.\int_{0}^{\pi} P_{n} \cos \theta\right) \cos n \theta d \theta$

$$
\begin{aligned}
& =\frac{1.3 \cdot 5 \ldots(2 n-1)}{2^{n} \cdot(1 \cdot 2 \ldots n)} \int_{0}^{\pi} 2 \cos ^{2} n \theta d \theta, \text { other integral vanishes } \\
& =\frac{\frac{2 n-1}{2} \cdot \frac{2 n-3}{2} \cdots \frac{3}{2} \cdot \frac{1}{2}}{(n)!} \int_{0}^{\pi}(1+\cos 2 n \theta) d \theta \\
& =\frac{\frac{2 n-1}{2} \cdot \frac{2 n-1}{2} \cdots \frac{3}{2} \cdot \frac{1}{2} n}{\Gamma(n+1)} \\
& =\frac{\frac{2 n-1}{2} \cdot \frac{2 n-3}{2} \cdots \frac{3}{2} \cdot \frac{1}{2} \cdot \Gamma \frac{1}{2} \cdot \Gamma \frac{1}{2}}{\Gamma(n+1)}=\frac{\Gamma\left(\frac{2 n+1}{2}\right) \Gamma(1)}{\Gamma(n+1)} \\
& =\frac{\Gamma\left(n+\frac{1}{2}\right) \Gamma\left(\frac{1}{2}\right)}{\Gamma(n+1)}=B\left(n+\frac{1}{2}, \frac{1}{3}\right),
\end{aligned}
$$

$$
\text { since } B(m, n)=\frac{\Gamma(m) \Gamma(n)}{\Gamma(m+n)}
$$

### 7.9. Christoffel's Summation formula

To find the sum of first $(n+1)$ terms of the series

$$
\sum_{0}^{\infty}(2 m+1) P_{m}\left(x \mid P_{m}(y)\right.
$$

[Agra 58]
Recurrence formula I gives

$$
(2 m+1) x P_{m}(x)=(m+1) P_{m+1}(x)+m P_{m-1}(x)
$$

and $(2 m+1) y P_{m}(y)=(m+1) P_{m+1}(y)+m P_{m-1}(y)$.
Multiplying these by $P_{m}(y)$ and $P_{m}(x)$ respectively and subtracting, we get

$$
\begin{aligned}
(2 m+1) & (x-y) P_{m}(x) P_{m}(y)=(m+1)\left\{P_{m+1}(x) P_{m}(y)\right. \\
& \left.-P_{m}(x) P_{m+1}(y)\right\}-m\left\{P_{m}(x) P_{m-1}(y)-P_{m-1}(x) P_{m}(y)\right\} .
\end{aligned}
$$

Putting $m=1,2,3, \ldots n$ in succession, we get

$$
\begin{aligned}
& 3(x-y) P_{1}(x) P_{1}(y)=2\left\{P_{2}(x) P_{1}(y)-P_{1}(x) P_{2}(y)\right\} \\
& -1\left\{P_{1}(x) P_{0}(y)-P_{0}(x) P_{2}(y)\right\} \\
& 5(x-y) P_{2}(y) P_{2}(y)=3\left\{P_{3}(x) P_{2}(y)-P_{2}(x) P_{3}(y)\right\} \\
& -2\left\{P_{2}(x) P_{1}(y)-P_{1}(x) P_{2}(y)\right\} \\
& (2 n+1)(x-y) P_{n}(x) P_{n}(y)=(n+1)\left\{P_{n+1}(x) P_{n}(y)\right. \\
& \left.-P_{n}(x) P_{n+1}(y)\right\}-n\left\{P_{n}(x) P_{n-1}(y)-P_{n-1}(x) P_{n}(y)\right\} \text {. }
\end{aligned}
$$

Adding these, we get

$$
\begin{aligned}
&(x-y) {\left[3 P_{1}(x) P_{1}(y)+5 P_{2}(x) P_{2}(y)+\ldots(2 n+1) P_{n}(x) P_{n}(y)\right] } \\
&=(n+1)\left[P_{n+2}(x) P_{n}(y)-P_{n}(x) P_{n+1}(y)\right] \\
& \quad-\left[P_{1}(x) P_{0}(y)-P_{0}(x) P_{1}(y)\right]
\end{aligned}
$$

## Ex. 1. Prove that

$$
\begin{aligned}
& P_{0}^{2}+3 P_{1}^{2}+5 P_{3}^{2}+\ldots(2 n+1) P_{n}^{2}=(n+1)\left\{P_{n} P_{n+1}^{\prime}-P_{n+1} P_{n}^{\prime}\right\} \text {. } \\
& \text { olution. The Christoffel's summation for }
\end{aligned}
$$

Solution. The Christoffel's summation formula is

$$
\begin{aligned}
& \sum_{m=0}^{m=n}(2 m+1) P_{m}(x) P_{m}(y)=(n+1) \frac{P_{n+1}(x) P_{n}(y)-P_{n+1}(y) P_{n}(x)}{x-y} . \\
& \text { Now let } y=x+\varepsilon \text {. Where } \delta \text { is }
\end{aligned}
$$

Now let $y=x+\varepsilon$, where $\delta$ is a small quantity.

$$
\begin{aligned}
& \left.\sum_{m=0}^{n}(2 m+1) P_{m}(x) P_{m^{\prime}} x+\delta\right) \\
& =(n+1) \frac{P_{n+1}(x) P_{n}(x+\delta)-P_{n+1}(x+\delta) P_{n}(x)}{x-(x+\delta)}
\end{aligned}
$$

$$
\text { or }-\delta \sum_{m=0}^{n}(2 m+1) P_{m}(x)\left[P_{m}(x)+\delta P_{m}^{\prime}(x)+\ldots\right]
$$

$$
\left.-P_{n}^{\prime}(x)\left\{P_{n+1}(x)+\delta P^{\prime}+1(x)+\frac{1}{8} \delta^{2} P^{\prime \prime} n_{1+1}(x)+\ldots\right\}\right] \text {. }
$$

Using Taylor's series expansions, dividing by- $\hat{\delta}$ and proceeding to limits as $\delta \rightarrow 0$, we get

$$
\sum_{\substack{m=0 \\ D}}^{n}(2 m+1) P_{m}^{2}(x)=(n+1)\left[P_{n}(x) P_{n+1}^{\prime}(x)-P_{n+1}(x) P_{n}^{\prime}(x)\right]
$$

or $P_{0}{ }^{2}+3 P_{1}{ }^{2}+5 P_{8}{ }^{2}+\ldots(2 n+1) P_{n}{ }^{2}$

$$
=(n+1)\left[P_{n}(x) P_{n+1}^{\prime}(x)-P_{n+1}(x) P_{n}^{\prime}(x)\right] .
$$

This is the required result.
Ex. 2. Prove that

$$
P_{0}^{2}+3 P_{1}^{2}+5 P_{2}^{2}+\ldots+(2 n+1) P_{n}^{2}=(n+1)^{2}\left[P_{n}^{2}-\left(x^{2}-1\right)\left(P_{n}^{2}\right)\right] .
$$

Solution. As in the above example, we get

$$
\begin{aligned}
& P_{0}^{2}+3 P_{1}{ }^{2}+5 P_{2}{ }^{2}+\ldots+(2 n+1) P_{n}^{2} \\
& =(n+1)\left[P_{n}(x) P^{\prime}+(x+1)-P_{n+1}^{\prime}(x) P_{n}^{\prime}(x)\right] . \\
& =(n+1)\left[P_{n}(x) P_{n+1}^{\prime}(x)-x P_{n}^{\prime}(x)\right]+(n+1) P_{n}^{\prime}(x) \\
& \quad \text { adding and suhtractind }
\end{aligned}
$$

$$
\begin{aligned}
& \text { adding and subtracting } \left.(n+1) x P_{n}(x)-P_{n+1}(x)\right] \\
& =(n+1) P_{n}(x)\left[(n+1) P_{n}\right]+P_{n}^{\prime}(x)\left[\left(1-x^{2}\right) P P^{\prime}{ }^{\prime}(x)\right. \\
& \text { from recurrence formula }
\end{aligned}
$$

$$
\begin{aligned}
& \text { rrom recurrence formula III and VI p. } 180 \\
& =(n+1)^{2} P_{n}^{2}-\left(x^{2}-1\right)\left(P_{n}^{\prime}\right)^{2} .
\end{aligned}
$$

This is the required result.

$$
\begin{aligned}
& \text { But } \quad P_{1}(x) P_{0}(y)-P_{0}(x) P_{1}(y)=x-y \\
& =(x-y) P_{0}(x) P_{0}(y) . \\
& \text { as } P_{1}(x)=x \text { and } P_{0}(x)=1 \\
& \therefore \quad(x-y)\left[P_{0}(x) P_{0}(y)+3 P_{1}(x) P_{1}(y)+5 P_{2}(x) P_{8}(y)\right. \\
& \left.=(n+1)\left[P_{n+1}(x)+\ldots+(2 n+1) P_{n}(y)-P_{n}(x) P_{n+1}(y)\right] \text { } P_{n}(y)\right] \\
& \sum_{0}(2 m+1) P_{m}(x) P_{m}(y) \\
& =(n+1) \frac{P_{n+1}(x) P_{n}(y)-P_{n}(x) P_{n+1}(y)}{x-y}
\end{aligned}
$$

## 8

## Bessel's Equation

### 8.1. Solution of Bessel's Equation.

[Raj. 66 ; Delhi M.A. (Pre.) 58]
The Bessel's equation of order $\boldsymbol{n}$ is

$$
x^{2} \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}+\left(x^{2}-n^{2}\right) y=0 .
$$

Evidently $x=0$ is a regular singularity of this equation.
Let $y=x^{\alpha} \sum_{r=0}^{\infty} a_{r} x^{r}$ be a solution of this equation in series, convergent in a neighbourhood of $x=0$.

Then $\frac{d y}{d x}=\sum_{r=1}^{\infty} a_{r}(\alpha+r) x^{\alpha+r-1}$
and $\frac{d^{2} y}{d x^{2}}=\sum_{r=0}^{\infty} a_{r}(\alpha+r)(\alpha+r-1) x^{\alpha+\infty}-2$.
Substituting these values in the equation, we have

$$
\begin{aligned}
& x^{2} \sum_{r=0}^{\infty} a_{r}(\alpha+r)(\alpha+r-1) x^{\alpha+r-2}+x \sum_{r=0}^{\infty} a_{r}(\alpha+r) x^{\alpha+r-1} \\
&+\left(x^{2}-n^{2}\right) \sum_{r=0}^{\infty} u_{r} x^{\alpha+r}=0
\end{aligned}
$$

i.e. $\sum_{r=0}^{\infty} a_{r}\left\{(\alpha+r)^{2}-n^{2}\right\} x^{\alpha+r}+\sum_{r=0}^{\infty} a_{r} x^{\alpha+r+2}=0$.

Equating ts zero the coefficient of $x^{\alpha}$, we have

$$
a_{0}\left(\alpha^{2}-n^{2}\right)=0
$$

Since $a_{0} \neq 0$, the indicial equation is

$$
\begin{equation*}
\alpha^{2}-n^{2}=0 \text { giving } \alpha= \pm n \tag{1}
\end{equation*}
$$

Also equating to zero coefficient of next highest term, l.e. coefficient of $x^{\alpha+1}$, we get

$$
a_{1}\left\{(1+\alpha)^{2}-n^{2}\right\}=0
$$

This gives $a_{1}=0$ as $(1+a)^{2}-n^{2} \neq 0$.
Equating to zero the coefficient of $x^{\alpha+r+2}$, the recurrence relation in coefficients $a_{r}$ is given by

$$
\begin{align*}
& \quad a_{r+3}\left\{(\alpha+r+2)^{2}-n^{2}\right\}+a_{r}=0, \\
& \text { i.e. } \quad a_{r+2}=-\frac{1}{(\alpha+r+2)^{2}-n^{2}} a_{r} . \tag{3}
\end{align*}
$$

Therefore $a_{3}=a_{5}=\ldots=0$, since $a_{1}=0$.
When $\alpha=n$, (3) gives

$$
a_{r+2}=\frac{1}{(n+r+2)^{2}-n^{2}} a_{r}=-\frac{1}{(r+2)(2 n+r+2)} a_{r}
$$

Setting $r=0,2, \ldots$, we have

$$
\begin{aligned}
& a_{2}=-\frac{1}{2.2(n+1)} a_{0} \\
& a_{6}=-\frac{1}{4.2(n+2)} a_{2}=\frac{1}{2.4 .2^{2}(n+1)(n+2)} a_{0} \ldots \ldots . \text { and so on. }
\end{aligned}
$$

With these values of $a^{\prime} s$, the solution in the form of the series is

$$
\begin{aligned}
& y=a_{0} x^{n}\left[1-\frac{x^{2}}{2.2(n+1)}+\frac{x^{2}}{2.4 .2^{2}(n+1)(n+2)}+\ldots\right. \\
&\left.+(-1)^{r} \frac{x^{2 r}}{2^{r} .(r)!x^{r}(n+1)(n+2 \ldots(n+r)}+\cdots\right]
\end{aligned}
$$

where $a_{0}$ is an arbitrary constant.
Putting $-n$ for $n$ in the $\varepsilon$ bove, solution corresponding to $\alpha=-n$ is

$$
y=a_{0} x^{-n}\left[1-\frac{x^{2}}{2.2(1-n)}+2.4 .2^{2}(1-n)(2-n)-\cdots\right]
$$

8.2. Definition of Bessel's function, $\mathrm{J}_{\boldsymbol{n}}(\mathrm{x})$.
[Agra 55, 54, 52, Final 67]
The Bessel's differential equation of order $n$ is :

$$
x^{2} \frac{d y}{d x^{2}}+x \frac{d y}{d x}+\left(x^{2}-n^{2}\right) y=0 .
$$

A solution of this in the form of a serıes of ascending powers of $x$ is

$$
\begin{aligned}
& y=a_{0} x^{n}\left[1-\frac{x^{2}}{2.2(n+1)}+\frac{x^{4}}{2.4 .2^{2}(n+1)(n+2)}+\ldots\right. \\
&\left.+(-1)^{r} \frac{x^{r}(r)!2^{r}(n+1)(n+2) \ldots(n+r)}{2^{2 r}}+\ldots\right],
\end{aligned}
$$

where $a_{0}$ is an arbitrary constan ${ }^{\dagger}$.
If $a_{0}=\frac{1}{2^{n}} \Gamma(n+1)$, the adove solution is denoted by $J_{n}(x)$, so that

$$
\begin{aligned}
& \quad J_{n}(x)=2^{n} r\left(\frac{1}{\Gamma+1)} x^{n} \sum_{0}^{\infty} \frac{(-1)^{n} x^{2 r}}{r^{r}(r)!2^{r}(n+1)(n+2) \ldots(n+r)}\right. \\
& \text { or } J_{n}(x)=\sum_{r=0}^{\infty} \frac{(-1)^{r}}{(r)!\Gamma(\mathrm{n}+\mathrm{r}+1)}\left(\frac{\mathrm{x}}{2}\right)^{n+2 r} \\
& J_{n}(x) \text { is usually called the Bessel's function of the first kind and } \\
& \text { of order } n \text {. }
\end{aligned}
$$

Ex. 1 Prove that $\frac{d}{d x}\left[J_{0}(x)\right]=-J_{1}(x)$.

Solution. We have by definition

$$
J_{\mathrm{e}}(x)=\sum_{r=0}^{\infty}(-1)^{r}\left(\frac{x}{2}\right)^{2 r}
$$

Differentiating it w.r.t. $x$, we get

$$
\begin{aligned}
& \frac{d}{d x} J_{0}(x) \\
& =-\frac{1}{2} \sum_{1}^{\infty}(-1)^{r} \frac{1}{(r)!(r-1)!}\left(\frac{x}{2}\right)^{2 r-1} \\
& =\sum_{j=0}^{\infty}(-1)^{j+1} \frac{1}{(j+1)(j)!\left(\frac{x}{2}\right)^{2 j+1}} \quad \begin{array}{l}
\text { where } j=r-1
\end{array} \\
& =-\sum_{j=0}^{\infty}(-1)^{\prime} \frac{1}{(j)!(j+1)!}\left(\frac{x}{2}\right)^{2 j+1}=-J_{1}(x) .
\end{aligned}
$$

### 8.3. When n is positive integer,

$$
J_{-n}(\mathbf{x})=(-\mathbf{1})^{n} \mathbf{J}_{n}(\mathbf{x}) .
$$

Proof. We have

$$
J_{-n}(x)=\sum_{r=0}^{\infty}(-1)^{r} \frac{1}{(r)!\Gamma(r-n+1)}\left(\frac{x}{2}\right)^{-n+2 r}
$$

In this series $F$ of a negative number occurs in denominator, for terms when $r=0,1,2, \ldots,(n+1)$ and $r$ of a negative number being infinite, all these terms are zero.

Thus terms are obtained from $r=n$ onwards or $J_{-n}(x)=\sum_{r=n}^{\infty}(-1)^{r} \frac{1}{(r)!\Gamma(r-n+1)}\left(\frac{x}{2}\right)^{-n+2 r}$

Now tak: $r=n+j$, so that when $r=n, j=0$ and

$$
\begin{aligned}
J_{-n}(x) & =\sum_{j=0}^{\infty}(-1)^{j+n} \frac{1}{(n+j)!\Gamma(n+j-n+1)}\left(\frac{x}{2}\right)^{-n+2 n+2 J} \\
& =\sum_{j=0}^{x}(-1)^{j+n} \frac{1}{(n+j)!\Gamma(j+1)}\left(\frac{x}{2}\right)^{n+2 j} \\
& =(-1)^{n} \sum_{j=0}^{\infty}(-1)^{\prime} \frac{1}{(n+j+1) \cdot(j)!}\left(\frac{x}{2}\right)^{n+2 j} \\
& =(-1)^{n} J_{n}(x) .
\end{aligned}
$$

Note. Because of this refation in $J_{n}(x)$ and $J_{-n}(x)$, the two functions are not independent when $n$ is an integer. Therefore in this case a second solution of Bessel's equation is to be found.

Ex. State the Bessel's differeetial equation and prove that its most general solution is $y=A J_{\pi}(x)+B J_{-n}(x)$ where $A^{\prime}$ and $B$ are aroitrary constants.
8.4. Recurrence formulae

1. $\mathbf{x J}_{n}{ }^{\prime} \neq n J_{n}-\mathrm{xJ}_{n+1}$.

By definition,

$$
J_{n}(x)=\sum_{0}^{\infty}(-1)^{r} \frac{1}{(r)!\Gamma(n+r+1)}\left(\frac{x}{2}\right)^{n+2 r}
$$

Differentiating it with respect to $x$, we get

$$
\begin{aligned}
& J_{n}^{\prime}=\sum_{r=0}^{\infty} \frac{(-1)^{r}(n+2 r)}{(r)!\Gamma(n+r+1)}\left(\frac{x}{2}\right)^{n+2 r-1} \cdot \frac{1}{2} \\
& \therefore \quad x J_{n}^{\prime}=n \sum_{r=0}^{\infty} \frac{(-1)^{r}}{(r)!\Gamma(n+r+1)}\left(\frac{x}{2}\right)^{n+2 r} \\
& \quad+x \sum_{r=0}^{\infty} \frac{(-1)^{r} \cdot 2 r}{2 \cdot(r)!\Gamma(n+r+1)}\left(\frac{x}{2}\right)^{n+2 r-1} \\
& \quad=n J_{n}+x \sum_{r=1}^{\infty} \frac{(-1)^{r}}{(r-1)!\Gamma(n+r+1)}\left(\frac{x}{2}\right)^{n+2 r-1}
\end{aligned}
$$

in the second summation $r$ takes values from 1 to $\infty$

$$
\begin{aligned}
& =n J_{n}+x \sum_{j=0}^{\infty} \frac{\left(-\frac{)^{j+1}}{(j)!\Gamma(n+j+2)}\left(\frac{x}{2}\right)^{n+2 j+1}\right.}{=n J_{n}-x \sum_{j=0}^{\infty} \frac{(-1)^{j}}{(j)!\Gamma\{(n+1)+j+1\}}\left(\frac{x}{2}\right)^{n+1+2 j} \text { taking } j=r-1}
\end{aligned}
$$

Thus $\quad x J_{n}^{\prime}=n J_{n}-x J_{n+1}$.
II. $\mathbf{x J}_{n}=-\mathbf{n} \mathbf{J}_{n}+\mathbf{x} \mathbf{J}_{n-1}$.
[Vikram 63 ; Agra 54]
As above, we have

$$
\begin{aligned}
x J_{n}^{\prime}(x)= & \sum_{r=0}^{\infty} \frac{(-1)^{r}(n+2 r)}{(r)!\Gamma(n+r+1)}\left(\frac{x}{2}\right)^{n+2 r} \\
= & \sum_{r=0}^{\infty} \frac{\left.(-1)^{r}\right)}{(r)!(2 n+2 r)-n\}} \Gamma(n+r+1) \\
= & \left.\frac{x}{2}\right)^{n+2 r} \\
= & n \sum_{r=0}^{\infty} \frac{(-1)^{r}}{(r)!}\left(\frac{x}{2}(n+r+1)\right)^{n+2 r} \\
& +x \sum_{r=0}^{\infty}(r)!\Gamma(n+r)\left(\frac{1}{2}\right)^{n+2 r-1} \\
= & -n J_{n}+x \sum_{r=0}^{\infty} \frac{(-1)^{r}}{(r)!\Gamma\{(n-1)+r+1\}}\left(\frac{x}{2}\right)^{n-1+2 r}
\end{aligned}
$$

or $x J^{\prime}{ }_{n}=-n J_{n}+x J_{n-1}$.
III. $2 \mathbf{J}^{\prime}{ }_{n}=\mathbf{J}_{n-1}-\mathbf{J}_{n+1}$.
[Vikram 63 ; Agra 63 ; 58, 56, 52, Final 66]
This is obtained directly by adding the recurrence relations I and II. We give an alternative proof as follows :

$$
J_{n}=\sum_{r=0}^{\infty} \frac{(-1)^{r}}{(r)!\Gamma(n+r+1)}\left(\frac{x}{2}\right)^{n+2 r}
$$

Differentiating w.r.t. $x$, we get

$$
\begin{aligned}
& 2 J_{n}^{\prime}=\sum_{r=0}^{\infty} \frac{(-1)^{r}(n+2 r)}{(r)!\Gamma(n+r+1)}\left(\frac{x}{2}\right)^{n+2 r-1} \\
& =\sum_{r=0}^{\infty} \frac{(-1)^{r}\{(n+r)+r\}}{(r)!\Gamma(n+r+1)}\left(\frac{x}{2}\right)^{n+2 r-1} \\
& =\sum_{r=1}^{\infty} \frac{(-1)^{r}}{(r)!\Gamma(n+r)}\left(\frac{x}{2}\right)^{n-1+2 r} \quad \text { taking } n+2 r=(n+r)+r \\
& \quad+\sum_{r=0}^{\infty} \frac{(-1) r}{(r-1)!\Gamma(n+r+1)}\left(\frac{x}{2}\right)^{n+8 r-1} \\
& =J_{n-1}+\sum_{r=0}^{\infty} \frac{(-1)^{j+1}}{(j)!\Gamma(n+1+j+1)}\left(\frac{x}{2}\right)^{n+1-2\}}
\end{aligned}
$$

taking $j=p-1$
$=J_{n-1}-J_{n+1}, \quad$ This proves the result.
IV. $2 \mathrm{~nJ}_{n}=\mathrm{x}\left(\mathrm{J}_{n-1}+\mathrm{J}_{n+1}\right)$.
[Agra 72, 56 ; Final 66; Raj. 59]
This result is also directly obtained by subtracting formula I and II. A direct proof is given below.

We can write

$$
\begin{aligned}
& 2 n J_{n}=\sum_{r=0}^{\infty} \frac{(-1)^{r}}{(r)!\Gamma(n+r+1)}(2 n) \cdot\left(\frac{x}{2}\right)^{n+2 r} \\
& \quad=\sum_{r=0}^{\infty} \frac{(-1)^{r}}{(r)!\Gamma(n+r+1)}(2 n+2 r-2 r)\left(\frac{x}{2}\right)^{n+2 r} \\
& =x \sum_{r=1}^{\infty} \frac{(-1)^{r}}{(r)!\Gamma(n+r)}\left(\frac{x}{2}\right)^{n+2 r-1} \quad \text { taking } 2 n=2 n+2 r-2 r \\
& \quad-\sum_{r=0}^{\infty} \frac{(-1)^{r}}{(r-1)!\Gamma(n+r+1)} x\left(\frac{x}{2}\right)^{n+2 r-1} \\
& =x J_{n-1}-x \sum_{r=0}^{\infty} \frac{(-1)^{j+1}}{(j)!\Gamma(n+1+j+1)}\left(\frac{x}{2}\right)^{n+2 j+2} \quad \text { taking } j=r-1
\end{aligned}
$$

Thus $\left.2 n J_{n}=\mathcal{X} \quad J_{n-1}+J_{n+1}\right]$.
V. $\frac{d}{d x}\left(x^{-n} \mathrm{~J}_{n}\right)=-x^{-n} \mathrm{~J}_{n+1}$.

Recuirence formula I as obtained above is

$$
x J_{n}^{\prime}=n J_{n}-x J_{n+1}, \text { or } x J_{n}^{\prime}-n J_{n}=-x J_{n+1} .
$$

Multiplying it by $x^{-n-1}$, we get

$$
x^{-n} J_{n}^{\prime}-n x^{-n-1} J_{n}=-x^{-n} J_{n+1},
$$

This can be written as

$$
\frac{d}{d x}\left(x^{-n} J_{n}\right)=-x^{-n} y_{n+1}
$$

which is the required result.
Alternutively, we have
taking $j=r-1$

$$
=-x^{-n} \sum_{j=1}^{\infty} \frac{(-1)^{\prime}}{(j)!\Gamma\{(n+1)+j+1\}}\left(\frac{x}{2}\right)^{n+2+2 j}
$$

$$
=-x^{-n} J_{n+1}
$$

V1. $\frac{d}{d x}\left(\mathrm{x}^{n} J_{n}\right)=\mathrm{x}^{n} \mathrm{~J}_{n-1}$.
[Vikram 62; Agra 72, 66, 57; Raj. 59]
Recurrence formula II is $x J_{n}^{\prime}=-n J_{n}+x J_{n-1}$
or $x J_{n}{ }^{\prime}+n J_{n}=x J_{n-1}$.
Multiplying it by $x^{n-1}$, we get

$$
x^{n} J_{n}{ }^{\prime}+n x^{n-1} J_{n}=x^{n} J_{n-1}
$$

This can be written as

$$
\frac{d}{d x}\left(x^{n} J_{n}\right)=x^{n} J_{n-1}
$$

which is the required result.
Aliernatively, we have

$$
\begin{aligned}
& \frac{d}{d x}\left(x^{n} J_{n}\right)=\left[x^{n} \sum_{0}^{\infty} \frac{(-1)^{r}}{(r)!\Gamma(n+r+1)}\left(\frac{x}{2}\right)^{n+2 r}\right] \\
& =\frac{d}{d x}\left[\sum_{0}^{\infty} \frac{(-1 r}{(r)!\Gamma(n+r+1)} \cdot 2^{n}\left(\frac{x}{2}\right)^{2 n+2 r}\right] \\
& =2^{n} \sum_{0}^{\infty}(r)!\Gamma(n+r+1)\left(\frac{x}{2}\right)^{2 n+2 r-1} \\
& =x^{n} \cdot \sum_{o}^{\infty} \frac{(-1)^{r}}{(r)!\Gamma(n+r)}\left(\frac{x}{2}\right)^{n+2 r-1} \\
& =x^{n} J_{n-1} .
\end{aligned}
$$

$$
\begin{aligned}
& \frac{d}{d x}\left(x^{-n J_{n}}\right)=\frac{d}{d x}\left[x^{-n} \sum_{r=0}^{\infty} \frac{(-1)^{r}}{(r)!P(n+r+1)}\left(\frac{x}{2}\right)^{n+2 r}\right] \\
& =\frac{d}{d x}\left[\sum_{0}^{\infty} \frac{(-1 y}{(r)!\Gamma(n+r+1)} 2^{-n}\left(\frac{x}{2}\right)^{2 r}\right] \\
& =\sum_{0}^{\infty} \frac{(-1) r}{(r)!\Gamma(n+r+1)^{-n}\left(\frac{x}{2}\right)^{2 r-1}} \\
& =x^{-n} \sum_{r=0}^{\infty} \frac{(-1)^{r}}{(r-1)!\Gamma(n+r+1)}\left(\frac{x}{2}\right)^{n+2 r-1} \\
& =x^{-n} \sum_{j=0}^{\infty} \frac{(-1)^{j+1}}{(j)!\Gamma(n+1+j+1)}\left(\frac{x}{2}\right)^{x+1+2 j}
\end{aligned}
$$

### 8.4. A generating function

To show that when $n$ is a positive integer $J_{n}(x)$ is the coefficient of $t^{n}$ in the expansion of $e^{\frac{1}{2} x(t-1 / t)}$ in ascending powers of $t$.
[Vikram 62; Raj. 61; Agra 72, 70, 66; 63, 62]
We have $e^{\frac{t}{2} x t}=\sum_{0}^{\infty} \frac{1}{(r)!}\left(\frac{x t}{2}\right)^{r}$
and

$$
e^{-x \mid 2 t}=\sum_{0}^{\infty} \frac{1}{(s)!}\left(\frac{-x}{2 t}\right)^{s}
$$

Therefore $e^{\frac{1}{2 x}(t-1 / t)}=\sum_{r=0}^{\infty} \frac{1}{(r)!}\left(\frac{x t}{2}\right)^{r} \sum_{s=0}^{\infty} \frac{1}{(s)!}\left(-\frac{x}{-t}\right)^{s}$

$$
\begin{equation*}
=\sum_{r=0}^{\infty} \sum_{s=0}^{\infty} \frac{(-1)^{r}}{(r)!(s)!}\left(\frac{x}{2}\right)^{r+s} t^{r-s} \tag{1}
\end{equation*}
$$

We want to collect coefficient of $t^{n}$ from the right, for that suppose that $n=r-s$, i.e., $r=n+s$. Now give values to $s$ from 0 to infinity, while $r$ takes values such that $r=n+s$.

This the coefficient of $t^{n}$ on the right of (1) is

$$
\begin{aligned}
& \sum_{s=0}^{\infty} \frac{(-1)^{s}}{(n+s)!(s)!}\left(\frac{x}{2}\right)^{n+2 s} \\
= & \sum_{0}^{\infty} \frac{(-1)^{s}}{(s)!\Gamma(n+s+1)}\left(\frac{x}{2}\right)^{n+2 s} \quad \text { as }(n+s)!=\Gamma(n+s+1) \\
= & J_{n}(x) .
\end{aligned}
$$

Again to collect the coefficient of $t^{-\pi}$ from the right of (1), give values to $r$ from 0 to infinity while $s$ take values such that $s=n+r$.

In this way coefficient of $t^{-n}$ on the right of (1)

$$
\begin{aligned}
& =\sum_{r=0}^{\infty} \frac{(-1)^{n+r}}{(r)!(n+r)!}\left(\frac{x}{2}\right)^{n+2 r} \\
& =(-1)^{n} J_{n}(x) \\
& =J_{-m}(x) \text { as } J_{-n}(x)=(-1)^{n} J_{n}(x) . \\
& \therefore \quad e^{\left.\frac{1}{2 x} \cdot t-1 / t\right)}=\sum_{-\infty}^{\infty} t^{n} J_{n}(x) .
\end{aligned}
$$

### 8.5. Trigonometric expansions

## To show that

$\cos (x \sin \phi=) J_{0}(x)<2\left[\cos 2 \phi J_{2}(x)+\cos 4 \phi J_{4}(x)+\ldots\right]$,
$\sin (x \sin \phi)=2\left[\sin \phi J_{1}(x)+\sin 3 \phi J_{3}(x)+\ldots\right]$,
$\left.\cos (x \cos \phi)=J_{0} x\right)-2\left[\cos 2 \phi J_{2}(x)-\cos 4 \phi J_{4}(x)+\ldots\right]$,
$\sin (x \cos \phi)=2\left[\cos \phi J_{1}(x)-\cos 3 \phi \cdot J_{3}(x)+\ldots\right]$.
Proof. We have

$$
e^{\frac{1}{2} x(t-1 / t)}=\sum_{-\infty}^{\infty} t^{n} J_{n}(x) .
$$

Putting $t=e^{i \phi}$, so that $\frac{1}{2}\left(t-1_{i} t\right)=i \sin \phi$, we get

$$
\begin{aligned}
& e^{x l \sin \phi}= \sum_{-\infty}^{\infty} e^{i n \phi} J_{n}(x) \\
&= J_{0}(x)+J_{1}(x) e^{i \phi}+J_{-1}(x) \cdot e^{-i \phi}+J_{8}(x) e^{2 i \phi}+J_{-2}(x) e^{-2 i \phi} \\
&+J_{3}(x) e^{3 i \phi}+J_{-8}(x) e^{-3 i \phi}+\ldots+J_{n}(x) e^{n i \phi} \\
& \quad+J_{-n}(x) e^{-n i \phi}+\ldots \\
&= J_{0}(x)+J_{1}(x)\left[e^{i \phi}-e^{-i \phi}\right]+J_{3}(x)\left[e^{2 i \phi}+e^{-2 i \phi}\right] \\
&+J_{3}(x)\left[e^{3 i \phi}-e^{-3 i \phi}\right]+J_{4}(x)\left[e^{d i \phi}+e^{-4 i \phi}\right]+\ldots \\
& \text { as } J_{-n}(x)=(-1)^{n} J_{n}(x)
\end{aligned}
$$

i.e. $\quad e^{i x \sin \phi}=J_{0}(x)+J_{1}(x) .2 i \sin \phi+J_{2}(x) .2 \cos 2 \phi$

$$
\begin{equation*}
+J_{3}(x) \cdot 2 i \sin 3 \phi+J_{4}(x) \cdot 2 \cos 4 \phi+\ldots \tag{1}
\end{equation*}
$$

Equating real and imaginary parts, we get
$\cos (x \sin \phi)=J_{0}(x)+2 \cos 2 \phi_{3} J_{2}(x)+2 \cos 4 \phi J_{4}(x)+\ldots$
and $\quad \sin (x \sin \phi)=2 \sin \phi J_{1}(x)+2 \sin 3 \phi J_{3}(x)+\ldots$
Next putting $\frac{1}{2} \pi-\phi$ for $\phi$ in (1), (2) and (3), we get
$e^{i x \cos \phi}=J_{0}(x)+2 i$ \&os $\phi J_{1}(x)-2 \cos 2 \phi . J_{2}(x)-2 i \cos 3 \phi . J_{3}(x)$

$$
\begin{equation*}
+2 \cos 4 \phi J_{4}(x)+2 i \text { os } 5 \phi \cdot J_{6}(x)+\ldots \tag{4}
\end{equation*}
$$

$\cos (x \cos \phi)=J_{0}(x)-2 \cos 2 \phi J_{2}(x)+2 \cos 4 \phi J_{4}(x)$.
and $\left.\sin (x \cos \phi)=2 \cos \phi J_{1}(x)-2 \cos 3 \phi J_{3}^{\prime} x\right)$

## Ex. 1. Show that

$$
\begin{equation*}
+2 \cos 5 \phi J_{5}(x) \ldots \tag{5}
\end{equation*}
$$

$$
\begin{equation*}
\left.\cos x=J_{0}{ }^{\prime} y^{\prime}\right)-2 J_{2}(x)+2 J_{4}(x)-\ldots \tag{6}
\end{equation*}
$$

and $\sin x=2 \sin _{1}(x)-2 \operatorname{lig}_{5}(x)+2 J_{0}(x)-\ldots$
iAgra 36j
Solution. As in above article, $\cos (x \sin \phi)=J_{0}(x)+2 \cos 2 \phi J_{2}(x)+2 \cos 4 \phi J_{4}(x)+\ldots$
and $\sin (x \sin \phi)=2 \sin \phi J_{1}(x)+2 \sin 3 \phi J_{3}(x)$

$$
\begin{equation*}
+2 \sin 5 \phi J_{6}(x)+\ldots \tag{1}
\end{equation*}
$$

Putting $\phi=\frac{1}{} \pi$, these give

$$
\begin{equation*}
\cos x=J_{0}(x)-2 J_{2}(x)+2 J_{4}(x)-\ldots \tag{2}
\end{equation*}
$$

and $\quad \sin x=2 J_{1}(x)-2 J_{3}(x)+2 J_{5}(x)-\ldots$
Ex. 2. Prove that

$$
\left[J_{0}(x)\right]^{2}+2\left[J_{1}(x),^{2}+2\left[J_{2}(x)\right]^{2}+\ldots=1\right.
$$

[Agra 57]
Solution. We have as in above article

$$
\begin{equation*}
\left.J_{0}(x)+2 J_{2}(x) \cos 2 \phi+2 J_{4}^{\prime} x\right) \cos 4 \phi+\ldots=\cos (x \sin \phi) \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
\text { and } 2 J_{1}(x) \sin \phi+2 J_{3}(x) \sin 3 \phi+\ldots=\sin (x \sin \phi) \text {. } \tag{2}
\end{equation*}
$$

It would be noted that

$$
\int_{0}^{\pi} \cos ^{2} n \phi d \phi=\int_{0}^{\pi} \sin ^{2} n \phi d \phi=\frac{1}{2} \int_{0}^{\pi}(1 \pm \cos 2 n \phi) d \phi=\frac{1}{2} \pi
$$

and $\int_{0}^{\pi} \cos n \phi \cos m \phi d \phi=\int_{0}^{\pi} \sin n \phi \sin m \phi d \phi=0, m \neq n$.
Now squaring (1) and integrating w.r.t. $\phi$ between the limits 0 to $\pi$, we get by the use of above integrals

[^8]$\left[J_{0}(x)\right]^{2} \pi+2\left[J_{4}(x)\right]^{2} \pi+2\left[J_{4}(x)\right]^{2} n+\ldots=\int_{0}^{\pi} \sin ^{2}(x \sin \phi) d \phi$.
Again squaring (2) and integrating w.r.t. $\phi$ between the limits 0 to $\pi$, we similarly get
$$
\left[J_{1}(x)\right]^{2} \pi+2\left[J_{3}(x)\right]^{2} \pi+\ldots=\int_{0}^{\pi} \sin ^{2}(x \sin \phi) d \phi
$$

Adding these,

$$
\begin{aligned}
& \pi\left[\left\{J_{0}(x)\right\}^{2}+2\left\{J_{1}(x)\right\}^{2}+2\left\{J_{2}(x)\right\}^{2}+\ldots\right] \\
= & \int_{0}^{\pi}\left[\cos ^{2}(x \sin \phi)+\sin ^{2}(x \sin \phi)\right] d \phi \\
= & \int_{0}^{\pi} d \phi=\pi,
\end{aligned}
$$

or

$$
\left\{J_{0}(x)\right\}^{2}+2\left\{J_{1}(x)\right\}^{2}+2\left\{J_{2}(x)\right\}^{2}+\ldots=1
$$

## Ex. 3. From Ex. 2 deduce that

$$
\left|J_{0}(x)\right| \leqslant 1,\left|J_{n}(x)\right| \leqslant 2^{-2 / 2}(n \geqslant 1) .
$$

[Agra 57]
Solution. As in the previous example, we have

$$
\begin{equation*}
J_{0}{ }^{2}(x)+2\left[J_{1}(x)\right]^{2}+2\left[J_{8}(x)\right]^{2}+\ldots=1, \tag{1}
\end{equation*}
$$

i.e. $J_{0}{ }^{2}(x)=1-2\left[J_{I^{2}}{ }^{2}(x)+J_{3}{ }^{2}(x)+\ldots\right]$
$\leqslant 1$ as $J_{1}{ }^{2}(x), J_{d}{ }^{2}(x)$...are all positive.
or $\left|J_{0}(x)\right| \leqslant 1$.
Also from (1), when $n \geqslant 1$,

$$
\left.2\left[J_{1} x\right)\right]^{2}+2\left[J_{2}(x)\right]^{2}+\ldots 2\left[J _ { n } ( x ) \left[^{2}=1+J_{J}{ }^{2}(x)\right.\right.
$$

or $\begin{aligned} {\left[J_{n}(x)\right]^{2} } & =\frac{1}{2}-\left[\frac{1}{2} J_{0}{ }^{2}(x)+J_{1}{ }^{2}(x)+J_{2}{ }^{2}(x) \ldots\right] \\ & \leqslant \frac{1}{2} .\end{aligned}$
This gives $\left|J_{n}(x)\right| \leqslant \frac{1}{2^{2 / 2}}=2^{-112}$.
Ex. A. Prove thut $\frac{d}{d x}\left(x J_{n} J_{n+1}\right)=x\left(J^{2}-J^{2}{ }_{n+1}\right)$ and deduce that $x=2 J_{0} J_{1}+6 j_{1} J_{2}+\ldots+2(2 n+1) J_{m} J_{n+1}+\ldots$

Solution. We directly have

$$
\begin{align*}
\frac{d}{d x}\left(x J_{n} J_{n+1}\right) & =J_{n} J_{n+1}+x\left(J_{n} J_{n+1}^{\prime}+J_{n}^{\prime} J_{n+1}\right) \\
& =J_{n} J_{n+1}+\left(x J_{n}^{\prime} J_{n+1}+J_{n}\left(x J_{n+1}^{\prime}\right) .\right. \tag{i}
\end{align*}
$$

Also recurrence formulae I and II are

$$
\begin{equation*}
x J_{n}^{\prime}=n J_{n}-x J_{n+1} \tag{2}
\end{equation*}
$$

and $x J^{\prime}{ }_{n}=-n J_{n}+x J_{n-1}$.
Putting $n+1$ for $n \cdot x J^{\prime}{ }_{n+1}=-(n+1) J_{n+1}+x J_{n}$.
Eliminating $x J_{n}^{\prime}$ and $x J^{\prime}{ }_{n+1}$ from (2), (3) and (1), we get

$$
\begin{align*}
\frac{d}{d x}\left(x J_{n} J_{n+1}\right) & =J_{n} J_{n+1}+\left(n J_{n}-x J_{n+1}\right) J_{n+1}+J_{n}\left\{-(n+1) J_{n+1}+x J_{n}\right\}  \tag{3}\\
& =x\left(J^{2}-J_{n+1}^{2}\right),
\end{align*}
$$

Deduction. In the above result put $n=0,1,2 \ldots$ respectively and then multiply by $1,3,5$...etc. This gives

$$
\begin{aligned}
& \frac{d}{d x}\left[x\left(J_{0} J_{1}+3 J_{1} J_{2}+5 J_{2} J_{3}+\ldots\right)\right] \\
& =x\left(J_{0}{ }^{2}-J_{1}{ }^{2}\right)+3 x\left(J_{1}{ }^{2}-J_{2}{ }^{2}\right)+5 x\left(J_{2}{ }^{2}-J_{3}{ }^{2}\right)+\ldots \\
& =x\left[J_{0}{ }^{2}+2 J_{1}{ }^{2}+2 J_{2}{ }^{2}+\ldots\right] \\
& =x .1 \text { from example } 2 .
\end{aligned}
$$

Now integrating both the sidus, we get

$$
x\left(J_{0} J_{1}-0 J_{1} J_{2}+5 J_{2} J_{3}+\ldots\right)=\frac{1}{2} x^{2}
$$

constant vanishes as both sides become zero when $x=0$.
Thus $x=2 J_{0} J_{1}+6 J_{1} J_{2}+10 J_{2} J_{3}+\ldots$
Ex. 5. Show that

$$
\frac{d}{d x}\left(J^{2}+J^{2}{ }_{n+1}\right)=2\left(\frac{n}{2} J^{2}-\frac{n+1}{x} J^{2}{ }_{n+1}\right)
$$

[Agra 47]
Solution. Recurrence formula I is

$$
\begin{equation*}
x J_{n}^{\prime}=n J_{n}-x J_{n+1} \tag{1}
\end{equation*}
$$

and formula II is $x J_{n}=-n J_{n}+x J_{n-1}$.
Putting $n+1$ for $n$ in (2), we get

$$
\begin{equation*}
x J_{n-1}^{\prime}=-(n+1) J_{n+1}+x J_{n} . \tag{2}
\end{equation*}
$$

Now $\frac{d}{d x}\left(J_{n}{ }^{2}+J^{2}{ }_{n+1}\right)=2 J_{n} J_{n}^{\prime}+2 J_{n+1} J_{n+1}^{\prime}$

$$
=2 J_{n} \cdot \frac{!}{x}\left(n J_{n}=x J_{n+1}\right)+2 J_{n+1} \cdot \frac{1}{x}\left[-(n+1) J_{n+1}+x J_{n}\right]
$$

from (1) and (3)

$$
=2\left[\frac{n}{x} J_{n}{ }^{2}-\frac{n+1}{x} J^{2}{ }_{n+1}\right] .
$$

8.6. Bessel's integrals.

To show that

$$
\mathrm{J}_{0}(\mathrm{x})=\frac{1}{\pi} \int_{0}^{\dot{\pi}} \cos (\mathrm{x} \sin \phi) d \phi .
$$

[Vikram 69 ; Raj. 62 ; Agra 55 ; Final 67 ; Delhi 57]
$J_{n}(x)=\frac{1}{\pi} \int_{0}^{\pi} \cos (n \phi-x \sin \phi) d \phi$.
[Vikram 69, 63; Raj. 66, 62; Agra 60, 58, 56, 52; Delhi 57]
We have
$\cos (x \sin \phi)=J_{0}+2 J_{2} \cos 2 \phi+2 J_{4} \cos 4 \phi+\ldots$
$\sin (x \sin \phi)=2 J_{1} \sin \phi+2 J_{3} \sin 3 \phi+\ldots$
To obtain the first result, we integrate (1) between 0 and $\pi$, and get

$$
\int_{0}^{\pi} \cos (x \sin \phi) d \phi=J_{0} \int_{i}^{\pi} d \phi+0+0+\ldots
$$

i.e. $J_{0}=\frac{1}{\pi} \int_{0}^{\pi} \cos (x \sin \phi) d \phi$.

This proves the first result.
Next multiply (1) by $\cos n \phi$ and integrate between 0 and $\pi$. This gives

$$
\begin{gather*}
\int_{0}^{\pi} \cos (x \sin \phi) \cos n \phi d \phi=0, \quad \text { if } n \text { is odd }  \tag{i}\\
\text { and } \int_{0}^{\pi} \cos (x \sin \phi) \cos n \phi d \phi=\pi J_{n}(x) \quad \text { if } n \text { is even. } \tag{ji}
\end{gather*}
$$

Again multiply (2) by $\sin n \phi$ and integrate between 0 and $\pi$ This gives

$$
\begin{gather*}
\int_{0}^{\pi} \sin (x \sin \phi) n \phi=\pi J_{n}(x) \text { if } n \text { is odd }  \tag{a}\\
\text { and } \int_{0}^{\pi} \sin (x \sin \phi) \sin n \phi d \phi=0 \text { if } n \text { is even. } \tag{h}
\end{gather*}
$$

Now whether $n$ is even or odd, addiag (i) and (a) or (ii) and (b), we get

$$
\begin{aligned}
& \quad \int_{0}^{\pi}[\cos (x \sin n \phi) \cos n \phi+\sin (r \sin \phi) \sin n \phi] d \phi=n J_{n}(x) \\
& \text { or } J_{n}(x)=\frac{1}{n} \int_{0}^{\pi} \cos (n \phi-x \sin \phi) d \phi .
\end{aligned}
$$

## Ex. 1. Prove that

(i) $\left.J_{1 / 2}(x)=\sqrt{\left(\frac{2}{\pi x}\right)}\right) \sin x$.
[Agra 1971; Ra] 66]
(ii) $J_{-1 / 2}(x)=\sqrt{\left(\frac{2}{2 x}\right)} \cos x$.

Soilution. We have

$$
J_{n}(x)=\frac{x^{n}}{2^{n} \Gamma(n+1)}\left[1-\frac{x^{2}}{2.2(n+1)+24.2^{2}(n+1)(n+2)}-\cdots\right]
$$

(i) Putiv, $n=1$, we 弯

$$
\begin{aligned}
J_{1 / 2}(x) & \left.=\frac{x^{1 / 3}}{2^{1 / 2} \Gamma\left(\frac{3}{2}\right)}\left[1-\frac{x^{2}}{23}+\frac{x^{4}}{2.3 .45}\right] \cdot\right] \\
& =\frac{x^{1 / 2}}{2^{3 / 2} \Gamma\left(\frac{1}{2}\right)} \cdot \frac{1}{x}\left[x-\frac{x^{3}}{(3)!}+\frac{x^{5}}{(0)!}-\cdots\right] \\
& =/\left(\frac{2}{\pi x}\right) \sin x \text { as } \Gamma\left(\frac{1}{5}=\sqrt{\prime} \pi\right.
\end{aligned}
$$

(ii) Again putting $n=-$, we get

$$
\begin{aligned}
& \left.I_{12}(\cdots)=\begin{array}{c}
x^{-1 / 2} \\
2
\end{array}\right] \\
& \left.=\int\left(\frac{2}{\pi x}\right)\left[1-\frac{x^{2}}{(2)!}(4)!+\ldots\right]-\sqrt{2} \frac{x^{4}}{\pi x}\right) \cos x . \\
& \int_{0}^{-} \cos n \phi / \Delta t=\left[\begin{array}{c}
\sin n \phi \\
n^{-}
\end{array}\right]^{t} 0 \text { when a is an matact. }
\end{aligned}
$$

## tex. 2. Show that

(i) $\sqrt{ }\left(\frac{1}{2} \pi x\right) J_{3 / 2}(x)=\frac{\sin x}{x} \cos x$.
[Agra 71; Raj. 65]
(ii) $\sqrt{ }\left(\frac{1}{2} \pi x\right) J_{-3 / 2}(x)=-\sin x-\frac{\cos x}{x}$.

Solution. We know that

$$
J_{n}(x)=\frac{x^{n}}{2^{n} E(n+11}\left[1-\frac{x^{2}}{2.2(n+1)}+\frac{x^{4}}{2.4 .2^{2}(n+1)} \frac{(n+2)}{}-\ldots\right]
$$

(i) Putting $n=\frac{3}{2}$, we get

$$
\begin{aligned}
J_{3 / 2}(x) & =\frac{x^{3 / 2}}{2^{3 / 2} \Gamma\left(\frac{8}{5}\right)}\left[1-\frac{x^{2}}{2.5}+\frac{x^{4}}{2.4 .5 .7}-\frac{x^{6}}{2.4 .6 .5 .7 .9}+\ldots\right] \\
& =\frac{x^{-1 / 2}}{2 \cdot \sqrt{2} \cdot \frac{3}{2} \cdot \frac{1}{2} \sqrt{\pi}}\left[x^{2}-\frac{x^{4}}{2.5}+\frac{x^{6}}{2.4 .5 .7}-\frac{x^{8}}{2.4 .6 .5 .7 .9}+\ldots\right] \\
& =\sqrt{\left(\frac{2}{\pi x}\right) \cdot\left[\frac{x^{2}}{(2)!}-\frac{x^{3}}{(3)!}+\frac{x^{4}}{(5)!!}+\frac{x^{6}}{(6)!}-\frac{x^{6}}{(7)!}+\ldots\right]} \\
& =\sqrt{\left(\frac{2}{n x}\right)\left[\frac{1}{x}\left\{x-\frac{x^{3}}{(3)!}+\frac{x^{8}}{(5)!} \ldots\right\}-\left\{1-\frac{x^{2}}{(2)!}+\frac{x^{4}}{(4)!}+\ldots\right\}\right] .}
\end{aligned}
$$

Hence $\sqrt{ }\left(\frac{1}{2} \pi x\right) J_{3 / 3}(x)=\frac{\sin x}{x}-\cos x$.
(ii) We can write

$$
J_{n}(x)=\frac{x^{n}(n+1)}{2^{n}[(n+2)}\left[1-\frac{x^{2}}{2.2(n+1)}+\frac{x^{4}}{2.4 .2^{2}(n+1)(n+2)}-\ldots\right]
$$

Putting $n=-\frac{3}{2}$,

$$
\text { multiplying numerator and denominator by }(n+1) \text {. }
$$

$$
\begin{aligned}
J_{-3 / 2}(x) & =\frac{x^{-3 / 2}\left(-\frac{1}{2}\right)}{2-3 / 2}\left[1+\frac{x^{2}}{2}-\frac{x^{4}}{2.4 .1 .1}-\ldots\right] \\
& =-\sqrt{\left(\frac{2}{2}\right)}\left[\frac{1}{x}\left[1+\frac{x^{2}}{2}-\frac{x^{4}}{2.4}+\ldots\right]\right. \\
& =\sqrt{\left(\frac{2}{\pi x}\right)\left[-\frac{1}{x}\left\{1+x^{2}\left(1-\frac{1}{2}\right)-x^{4}\left(\frac{1}{6}-\frac{1}{24}\right) \ldots\right\}\right]} \\
& =\sqrt{ }\left(\frac{2}{\pi x}\right)\left[-\frac{1}{x}\left(1-\frac{x^{2}}{(2)!}+\frac{x^{4}}{(4)!}-\ldots\right)-\left(x-\frac{x^{3}}{(3)!}+\ldots\right)\right] \\
& =\sqrt{\left(\frac{2}{\pi x}\right)\left[-\frac{1}{x} \cos x-\sin x\right]}
\end{aligned}
$$

Es. 3. Show that

$$
\begin{equation*}
J_{n}=J_{n-2}-2 J_{n}+J_{n+2} \tag{1}
\end{equation*}
$$

[Vikram 63]

Differentiating it, we get
ie. $\quad 4 J_{n}^{\prime \prime}{ }_{n}^{\prime \prime}=2 J^{\prime} J_{n-1}^{\prime}-2 J_{n+1}^{\prime}$,

$$
\begin{aligned}
& =\left(J_{n-2}-J_{n}\right)-\left(J_{n}-J_{n+2}\right) \text { applying (1) for } 2 J_{n-1}^{\prime} \text { and } 2 J_{n+1}^{\prime} \\
& =J_{n-2}-2 J_{n}+J_{n+2} . \quad \text { a }
\end{aligned}
$$

This proves the result.
*Ex. 4. Show that

$$
2^{r} J^{(r)}(x)=J_{n-r}-r J_{n-r+8}+\frac{r(r-1)}{(2)!} J_{n-r+4}+\ldots+(-1)^{r} J_{n+r}
$$

[Agra 63]
Solution. Recurrence formula III is $2 J_{n}^{\prime}=J_{n-1}-J_{n+1}$.
Differentiating it and multiplying by 2 , we get

$$
\begin{aligned}
& 2^{2} J^{\prime \prime}{ }_{n}=2 J^{\prime}{ }_{n-1}-2 J^{\prime}{ }_{n-1} \cdot \\
& =\left(J_{n-8}-J_{n}\right)-\left(J_{n}-J_{n+2}\right) \text { from } 111 \\
& =J_{n-2}-2 J_{n}+J_{n+3} .
\end{aligned}
$$

Differentiating again and multiplying by 2 , we get

$$
\begin{align*}
2^{3} J^{\prime \prime \prime}{ }_{n} & =2 J_{n-2}^{\prime}-4 J_{n}^{\prime}+2 J^{\prime}{ }_{n+2} \\
& =J_{n-3}-3 J_{n-3}+3 J_{n+1}-J_{n+3} \text { from III } \\
& =J_{n-3}-{ }^{3} C_{1} J_{n-1}+{ }^{3} C_{2} J_{n+1}-{ }^{3} C_{3} J_{n+3} . \tag{1}
\end{align*}
$$

Differentiating it $p$ times in this manner, we get

$$
\begin{equation*}
2^{p} J_{n}^{(p)}=\left[J_{n-p}-p C_{1} J_{n-p+2}+{ }^{p} C_{2} J_{n-p+4}-\ldots+(-1)^{2} J_{n+p}\right] \tag{2}
\end{equation*}
$$

L.t us prove that the above result is true for next differentiation also.

Differentiating (2) again and multiplying by 2, we get

$$
2^{p+1} J_{n}^{(p+1)}=2 J_{n-p}^{\prime}-2 .^{p} C_{1} J_{n-p+2}^{\prime}+2{ }^{p} C_{2} J_{n-p+4}^{\prime}-\ldots
$$

$$
\ldots+2 \cdot(-1)^{p} J_{n+p}^{\prime}
$$

$$
=\left(J_{n-p-1}-J_{n-p+1}\right)-{ }^{p} C_{1}\left(J_{n-p+1}-J_{n-p+9}\right)
$$

$$
+{ }^{p} C_{8}\left(J_{n-p+3}-J_{n-p+1}\right)+\ldots(-1)^{p}\left(J_{n+p-1}-J_{n+p+1}\right)
$$

$$
=J_{n-(p-1)}-\left(1+{ }^{p} C_{1}\right) J_{n-p+1}+\left({ }^{p} C_{1}+{ }^{p} C_{2}\right) J_{n-p+3}-\cdots
$$

$$
\left.\cdots+(-1)^{p+1} J_{n+1 p+1}\right)
$$

$$
=J_{n-(p+1)}-{ }^{p+1} C_{1} J_{n-p+1}+{ }^{p+1} C_{2} J_{n-p+3}+\ldots+(-1)^{p+1} J_{n+(p+1)}
$$

which is of the form (2). Hence the result is true for ( $p+1$ ) differentiations also if it is true for $p$ differentiations but in (1) the result is true for 3 . Hence it is true for all numerical values of $p$.

Thus

$$
2 r J_{n}^{(r)}(x)-J_{n-r}-r J_{n-r+2}+\frac{r(r-1)}{(2)!} J_{n-r+4}+\ldots(-1)^{r} J_{n+r}
$$

This proves the result.
Ex. 5. Prove that

$$
\frac{1}{2} x J_{n}=(n+1) J_{n+1}-(n+3) J_{n+3}+(n+5) J_{n+5}-\ldots
$$

[Rajasthan 64; Agra 56]
Solution. We know from recurrence formula IV that

$$
2 n J_{n}=x\left(I_{n-1}+J_{n+1}\right)
$$

i.e. $\quad 2(n+1) J_{n+1}=x\left(J_{n}+J_{n+2}\right)$ putting $n+1$ for $n$

$$
\cos x=-1 \cdot \frac{x^{2}}{(2)!}+\frac{x^{4}}{(4)!}-\ldots \text { and } \sin x-x-\frac{x^{3}}{(5)!}+\frac{x^{5}}{(5)!}-\ldots
$$

-i.e. $\frac{1}{2} x J_{n}=(n+1) J_{n+1}-\frac{1}{2} x J_{n+2}$.
Now $\frac{1}{2} x J_{n+2}=(n+3) J_{n+3}-\frac{1}{2} x J_{n+4}$ putting $n+2$ for $n$ in (1).
$\therefore$ (1) becomes

$$
\begin{equation*}
\frac{1}{2} x J_{n}=(n+1) J_{n+1}-(n+3) J_{n+3}+\frac{1}{2} x J_{n+4} \ldots \tag{2}
\end{equation*}
$$

Now putti, $g n+4$ for $n$ in (1), we get

$$
\frac{1}{2} x J_{n+4}=(n+5) J_{n+5}-\frac{1}{2} x J_{n+6}
$$

Putting this value in (2), we get

$$
\frac{1}{2} x J_{n}=(n+1) J_{n+1}-(n+3) J_{n+3}+(n+5) J_{n+5}-\frac{1}{2} x J_{n+6}
$$

Procreding so on, we get

$$
\frac{1}{2} x J_{n}=(n+1) J_{n+1}-(n+3) J_{n+3}+(n+5) J_{n+5}-\ldots
$$

which proves the required result.
Ex. 6 Prove that

$$
J_{n-1}=2 / x\left[n J_{n}-(n+2) J_{n+2}+(n+4) J_{n+4}-\cdots\right]
$$

[Vikram 62; Agra 66, 61]
solution. Proceed as above or put $n-1$ for $n$ in the result of the above example.

Ex. 7. Prove that

$$
\frac{d J_{w}}{d x}=\frac{2}{x}\left[\frac{1}{2} n J_{n}-(n+2) J_{n+2}+(n+4) J_{n+4}-\ldots a d . \text { inf }\right]
$$

[Agra 55]
Solution. The recurrence formula is

$$
\begin{equation*}
x J_{n}^{\prime}=-n J_{n}+x J_{n-1} \tag{1}
\end{equation*}
$$

so that $\quad J_{n}^{\prime}=-(n / x) J_{i n}+J_{n-1}$.
But as found in the last example,

$$
J_{n-1}=2 / x\left[n J_{n}-(n+2) J_{n+3}+(n+4) J_{n+4}-\ldots\right]
$$

Putting this value of $J_{n-1}$ in ( 1 ), we get

$$
\begin{aligned}
& J_{n}^{\prime}=\frac{n}{x} J_{n}+\frac{2}{x}\left[n J_{n}-(n+2) J_{n+2}+(n+4) J_{n+1}-\ldots\right] \\
&=2 / x\left[\frac{1}{2} n J_{n}-(n+j) J_{k+2}+(n+4) J_{n+4}-\ldots\right] \\
& \text { Ex. 8. Show that }
\end{aligned}
$$

$$
\begin{equation*}
\int_{0}^{x} x^{n+1} J_{n}(x) d x=x J^{n+1} n+1, n>-1 \tag{Raj.64}
\end{equation*}
$$

Solution We know from recurrence formula IV $\mathrm{c}_{\mathrm{e}}$ that

$$
\frac{d}{d x}\left[x^{n} J_{n}(x)\right]=x^{n} J_{n-1}(x)
$$

Putting $n+1$ for $n$, we.get

$$
\frac{d}{d x}\left\{x^{n+1} J_{n+1}(x)\right\}=x^{n+1} J_{n}(x)
$$

Integrating both the sides w.r.t. $x$ between 0 to $x$, we get

$$
x^{n+1} J_{n+1}(x)=\int^{x} x^{n+1} J_{n}(x)
$$

which proves the result.

Ex 9 Show that

$$
\int_{0}^{x} x^{-n} J_{m+1}(x) d x=\frac{1}{2^{n} \Gamma(n+1)^{-x^{n} J_{n}},}
$$

$n$ being greater than 1.
Solution. We know from recurrence formula $\mathbf{V}$, that

$$
\frac{d}{d x}\left[x^{-n} J_{n}(x)\right]=-x^{-n J_{n+1}(x)} .
$$

Integrating both the sides w.r.t. $x$ between 0 to $x$, we get

$$
\left[x^{-n} J_{n}(x)\right]_{0}^{x}=\int_{0}^{x}-x^{-n J_{n+1}(x) d x}
$$



$$
=-x^{n} J_{n}(x)+\frac{1}{2^{n} F(n+1)},
$$

since

$$
J_{n}(x)=\frac{x^{n}}{2^{n} \Gamma(n+1)}\left[1-\frac{x^{2}}{2.2(n+1)}+\ldots\right],
$$

and $\lim _{x \rightarrow 0} \frac{J_{n}(x)}{x^{n}}=\frac{11}{2 n F(n+1)}$.
Ex. 10. Show that

$$
J_{0}(x)=\frac{x^{n}}{2^{n-1} F\left(\frac{1}{8}\right) \Gamma\left(n+\frac{1}{2}\right)} \int_{0}^{1}\left(1-t^{2}\right)^{n-1} \cos (x t) d t .
$$

## Solution.

$$
\begin{aligned}
& I=\int_{-1}^{1}\left(1-t^{2}\right)^{n-i} e^{i x t} d t \quad n>-\frac{1}{2} \\
& =\int_{-1}^{1}\left(1-t^{2}\right)^{n-t}\left[1+(i x) t+\frac{(i x)^{2}}{2!} t^{2}+\frac{(i x)^{3}}{3!} t^{8}+\ldots\right] d t \\
& =\sum_{s=0}^{\infty} \frac{(i x)^{s}}{s!} \int_{-1}^{1}\left(1-t^{2}\right)^{n-t} t^{s} d t \text { for odd integers } s \text {, the inte- } \\
& \text { grals vanish } \\
& =\sum_{r=0}^{\infty} \frac{(-1)^{r} x^{2 r}}{(2 r)!} \int(1-u)^{n-i} u^{r-1} d u \text { taking } s=2 r \text { and } u=r^{2} \\
& =\sum_{r=0}^{\infty} \frac{(-1)^{r} \cdot x^{2 r}}{(2 r)!} \frac{\Gamma(n+1) \Gamma\left(r+\frac{1}{1}\right)}{\Gamma(n+r+1)} \\
& =\Gamma\left(\frac{1}{2}\right) \Gamma\left(n+\frac{1}{2}\right) \sum_{r=0}^{\infty} \frac{(-1)^{r} x^{a r}}{(r)!\Gamma(n+r+1) \cdot 2^{2 r}} \\
& \text { as } \Gamma\left(\frac{1}{2}\right)(2 r)!=2^{2 r}(r)!F\left(r+\frac{1}{\frac{1}{2}}\right) \\
& \text { the duplication formula } \\
& =F\left(\frac{1}{2}\right) \Gamma\left(n+\frac{1}{2}\right)\left(\frac{2}{x}\right)^{n} \sum_{r=0}^{\infty} \frac{(-1)^{r}}{(r)!\Gamma(n+r+1)}\binom{x}{2}^{n+2 r}, \\
& =I\left(\frac{1}{2}\right) \Gamma\left(n+\frac{1}{2}\right)\left(\frac{2}{x}\right)^{n} J_{n}(x) .
\end{aligned}
$$

$$
\begin{aligned}
& \therefore J_{n}(x)=\frac{x^{n}}{2^{n} \Gamma\left(\frac{1}{2}\right) \Gamma\left(n+\frac{t}{2}\right)} \int_{-1}^{1}\left(1-t^{2}\right)^{n-1} e^{t x t} d t \\
&=\frac{x^{n}}{2^{n} \Gamma\left(\frac{1}{2}\right) \Gamma\left(n+\frac{1}{2}\right)}\left[\int_{-1}^{0}\left(1-t^{2}\right)^{n-1} e^{i x t} d t+\int_{-1}^{1}\left(1-t^{2}\right)^{n-t} e^{i x t} d t\right] \\
&=\frac{x^{n}}{2^{n} \Gamma\left(\frac{1}{2}\right) \Gamma\left(n+\frac{1}{2}\right)}\left[\int_{0}^{1}\left(1-t^{2}\right)^{n-1} e^{-t x t} d t+\int_{0}^{1}\left(1-t^{2} e^{n-i} e^{i x t} d t\right]\right. \\
&=\frac{x^{n}}{2^{n-1} \Gamma\left(\frac{t}{8} \Gamma \Gamma\left(n+\frac{1}{2}\right)\right.} \int_{0}^{1}\left(1-t^{2}\right)^{n-\frac{1}{2}} \frac{t^{i x t}+e^{\cdot e x t}}{2} d t \\
&=\frac{x^{n}}{2^{n-1} \Gamma\left(\frac{1}{2}\right) \Gamma\left(n+\frac{1}{2}\right)} \int_{0}^{1}\left(1-t^{2}\right)^{n-1} \cos (x t) d t,
\end{aligned}
$$

which proves the result. In particular when $n=0$,

$$
J_{0}(x)=\frac{2}{\pi} \int_{0}^{1} \frac{\cos (x t)}{\sqrt{\left(1-t^{2}\right)}} d t
$$

*Ex. 11. Show that

$$
s_{n}(x)=\frac{1}{\sqrt{\pi \Gamma\left(n+\frac{1}{2}\right)}}\left(\frac{x}{2}\right)^{n} \int_{0}^{\pi} \cos (x \sin \phi) \cos ^{2 n} \phi d \phi
$$

## Solution. We know that

[Agra 65]

$$
\cos \alpha=1-\frac{\alpha^{2}}{(2)!}+\frac{\alpha^{4}}{(4)!}-\ldots+(-1) r \frac{\alpha^{2 r}}{(2 r)!}+\ldots
$$

Putting $\alpha=x \sin \phi$, we get

$$
\cos \left(x \sin ^{r} \phi\right)=\sum_{0}^{\infty}(-1)^{r} \frac{x^{2}}{(2 r)!} \sin ^{2 r} \phi
$$

Now $(-1) \frac{x^{2 r}}{(2 r)!} \int_{0}^{\pi} \sin ^{2 r} \phi \cdot \cos ^{2 n} \phi d \phi$

$$
\begin{aligned}
& =2(-1)^{r} \frac{x^{2 r}}{(2 r)!} \int_{0}^{\frac{1}{2} \pi} \sin ^{2 r} \phi \cos ^{2 n} \phi d \phi \\
& =2(-1)^{r} \frac{x^{2 r}}{(2 r)!} \frac{\Gamma\left(\frac{2 r+1}{2}\right) \Gamma\left(\frac{2 n+1}{2}\right)}{2 \Gamma(n+r+1)}
\end{aligned}
$$

Hence $\frac{1}{\sqrt{\pi \Gamma\left(n+\frac{1}{2}\right)}}\left(\frac{x}{2}\right)^{n} \int_{0}^{\pi} \cos (x \sin \phi) \cos ^{2 n} \phi d \phi$

$$
\begin{aligned}
& =-\sqrt{\pi \Gamma\left(\frac{2 n+1}{2}\right)}\left(\frac{x}{2}\right)^{n} \int_{0}^{\pi} \sum_{r=n}^{\infty}(-1) r \frac{x^{2 r}}{(2 r)!} \sin ^{2 r} \phi \cos ^{2 n} \phi d \phi \\
& =\sum_{r=0}^{\infty} \frac{1}{\sqrt{x} \Gamma\left(\frac{2 n+1}{2}\right)}\left(\frac{x}{2}\right)^{n}(-1)^{r} \frac{\Gamma\left(\frac{2 r+1}{2}\right) \Gamma\left(\frac{2 n+1}{2}\right)}{\Gamma(n+r+1)}
\end{aligned}
$$

[^9]\[

$$
\begin{aligned}
& \sum_{r=0}^{\infty} \frac{(-1)^{r}}{(r)!\Gamma(n+r+1)}\left(\frac{x}{2}\right)^{n+2 r} \\
& =J_{n}(x) .
\end{aligned}
$$
\]

This proves the result.
Ex. 12. Prove that

$$
J_{n}(x)=\frac{2}{\sqrt{\pi F\left(n+\frac{1}{2}\right)}}\left(\frac{x}{2}\right)^{n} \int_{0}^{\pi / 2} \cos (x \cos \phi)(\sin \phi)^{2 n} d \phi .
$$

[Raj. 61].
Proceed as in the above example or put $t=\cos \phi$ in Ex. 10. Pr. 13. Prove that

$$
J_{n}=(-2)^{n} x^{n}\left[\frac{d}{d\left(x^{2}\right)}\right]\left(J_{0}\right) .
$$

Solution. Recurrence formula $\mathbf{V}$ is
[Raj. 64, 62 ; Agra 58]

$$
\begin{equation*}
\frac{d}{d x}\left(x^{-n} J_{n}\right)=-x^{-n} J_{n+1} \tag{1}
\end{equation*}
$$

When $n=0$,

$$
\frac{d}{d x}\left(J_{0}\right)=-J_{1}
$$

or $\frac{1}{x} \frac{d}{d x}\left(J_{0}\right)=-x^{-1} J_{1}$.
Differentiating again w.r t. $x$, we get

$$
\begin{aligned}
\frac{d}{d x}\left[\frac{1}{x} \frac{d}{d x}\left(J_{0}\right)\right] & =-\frac{d}{d x}\left(x^{-1} J_{1}\right) \\
& =(-1)^{2} x^{-2} J_{2} .
\end{aligned}
$$

so that $\left(\frac{1}{x} \frac{d}{d x}\right)^{2}\left(J_{0}\right)=(-1)^{2} x^{-2} J_{2}$.
Proceeding similarly $\boldsymbol{n}$ times, we get

$$
\left(\frac{1}{x} \frac{d}{d x}\right)^{n}\left(J_{0}\right)=(-1)^{n} x^{-n} J_{n}
$$

$$
\text { i.e., } \quad J_{n}=(-1)^{n} x^{n}\left(\frac{1}{x} \frac{d}{d x}\right)^{n}\left(J_{0}\right)
$$

$$
=(-1)^{n} x^{n}\left(2 \frac{d}{d\left(x^{2}\right)}\right)^{n}\left(J_{0}\right)
$$

$$
=(-2)^{n} x^{n}\left(\frac{d}{d\left(x^{2}\right)}\right)^{n}\left(J_{0}\right)
$$

This proves the result.
Ex. 14. Prove that
(i) $\left(\frac{1}{x} \frac{d}{d x}\right)^{m}\left\{x^{n} J_{n}(x)\right\}=x^{n-m} J_{n-m}(x)$

;olution. (i) From recurrence formula VI, we have

$$
\left.\frac{d}{d x}\left\{x^{h} J_{n}{ }^{\prime} x\right)\right\}=x^{n} J_{n-1}(x),
$$

i.e., $\frac{1}{x} \frac{d}{d x}\left\{x^{n} J_{n}(x)\right\}=x^{n-1} J_{n-1}(x)$.

$$
\text { Also } \begin{aligned}
\left(\frac{1}{x} \frac{d}{d x}\right)^{2}\left\{x^{n} J_{n}(x)\right\} & =\left(\frac{1}{x} \frac{d}{d x}\right)\left\{x^{n-1} J_{n-1}(x)\right. \\
& =x^{n-2} J_{n-2} .
\end{aligned}
$$

Thus if $m$ is a positive integer less than $n$, we have

$$
\left(\frac{1}{x} \frac{d}{d x}\right)^{m}\left\{x^{n} J_{n}(x)\right\}=x^{n-m J_{n-m}(x)} .
$$

(ii) It can be obtained as (i) from recurrence formula $V$. 8.?. To prove that

$$
\frac{J_{n} \mathbf{J}_{-n}{ }^{\prime}-J_{n}{ }^{\prime} \mathbf{J}_{-n}=-\frac{2 \sin n \pi}{\pi x}}{\frac{d}{d x}\left(\frac{J_{-n}}{J_{n}}\right)=-\frac{2 \sin n \pi}{\pi \mathbf{J}_{n}{ }^{2}}}
$$

[Agra 59]
or
We know that $J_{n}$ and $J_{-n}$ are both solutions of Bessel's equation,

$$
\frac{d^{2} y}{d x^{2}}+\frac{1}{x} \frac{d y}{d x}+\left(1-\frac{n^{2}}{x^{2}}\right) y=0
$$

or $y^{\prime \prime}+\frac{1}{x} y^{\prime}+\left(1-\frac{n^{2}}{x^{2}}\right) y=0$.
$\therefore J_{n}{ }^{\prime \prime}+\frac{1}{x} J_{n}{ }^{\prime}+\left(1+\frac{n^{2}}{x^{2}}\right) J_{n}=$
and

$$
\begin{equation*}
J_{-n^{\prime \prime}}+\frac{1}{x} J_{-n}+\left(1+\frac{n^{2}}{x^{2}}\right) J_{-n}=0 \tag{1}
\end{equation*}
$$

Multipiying (1) by $J_{-n}$ and (2) by $J_{n}$ and subtracting, we get

$$
\begin{equation*}
\left(J_{-n} J_{n}{ }^{\prime \prime}-J_{n} J_{-n}{ }^{\prime \prime}\right)+(1 / x)\left(J_{-n} J_{n}^{\prime}-J_{n} J_{-n}{ }^{\prime}\right)=0 \tag{2}
\end{equation*}
$$

Now let $\quad v=J_{-n} J_{n}{ }^{\prime}-J_{m} J_{-n^{\prime}}{ }^{\prime}$,

$$
v^{\prime}=J_{-n} J_{n}^{\prime \prime \prime}+J_{-n}{ }^{\prime} J_{n}^{\prime \prime}-J_{n}{ }^{\prime} J_{-n}{ }^{\prime}-J_{n} J_{-n}{ }^{\prime \prime} .
$$

Hence (3) becomes

$$
v^{\prime}+\frac{1}{x} v=0 \quad \text { or } \quad \frac{v^{\prime}}{v}=-\frac{1}{x}
$$

Integrating, $\log v-\log \frac{c}{x}$ i.e. $v=\frac{c}{x}$,
where $c$ is an arbitrary constant,
i.e. $\quad J_{n}{ }^{\prime} J_{-n}-J_{m}{ }^{\prime}{ }^{\prime}{ }^{\prime}=c / x$,

Now comparing coefficient of lowest degree term from both the sides of (4), we get

$$
\frac{1}{2^{n} \cdot \Gamma(n+1)}+\frac{1}{2^{-n} \Gamma(1-n)}[n-(-n)]=c
$$

$$
\text { or } c=\frac{2}{\Gamma(n+1) \Gamma(1-n)}=\frac{2}{\Gamma(n) \Gamma(1-n)}
$$

$$
\text { or } \frac{2}{\pi / \sin n \pi}=\frac{2 \sin n \pi^{*}}{\pi}
$$

Thus (4) gives

$$
\begin{aligned}
J_{n}^{\prime} J_{-n}-J_{n} J_{-n}^{\prime} & =\frac{2 \sin n \pi}{\pi x} \\
\text { or } \quad J_{n} J_{-n}^{\prime}-J_{n}^{\prime} J_{-n} & =\frac{2 \sin n \pi}{n x} .
\end{aligned}
$$

This proves the required result.
Note. Because of the relation $J_{-n}(x)=(-1)^{n} J_{n}(x)$ when $n$ i an integer, the functions $J_{n}(x)$ and $J_{-n}(x)$ are not independent Therefore in this case a second solution of Bessel's equation ca be found.
$\cdot \Gamma(n) \Gamma(1-n)=\frac{\sin \boldsymbol{n} \pi}{}$; see Author's Integral Caclulus for post-gra. students, § 21 p. 67.


[^0]:    *It is not always necessary to put the equation in standard form to find a part of C.F.

    Sum of the coefficients in given form $=3-x-(9-4 x)+6-3 x=0$. This also shows that $y=e^{x}$ is a solution.

[^1]:    *Here unlike § 2.2 p. 45 the exprsss on in the last bracket is not zero since here $y_{2}$ is not a parr of C.F.

[^2]:    * A negative value of $Q_{1}$ is taken to make $(d z / d x)^{z}+$ ve.

[^3]:    $*$ For an alternative solution, we have $1+P+Q=0 \quad \therefore \quad y=e^{x}$ is a part of C.F. (See. Ex. 10 p. 59).

[^4]:    *For a rule of finding I. F. in such a case sec $\$ 3.9$ page 52 of Part I of his .. I

[^5]:    Fourth method of auxiliary equations will fail in case the equation is exact.

    Second method cannot be applied in case $P, Q, R$ are not homogeneous.

[^6]:    *We cannot take $x=$ const. or $y=$ const. because in that case the remaining equations are not integrable. This suggests that only $z$ be taken constant.
    tHere also if we take $x$ or $y$ constant, the resulting equations cannot be integrated. Hence $z$ is taken constant.

[^7]:    * Because if we put the series in $y$ in the left hand side of the given differential equation, we get the single term $c_{0} k^{2} x^{k-1}$. As this involves the square of $k$, its partial differential coefficient with respect to $k$, i.e. $2 c_{0} k x^{k-1}+c_{0} k^{2} x^{k-1} \log x^{k-1} \log x$ will also venish at $k=0$.

    In other words

    $$
    \begin{aligned}
    & \frac{\partial}{\partial k}\left[x \frac{d^{2}}{d x^{2}}+\frac{d}{d x}+x\right] y=? c_{0} k x^{k-1}+c_{0} k^{2} x^{k-1} \log x \\
    & \quad\left[x \frac{d^{2}}{d x^{2}}+\frac{d}{d x}+x\right] \frac{\partial y}{\partial k}=2 c_{0} k x^{k-1}+c_{0} k^{2} x^{k-1} \log x
    \end{aligned}
    $$

    as operators are commutative.
    Therefore $\frac{\partial y}{\partial k}$ is a second solution of the differential equation, if $k$ is put equal to zero after differentiation. (Ref. Case II p. 1,1).

[^8]:    $e^{x_{0} \sin \phi}=\cos (x \sin \phi)+i \sin (x \sin \phi)$.

[^9]:    *This result can be obtained by putting $t=\sin \phi$ in Ex. 10 .

