
CHAPTER 1
Addition and Multiplication

§ 1.01. Introduction.
The matrices (formal definition is given in § 1.02 Page 2) were invented

about a century ago in connection with the study of simple changes and
movements of geometric figures in coordinate geometry.

J. J. Sylvester was the fitst to use the word "matrix" in 1850 and later on
in 1858 Arthur Cayley developed the theory of matrices in a systematic way.

"Matrices" is a powreful tool of modern mathematics and its study is
becoming important day by day due to its wide applications in almost every
branch of science and especially in physics (atomic) and engineering. These are
used by Sociologists in the study of dominance within a group, by
Demographers in the itudy of births and deaths, mobility and class structure
etc., by Economist in the study of inter-industry economics, by Statisticians in
the study of 'design of experiments' and 'multivariate analysis', by Engineers
in the study of 'net work analysis' which is used in electrical . and
communication engineering.

Rectangular Array.
While defining matrix (see § 1.02 Page 2) we use the word 'rectangular

array', which should be understood clearly before we come to the formal
definition of 'matrices' and to understand the same we consider the following
example

In an inter-university debate, a student can speak either of the five
languages Hindi, English, Bangla, Marathi and Tamil. A certain university
(say A) sent 25 students of which 8 offered to speak in Hindi, 7 in English, 5 in

Bangla. 2 in Marathi and rest in Tajnil. Another university (say B) sent 20
students of which 10 spoke in Hindi, 7 in English and 3 in Marathi. Out of 25
students from the third university (say C), 5 spoke in Hindi, 10 in English, 6 in
Bangla and 4 in Tamil.'

The informatiorr given in the above example can be put in a compact
way if we give them in a tabular form as follows

	

1	 Number of speakers in
University -

Hindi	 English	 Bangla	 Marathi	 Tamil

A	 8	 7	 5	 2

B	 10	 7	 0	 3	 0

C	 i	
5	 10	 6	 0	 4
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The numbers in the above arrangement form what is known as a
rectangular array. In this array the lines down the page are called
colunun whereas those across the page are called rows. Any particular number
in this arrangement is known as an entry or an element. Thus in the
above arrangement we find that there are 3 rows and 5 columns and also
we observe that there are 5 elements in each row and so total number of
elements = 3 x 5 i.e. 15.

If the data given in the above arrangement is written without lines and
enclosed by a pair of square brackets i.e. in the form

	

8	 7	 5	 2	 3
10	 7	 0	 30,

	

5	 10	 6	 0	 4

then this is called a matrix.
§ 1.02. Definition of a Matrix.
A system of any mn numbers arranged in a rectangular array of rn rows

and ii columns is called a matrix of order n x n or an rn x n matrix (which is
r"ad as m by n matrix).

Or
A set of mn elements of a set S arranged in a rectangular array of n TOWS

and n columns is called an n x n matrix over S.
For example [ 2	 1	 3 1 is a 2 x 3 matrix.

[3 —2

and	 ajj a7 a13	 at,,	 isan,nxnmatrix.

	

aj 6122 a23	 (12n

	

aml am2 0m3	 am,,

where the symbols ay represent any numbers (ay lies in the ith row and jth
c "imn).

Note 1. A matrix may be represented by the symbols taijl, (a,j), II a, U or
by a single capital letter A, say.

Generally the first system is adopted.
Note 2. Each of the mn numbers constituting an m x n matrix is knov

as an element of the matrix.
The elements of matrix may be scalar or vector quantities.
Note 3. The plural of 'matrix' is 'matrices'.
Solved Examples on § 1.02.
Ex. 1. Find 323 inA[ 1	 3	 2	 4

0 3 1 S
I 5	 0	 3	 6
L

Sol. 021 = clement in the 2nd row and 3rd column
=1	 Ans.
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Ex. 2. Write down the orders of the matrices
(a) 2 3 51 (h) [2 ; (c) [3 4 51; (d) [II.

1 0 3]	 [3

Sot. (a) 2 x 3	 (b) 2 x I	 (c) I x 3	 (d) I x I.	 Axis.

Ex. 3. How man y elements are there in a 5 x 4 matrix ?

Sot. ftc required number of elements in 5 X 4 matrix is S x -	 c. 20.
Ans.

Ex. 4. The results of it music competition are given in the following

matrix
3210
0 32 4
5030
2143

Here the rows represent the teams A, B, C, 1) in that order and the
columns represent the number of wins, first place, second place, third plack
and fourth place scored by the teams.

From the above matrix find (a) How many events did the team A win
? (b) How man y first places (lid the team B win ? (c) How many third
places did the team C in ? What does 0 rcprsent in second row?

Sot. (a) ': the first row represents the team A, so the required number
Sum of the elements of first row

	

=t2+l=6	 Axis.
(b) As first elements of - second row (which represents the team B) is zero,

so the team B did not win any first place.	 Axis.

(c) The third row represents the team C and third column represents the
third place scored by the learns, so fhe number of third places won by the team
Cis3.	 Ans.

(d) The second row represents the leant B and the first column represents

the first place scored by teams. So 0 in the second row represents that the team

	

B did not score any first place. 	 Ans.
Ex. 5. The order of the matrixI 2 3 1

4 5 6]]

(I) 2 x 3,	 (ii) 3	 2,	 tin) 2 x 2,	 (iv) None of these.	 Arts. (i)

Exercises on § 1.02

Ex. 1. In k\ ; Implc I above, find (i) (112 . ( ii) a.	 Ans. ( i ) 0. (ii) 5
Ex. 2. Write 	 the Irlcrs of the matrices
(a)	 2	 3	 4	 2	 Il; (h)[ I	 (c) 151

3 5	 5 3 4	 jo

	[4 7	 6 7 1)
	

A 	 (a) 3 x 5	 (h) 3' x I	 (C) I	 I
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§t03. Rectangular Matrices.

The number of rows and cohins of a matrix need not be equal when
m * n i.e. the number of rows and columns of the array are not equal, then the
matrix is known as a rectangular matrix.

Classifications of rectangular matrices are as follows :---
/Sqa.e Matrix.
Tf m = n Le.1hnumber of rows and columns of a matrix are equal, then

the matrix is of order n x n and is called a square matrix of order a.

For example 2 3 1 j is a square matrix and[1 3 2 3
I 5 2	 [2 5 7 9
769

is a rectangular matrix.

o!rizontalmatrü. If in a matrix the number of columns is more than
the number of rows then it is called a horizontal matrix.

For example 1 3 2 3 us a horizontal matrix.
5 7 9]12

kow matrix : If in a matrix, there is only one row it is called a row
matrix. For example [1, 2, 3]. This is also called a row vector

Vertical matrix. If in a matrix the number of rows is more than the
numbof columns it is called a vertical matrix.

For example 2 3 is a vertical matrix.
35
46
57

'Column matrix : If there is only one column in a matrix, it is called a
column matrix.

For example	 2 . This is also called column vector
3
4

' luI1( zero) Matrix If all the elements of an m x n matrix are zero,
then it is called a null or zero matrix and is denoted by Om < n or simply 0.

Foii example0 0 0] is the 2 x 3 null matrix.
10 0 0]

--Unit matrix	 A square matrix having unity for its elements in the
leading diagonal and all other elements as zero is called an unit matrix.

For example 1 0 0 0 is a four rowed unit matrix and we denote it
o 1 0 0	 by 14.
0010
0001

an n-rowed square matrix [at,] is called a unit matrix provided
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a,1 = I whenever i j

0, whenever i * j.
Equal matrix : Two matrices are said to be equal if (a) they are of the

same type i.e. if they have same number of rows and columns and (b) the
elements in the corresponding positions of the two matrices are equal.

For example, let two matrices be A = [a,] and B [ba] then the two
matrices are said to be equal if a = by , for all values of i and j.

From the definition given above it is evident that

(i) If A = 8, then B = A (Symmetry)

(ii) A = A, where A is any matrix. (Reflexivity)

(iii) If A = B and B C, then A = C (Transitivity)
i.e. the relation of equality in the set of all matrices is an equivalence

	

relation.	 (See Author' Set Theory)
Matrices over a number field.
A matrix A is defined as 'over the field F of numbers' if all the elenents

of the matrix A belong to the field F of thc numbers.
Diagonal Element and Principal Diagonal.
Those elements ay of any matrix fajJ are called diagonal elements for

which i = j.
The line along which the above elements lie is called the Principal

diagonal o9Diagonal of the matrix.
t-jonal Matrix: A square matrix in which all elements expect those in

the main (or leading) diagonal are zero is known as a diagonal matrix.

For example 2 0 0 j is a 3—rowed diagonal matrix.
030
007

The sum of the diagonal elements of a square matrix A (say) is called the
trace of the matrix A.

Sub-matrix : A matrix which is obtained fiom a given matrix by deleting
any number of rows and number of columns is called a sub-matrix of the given
matrix.

For example Ii 21 isasub— matrixof 5 3 2

L 
3 4j	 1 1 2

734

Exercises on § 1.03
Ex. 1. The unit matrix is

	

(1)	 I	 I	 I	 (ii)	 1	 0	 0
Ill	 110
111	 110
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(iii)	 0	 0	 1	 (jv)	 I	 0 0
0 I 0	 0 1 0
1	 0 0	 0 0	 1	 Ans. I, iv)

Ex. 2. What is the type of the matrix (a h cI

(i) column matrix:	 (ii) unit matrix:

(iii) square matrix:	 (iv) row matrix.	 Ans. (iv)

Ex. 3. The unit matrix is

(i)	 I I );	 (ii)	 [ 0 1:
(iii) [I	 11.	 (iv) 10	 1 1

L I	 1]	 L'	 oj	 Ans.i)

Ex. 4. The matrix of order m x it will he a unit matrix if

(i) all its elements arc unity:
(ii) tn it and all elements are unity;
(iii) in = n, and its diagonal elements are unity:
(iv) in = ,i, diagonal elements are unity and all the renaming elements are

zero.	 Ans. (iv)
§ 1.04. Scalar Multiple of a matrix.
If A is a matrix and X is a number then kA is defined as the matrix each

clement of which is X times the corresponding clement of the matrix A.
For example : 2 1 3 5 7]=[6 10 14

L 2 3 4j L4 6 8

or	 if A = [a& ]. then XA = [A]. where X is a number.

§ 1.05. Addition of matrices.
If there be two in x it given by A a,j] and B (h,,], then the

matrix A + B is defined as the matrix each element of which is the sum of the

corresponding elements of A and B i.e. A + B = lou + hi)],

where i= 1,2,3.... . in and j= 1,2,3.... . n.

For example : If A = [ a  b  c 1 and B = a3 b C3

	

L 02 h2 ('2]	 L 04 bi

then A+B=[al+a3 bj+b3 cl+c3

L a2+ a4 b2+b4 C2+C4

§ 1.06. Subtraction of matrices.
If there be two in x it matrices given by A = ( au] and B = [b(j], then the

matrix A - B is defined as the matrix each clement of which is ohtacd by
subtracting the clement 6f B from the corresponding clement of

A i.e. A—B=[a,—h01,

where i= 1,2.... . in and j = 1,2.... . n.

For example : If A = 5 at hi cii and B = 5 a3 b C3

	a2 b C2J	 1a4 b4 C4
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then 

A—B=^a2-614
ar—ai bi—b3 CI—c3

b2—b4 C2-C4

*Note. If the two matrices A and B are of the same order, then only their'
addition and subtraction is possible and these matrices are said to he
conformable for addition or subtraction. On the other hand if the matrices A
and B are of different orders, then their addition and subtraction is not possible
and these matrices are called non-conformable for addition and subtraction.

§ 1.07, Properties of Matrix addition.
Proerty I. Addition of matrices is commutative.

i.e.	 [Oy] + [bj,jJ = [h j1 + [aq],

where a,] and [b,1 ) are an y two in x it 	 i.e. matlices of the same order

(Meerut 95)
Proof : [a4 + [h,1J [ay + b,J , by definition of addition

= [ b id + a1J]	 addition of numbers (elements) i

commutative
rr [b il l +IajJ

i.e.	 [o.} + [b] = [b] + [a,]	 Hunce the theorem.
Property Il. Addition of matrices is associative.

i.e.	 {[Otj] + [by]} + [Cij] = [ail ] + ([b] + [c,]),

where Ia,jl, [bill and trij are any three matrices of the same order in )< n, say.
Proof: { [a,,] + [bI} + [cjj]

( a + l) + [cjJ, by law of addition for matrices
= [(U,j + brj) + CqJ. by law of addition for matrices

= i a + (h,1 + c,3)],	 addition of numbers is associative

1a4 + {b] + [ c ij ]}.	 Hence the theorem.
Property HI. Addition for matrices obey the distributive law.

i.e.	 k ([aJ i' [h 11]) = k [aj] ± k tbjJ
where 1041 and [b id ] are any two ,natrjces of the same order in X n, say.

Proof: A' ([ a l + fb]) = k [at, + bj], by law of addition
= [k (a 1 + b11)], by law of scalar multiplication

[kay + kb11 ), by distributive law for numbers.

= tkaiJ + [kb]
= k ]ajJ + k [bij ].	 Hence the theorem.

Property IV. Existence of additive identity.
If A = [a1 ] be any in x i t matrix and 0 be the in x n null matrix then

A±0=A=O+A
Proof: Here A = I OIjImxn and °=EOJ,flxfl
Then A+O=[a,j]mxn+[O]mxn
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= [a 1j + O]m x,t, by def. of addition
[aijjm>nA

Again	 O+A=[Olmxn+[aij]rnxn
= [0 + aj]m x ,, by def. of addition

=[aijJmxn=A
From (i) and (ii) we get A+O=A=O+A

Thus we observe that 0 (the null matrix) is the additive identity.
Property V. Existence of addititi've inverse.
If A = [a] be any m X  matrix, there exists another m x n matrix B such

that	 A+B=O=B+A.
where 0 is the m x ii null matrix.

Here the matrix B is called the additive inverse of the matrix A or the
negative of A.

Also the (ij)th element of B is - aij if A = [ay]
Property VI. Cancellation Law.
If A, B, C are three matrices of the same order m x n, say such that

A+B=A+C, then B=C
Proof: Given A+B=A+C

or	 - A + (A + B) = - A + (A + C), adding -A from left on both sides
or	 (- A + A) + B = (- A + A) + C, by associative law of adition
or	 0 ± B = 0 + C, by def of additive inverse
or• BC,bydef.of additive identity,

S*d,ETmp1es on § 1.04 to § 1.07.
"N,tIfA=: [2	 3 •l and	 F1	 2 -1

[o -1	 [0 -1	 3
evaluate 3A - 4B.	 (Avadh 90)

Sol 3A-4B=3[2	 3 1 1- 4 1 1	 2 -
[0_i 5]	 [o_i. 3

=16	 9 3 1-1 4 	 8 -4
[0 -3 15] [0 -4 12

= 16-4	 9-8	 3-(-4)
[0-0 -3-(-4) 15-12

=12 1 71
[0 1 3]	 Ans.

Ex. 2.IfA=[ 1 5 6landB=[1 -5 7
[-6 7 0]	 [8 -7 7

then 	 0 13 1, A - B= 1 0 10 -1

	

[2 0 7j	 [_14 14 -7

Sol. Do yourself as Ex. 1 above.
Ex. 3. Determine the matrix A, where
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=2 1 2 3 +3 3 3 —1

	

324	 22 3

	

1 4 5	 —1 3	 1

Sot. A= - 2 4 6 1 +	 9 9 _3

	

64 8	 66	 9

	

2 8 .10	 —3 9	 3

= 2+9	 4+9 6+(-3) = II 13
6+6	 4+6 8+9	 12 10
2+(-3) 8+9 10+3	 —I 17

Ex. 4. Given A = 12 —3 and B =' 3 -1
502	 42
1—I	 1	 20

find the matrix C, such that A + 2C = B.
Sot. Given that A+2C=B or 2C=B—A

or	 2C= 3 —1 21 -[l2 —3
4	 25	 5	 0	 2
2	 0 3	 1 —I	 1

= 3-1	 —1-2 2-(-3)1=r2 —3 5
4-5	 2-0	 5-2 [-1	 2 3

	

2-1 0—(-1)	 3_i]	 1	 1 2

or	 C = (1/2) 1 2 - 3 5 =	 1 -(3/2) (5/2)
2 3	 -(1/2)	 1 (3/2)

1	 1 2	 (1/2)	 (1/2)	 1	 Ans.

x. Solve the _foliowng equations for A and B;
2—B=J —3 0 J 2B + A=T 4 1 Tif

	

L 3 3 2]	 Hi 4 -4j

Sot. Given 2A - B =1 3 -3 0

	

L 3	 3 2 ]

Multiplying both sides by 2, we get
4A-2B=2[3 —3 o] = 1 6 —6 0

[3	 3 2] [6	 6 4

Also given that 2B+A=[ 4 15
[-1 4 —4

Adding (i) and (ii) we get
5A=[6 —'6 01+1 4 1	 s

[6	 6 4] [_i 4 —4

1

=[6+4 —6+1 0+51=110 — . 5 5
[6_I 6+4 4-4] [ 5 10 0

or	 A=(l/5)110 -	 5 1 = 1 2 —1 1 ]

	

[ 5 10 0] [1	 2 0

9

3
17
13
	

Ans.

2,
5
3

fl	 <-Th

(i)

...(ii)

A ns.



3	 then 2A equals
3

	

Ans. 1, —4	 4

	

—9	 10
—3 —5

—3
--I
18]

Matrices

Again from (ii) we get

2B=1 4 1	 51-A
L_ 1 4 --4j

or	 2B=[ 4 1	 5 1-[ 2 —1 1
4 _4j [i	 2 0

4 4-2 1+1	 5-I]=[_ 2 2 4
1—I 4-2	 4_O 	 2 2 —4

or	 B=(1/2)	 2 2	 4	 1 I	 2

Exercises on § 1.04 tel 1.07.
*	 If X, Y are two matrices given by the equations

x +- y =1 I —2 and x--y=[ 3 21. IindX,Y.

L	 I 0]

Ans. X 	 o1 y [- t —2

L'	 2]	 L. 2	 2

Ex2%—IfA	 I 2 3 - B = 2 0 3 evahiaic 2A - 3B.
•	 0 5 7	 3 0 5

6 8 9	 5 7 0

Ans.

x7 (IfA=[i 2

(i) 2 4 6
213
321

(iii) 2 4 6
426
642

Ex. *.-ff—k

then A + B is
(i)[l	 0

[0 I

(iji)[ i	 I

LI	 I

(ii) 2 2 3
223
322

	(iv)	 1	 2 3
213
6 4 2	 Ans. (iii)

sin 2 0 	 and B	 —tan 2 8	 cos2O

e0sec2 0]	 12/3-	 - cot 2 0

0
[0 0

(iv)[0 11
[1 0]	 Ans. (in)
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Ex. 5. If A	 3 

I 

and A + B = 0, then B equals

Ans. B	 -1 -2 -3
-2 --3	 -}
-3 -1 -2

	

1.08. Multiplication of matrices.	 (Gorak/ipur 95)

If A and B he two matrices such that the number at columns in A is

equal to the number of lOWS in B i.e. if A = [a,I and B = IbjA 1 then the product

'7

of A and B denoted by AR is defined as matrix [erk]. where c, =	 aj hfk or
j=t

in other words the product AR is defined as the matrix whose clement in the ith
row and Atli column is ot bt + a,, /'2k + a1 /k + -. + s,,, bk -

The product matrix will have i rows and k columns.
l]tis we conclude that

A is an ,n x n matrix and B is an ,s x'\iiiatrix then the product matrix
AR is an M W k matrix.	 (Remember)

As an example, consider the matrices

	

A = r I 2 3] andB= 7	 8
[4 5 oj	 9 10

	

Il	 12

Here the niiinhei of columns in A = 3 = the number of rows in It
thus we can evaluate ,B.

Let Alt ]c]. where [c,) l is 2 x 2 matrix.
Now to write u, we take the element of the first row of A viz- I. 2, 3 in

this order and the elements of the first column of B ci, 7, 9, II in this order
and lrm the products I 7, 2 9. 3 II and finally add them.

cii = 17+29+3 . 11 =58
Similarl y 	 ci = 1 . 8 + 210 + 312 = 64;

C21 = 47+59+611 139
and	 c22=4'8+5•I0+612= 154

Hence AR Cj[ =[ e tt	 12 1=1 58	 64
[r21 C22 	 139 154

Note. The product Alt he calculated only if the number of columns
in A he equal to the number of rows in B. The two matrices A and B satisfying
this condition are called conformable to multiplication.

Post-multiplication and Pre-multiplication of matrices.
The matrix All is the rnalnx A post-multiplied by B whereas the matrix

BA is the nl;ttrlx A pre-niultiplied by B.
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In the product AB, the matrix A is known as the pre-factor and the
matrix B is known as the post-factor.

The product in both the above cases viz. AB and BA may or may not
exist and may be equal or different,
i.e. we say AB * BA in general.	 (Bundelkhand 93; Gorakhpur 90)

The same is discussed below
Case I. If the matrix A is m x n and the matrix B. is n x k, then the

product AB exists whereas BA does not exist, since we know that AB can he
calculated only if the numbers of columns in A is equal to the number of rows
in B.

Case I!. If the matrix A is ni x n and the matrix B is n x rn, then both AB
and BA exist, but the matrix AB is m x m while the matrix BA is n x n. (Note)

Hence AB * BA though AB and BA exist.
Case III. If both A and B are square matrices of the same order, then AB

as well as B	 Ut are not necessarily equal
i.er] and B=[3 1]

then AB =fl 2 1 x [ 3 11=11-3+2.4 11+2-7
[3 4] [. 7] [3-3+44 3•l+4-7

=1 11 	 15
[25 31j

and BA -[3 l i x I l 21=13.1+13 32+14
[4 7]	 4] [4 . 1+7 . 3 4-2^7-4

=[ 6 '°l
[25 36]

AB*BA.
( ButifA'[l O l andB J I 0

[0 -2]	 o 4

then	 =r	 o1[i o1=[ii+oo 10+04
- - [o -2] [o 4J [o . 1_2 .o 00-24

Il 0
o -8

and BA =fl ol x [ l	 ol=rl.l+o.o 10+0(-2)
[0 4] [0 -2] [0. 1 +40 00-i-4(-2)

=11	 0
[0 -8

AB BA.
Hence in general AB # BA.	 (Gorakhpur 95, 90)

Note 1. If AB = BA, then matrices A and B are said to commute. If

AB = - BA, the matriccc A and B are said to anticommute.
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**Note 2. The product of Iwo non-zero matrices can also be a zero (or
null) matrix.	 (Avadh 93; Goraklzpur 91; Meerut 96P)

Let A=Il l]andfl=[ 1 0

I	 I]	 [-1 0

then	 ABI I I j_x[ I 0 11 1 	 i(- 1) 10+1.01=100 01=0[I 	 i	 0] [1.1+1.(_1)	 10+1 .0 	 0]
i.e. AB is zero matrix (or null matrix) where neither A nor B is a zero

matrix.

AB=O does not imply that either A=O or B=O.
Here BA=[ 1 o]x[l I

i	 o] [1	 I

=[	 11+01	 1 , 1+0-1	 I	 I
[ . 1 . l+o. 1 . -1 . I+0 . 1J [_i	 -1

i.e. BA * 0
Another Example,

	If A=J4 4] and B=[- I	 1J, then
[3 3]	 [1 

AB=[4 4]x[-I
[3 3] [1 -J

=[4(-l)+4(1) 4(1)+4(-1)]=[,) 01=0
[3(-1)+3(l) 3(1)+3(- 1)] [o oj

i.e. the product of two non-zero square matrices can be a zero manLi.

and BA=[-i	 1]xf4 4
[1 -1] [3 3

=1 (- 1)4 + 13 (- 1)4+ 1 1-1l - i] ;t0
[1 . 4 +(- 1)3	 14 +(- 1)3] [ 1	 1]

*Note 3. The multiplication of matrices generally does ,uf obri f/it Imi
of cancellation

Let A=[0 i]. B 1 a 0 1. C=[b 0
[0 0]	 [o oj	 [o 0

where a # h

ThenAJJ=[0 I][a 0 1 = 1 0 01=0
Lo o][o 0] [o 0]

and AC=[0 I][b 0]=[o TO
[o o][o 0] [o 

It is evident that here AB = AC but B * C.
Law of cancellation is not obeyed in general.

-2
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Solved Examples on § 1.08

F+  1 JAA A is any m x n matrix such that AB and BA are both

defined,	 at is the order of 11 7

Sol. The rcqjd order of B n x m.	 (Sec Case II Page 2)

.jy1u1tipIyI3_ 141 and —21
()
3

Sol. 13—I 4I)<1_2=13(2)4(_1301	
Aiis.

6

ExiifA = 	1 2 0 , 11=10 0 0 find AB.

	

1 1 0	 0 0 0

	

—i 4 0	 L'
Sot. AB = - I 2(1 x 0 () 0

1 1 0	 0 0 0

	

—I 4 0	 1 4 9

	

10+20+0-1	 1.0+2()+()	
I() + 20 + 09

	

1.0+10+01	 10+10+04	
10+10±09

_i .0+40+01 - 1 ()+40+04	 10+40+09

	

0 0 0 = 0, where 0 is the null tnatnX of order 3.	 Ans.

0 0 0
0 1) 0

Ex. 2. If A = 3 1 2 and B = 1 4
0 1 I	 2 2
1 2 0]	 LI oj

then find AB. Whether BA exists 7 Give reason.	 (13urv2nchal 89)

Sol. AB	 3 1 2x I
0 1	 I	 2 2
I	 2	 0	 • 1 	 ()

	

= 3.1+12+21	
1t4+l2+2()

01+12+11 0.4+12+10

11 +2-2+0 1  1 4 + 22+00

7 14	
Anc.

32
58

Here AV, a matrix of order 3 > 3 and B I sanlatrl\ oi orde' 3 1.

Hence BA does nol exist as number of column s iii 13 is not equal I the

number of rows in A.



II	
Mult i plication of Mairice	 IS

	

* '3 aJ.If =	 1 -2 3 and B= 2. 3

find AB and show th	 (Rohilkhand 97)
2 ^7V Xf

= V j+4 32 13+(-2)5+ I

'L -42+4+5	 -43+25+5 I

=10 -41

	

[10	 3] \
and	 BA= (2 3 x[ Cl` -2 3 1

	

4 5	 [-4	 2

= (j3(-4) 2(-2+3(2) 2(3)4 1 (5)
41-±.5(-4) 4(-2)+5(2) 4(3)+(5)

[ 2 . 1 +i(-4) 2(-2)+ 1(2) 2(3)+ 1(5)

	

=-I0	 2 211

	

-16	 2 371

(_. 
-2-211]

Hence
Ex. 3(b). If A =	 2 3 4 and B =	 1 3 0

1 2 3	 -1 2 1
-1 1 2	 0 0 2

then prove that AR BA.	 (Meerut 97)
Sol. AB=	 23 4x	 130

1 2 3-1 2 1

	

-1 1 2	 0 0 2

21 +3(- 1)+40	 23+32+4.0	 20+31+42
II +2(- 1)+30	 13 +22+3 . 0	 10+21+32

(-1)1 + I (- 1)+20 (- 1)3+12+20 (- 1)0+11+2.2
=	 2-3+0	 6+6+0 0+3+8 = -1 12 Ii

	

1-2+0	 3+4+0 0+2+6	 -1	 7 8
-1-1+0 -3+2+0 0+1+4	 -2 -1	 5

and BA =	 1 3 0 x	 2 3 4
-1	 2	 I	 1	 2 3

	

0 0 2	 -1	 I 2

=	 12+31 +0(-1)	 13+3240.1	 14+33+02
(-1)2+21+l(_I) (-1)3+22+1 . 1 (-1)423+I2

02+01 +2(- 1)	 03+02 2 1	 04+03+2.2
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=1 2+3+0	 3±6+0	 4+9+0 = 5 9 13

1-2+2-I -3+4+1 -4+6+2	 -1 2 4

L 0+0-2	 0+0+2	
0+0+4	 -2 2 4	 (ii)

	

From (i) and (ii) we find that AB * BA.	 Hence proved.

**Ex 4. If 41A =  -4 8 4 , find A.

1	 -1 2 1
3	 -3 6 3.

Sol. From § 1.08 Page ii we know that if X is an m x n matrix, Y is an

n x k matrix, then the product XV is an ni x k matrix.

Here 4 1 is 3 x 1 matrix and - 4 8 4
1	 -12.1

3	 -3 6 3

is 3 x 3 matrix, so A must be a I x 3 matrix i.e. a row mairix.	 (Note)

:. Let Atabc]

ThenI4Xta b c]- -4 8 4

ii	 -121
-3 6 3

which gives 4a 4b 4c = -4 8 4
a	 b	 c	 -1 2 1

[3a 3b 3c	 -3 6 3

Comparing corresponding elements we have
4a = -4, a =-  1, 3a = - 3, 4b= 8, b =2,  3b = 6 and 4c = 4, c = 1, 3c = 3.

All these are satisfied by a = - 1, b = 2, c = 1.
Hence fronr(i) we have A = [a b cJ = - 1, 2, 1).	 Ans.

Ex. 5. If A	 1	 1	 3 , show that A2=0
226

-1 -I -3

Sol. A2=	 1	 1	 3 x	 1	 I	 3
22	 6	 2 2	 6

-1 -1 -3	 -1 -1 -3

=	 1 . 1±I2+3(-1)	 1-1+I2+3(-1)	 13+l6+3(-3)

21 +22+6(- 1)	 21 +2•2+6(- 1)	 23+26+6(-3)

- 1-1 - I2-3(- 1) -	 - 12-3(- I) -13- l•6-3(-3)

= 0 0 0 = 0, where 0 1 3 x 3 null matrix.
000
0 0 0	 Hence proved.

Ex. 6. Find the square of the matrix
-1	 1	 1 - 1

1	 1	 1	 1
1	 1 -. 1 	 1
1	 1	 1 -1
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SoL	 —I	 1	 1	
2

1	 —1	 1	 1

1	 1	 —1	 1

1	 1	 1-1

—1	 1	 1	 1	 x —I	 1	 1	 1
1	 —1	 I	 1	 1	 —1	 1	 1
1	 1	 —1	 I	 1	 I	 —1	 I
1	 1	 1	 —1	 1	 I	 1	 —1

=	 +Il+ll+ll	 (—l)l+l(—l)+ll+l-1

1 (-1) + (-. 1)1 + I-I + 11	 ii + (-1) (-1) + 11 + i-i
1 (— l)+ Ii +(— I) I + II 	 II + 1 (-1)+(— 1) I + 11
1 (-1)+ 11+ 1-1+(-1) 1	 11 + I(--1)+1•I +(—l) 1

(- I) I + 11 + I (- I)+ 11	 (-1)1 + 1 . 1 + 11 + 1 (- 1)1
1 . 1 +(— 1)1+1 (-1) + 1 . 1	 1 . 1 + (-1)1 + 1 . 1 + 1 (-1)
1•1+l•l+(—l)(—l)+11	 11+l1+(-1)1+I(--1)
11 + l•1 + I (- 1)+ (-1)1	 1 . 1 + 1 . 1 + 11 ±(— 1) (-1)

= 4 0 0 0 =4 1 0 0 0 =41.
o 4 0 0	 0 1 0 0
0040	 0010
0 0 0 4	 0 0 0 1	 Ans.

*EL 7.

A= 1	 1 —1 ; B= —1 —2 —1 , C= —1 —1	 1
2 —3 4	 6 12	 6	 2	 2 —2
3 —2	 3	 S 10	 5	 —3 —3 3

show that AB and CA are null matrices but BA * 0, AC # 0.
Sol. AB= 1	 1 —1 x —1 —2 —1

2-3	 4	 6 12	 6

3 —2 3	 5 L  5
= I (-1)+l6+(-1)5	 I(-2)+112+(-1)10

2(-1)-36+45	 2(-2)-312+4-10
3 (-1) —26+35	 3 (-2) —212+310

l(-1)+16+(-1)5
2(— 1)-36+45

3(— 1)-26+35

= 0 0 0 J, which is a null matrix.
000

	

0 0 0	 (See 1.03 Page 4)

This is known as 'unusual property' of Mnrix Multiplication

CA= —I —1	 1 x 1	 1 —1

	

2	 2 —22 —3	 4

	

3	 3	 3	 3 —2	 3
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= -1-1-12+1-3 -I-l-I(-3)+1(-2) -l(-l)-1-4+I-3
21+2-2-23	 2-l+2(--3)-2(-2)	 2(-1)+2-4-2-3

-31-32+33 -3-1--3(-3)4-3(-2) -3(-1)-3-4+3-3

=[

O 0 0 , which is a null matrix,
000
0 0 0	 Hence proved.

We can prove in a simiUar way that BA 0 and AC # 0.
Ex. 8. Find the product of the following two matrices

o	 c -b x a2 ab ac
-c	 0	 a	 ab b2 be
b -a	 0	 ac be c2	 (Bundelkhand 93; Kanpur 94)

Sot. The required product

= 0	 c -b x a2 ab ac

-c	 0	 a	 ab b2 bc
b -a	 0	 ac bc c2

=	 0-a2 + c-ab - b-ac	 Oab + c-b2 - b-bc	 0-ac + c-bc - b-c2

- c-a2 + 0-ab + a-ac - c-ab + Ob2 + a-bc - c-ac + 0-bc + a-c2

ba2 - a-ab + 0-ac	 b-cb - ab2 + 0-bc	 b-ac - a-bc + 0-c2

=000
000
000	 Ans.

**Ex. 9. Prove that the product of two matrices
1co 2 o	 cos o sin el and [c0s24,

	 Cos 4) sin 4

LCOS 8 sin 9	 sin2 8 J	 [cos 4) sin 0	 sin2 4)

is zero when 8 and 4) differ by an odd multiple of it.

(Bundelkhand 92,- Meerut 91 .5)

Sot. The required product
=[cos2 cos2 O +cosO sin 9 cos 4, Sifl 4,

cos[ 	 o sin 0 cos 4, + sin  9 cos 4, sin 4)

cos2 9 cos 4, sin 4) + .o.c 9 sin 0 sin  4)

cos 8 sin 8 cos 4) sin 4, + sin2 8 sin  4)

=1 cos 9 cos 4, (cos 9 cos 4, + sin  sin 4,)

[sin O cos 4)(cos 8 cos 4)+sin 8 sin

	

4,)	 -

cos 0 sin 4,(cos 8 cos 4)+ sin 9 sin 4))
sin 0 sin 4) (cos 9 cos 4, + sin 0 sin 4))

=[cos8cos4)cos(0-4)) cos8sin4)cos(0-4))
sin 0 cos $ cos (8-4)) sin 9 sin 4) cos (9-4))
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If 0 4) = an odd multiple of 1 it, then cos (9 - 4)) = 0 and consequently

the above product is zero (i.e. the null matrix of order 2>< 2).
S EL1O.IfA = I Cos e — sin el,B=Fcos4) -sin4)

	

[sinO	 coseJ	 [sin4)	 cos 4)

show that AB = BA.	 (Gorakhpur 90)

Sol. AB=[ 	 .-- s ine l x l cos 4) —sin4)
[sin 0	 cos 0 j [sin 4)	 cos 4)

=[cosOcos4)_sin9sin4) —cos0sin$—sin9cos4)
[sin0cos4)+cos0sin4) —sin0sin$+cos4)cos4)

=[cos(0+4)) _sin(0+4))]
[sin (9+4))	 cos (0+4))j

AndBA=Icos4) —sin4)1>[cose —sine
sin4)	 cos 4)j [sinO	 cosO

=[cos4)cos0_sin4)sin8 —cos4)sinO—sin4)cos0
[sincos0+cos4)sin9 —sin4)sin0+cos4)cos0

=[cos(0+4)) —sin(9+4))1
[sin (0 + 4))	 cos (ti + 4))
From (i) and (ii)	 vet AB = BA.	 Hence proved.

**Ex. 11. H A, B, C are three matrices such that
A = [x, y, zi, B = a h g , C = x I evaluate ABC.

h b f	 y
g f c	 z

(Goralthpur 94; Kanpur 93; Kumaun 94; Purvanchal 90)
Sot. AB=[x, y, z] x a h g

h b f
gfc

=[x.a+y.h+z.g x.h+y.b+z.f x.g+y.f+z.c]
or ABC=[iu+hy+gz hx+by+fz gx+j5+cz]x x

V

Z

= [x (ax + hy + gz) + y (hx + by +ft) + z (gx +fy + cz)]	 (Note)

= [ax2 + by 2 + cz2 + 2h.ty + 2gz + 2hz] .	 Ans.
Ex. 12 IIA=12	 3 i] and B=rl	 2 -6

[0 -1 5]	 [0 -i	 3

evaluate (a) A2 - B2 and (b) AB and BA.
Sot. (a) A2 =I2	 3 1 ]X[2	 3 I

0 -	 5  	 0 - 1 5 j which does not exist as

number of columns in the first matrix is not equal to number of rows in the
second matrix.
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Similarly B 2 does not exit.
(b) AB and BA both do not exist, the reason being the same as in part (a)

above

*Ex 13. Evalute A 3 if A [ cosh 0 sinh 9

L sh0 cosh 

Sol. A2 = [cosh 0 sinh 0 lx F cosh 0 sinh 0

L smh 0 cosh 0] [sinh 0 cosh 8

	

= [± sinh2 0	 cosh 0 sinh 0 + sinh B cosh 0
[sinh 0 cosh 0 + cosh 0 sin B sinh2 0 + cosh  0
r	 1 -	 -	 2	 2	= cosh 20 s,nh 20 I	 cosh 0 + s,nh 0 = cosh 0,

	

L sinh 20 cosh 20 j	 2 sinh 0 cosh 0 = sinh 29

A3=A2A= [ cosh20 sinh2ol[cosho sinhO
L sinh2O cosh 2OjL sinhO cosh 

	

= cosh 20 cosh 9	 cosh 29 sinh 8

	

+sinh20 sin 9	 +sjnh29 cosh 9

	

sinh 20 cosh-0	 sinh 29 sinh 0
+ cosh 20 sinh 0	 + cosh 29 cosh 9

= cosh (20 ± 0) sinh (20 + 8)
sinh(20+0) cosh (29+0)

sinh(A+B)=sjnhAcoshB+coshA sinhB
cosh (A + B) = cosh A cosh B + sinh A sinh B

= [ cosh 30 sinh 38 1

	

L sinh 30 cosh 30]	 Ans.

	

Ex. 14. if A	 2 - 1 1 , evaluate A3.
	0 	 12

	

1	 01

	

Sol. A2 =A= 2 —1 1j)< 2	 1 1

	

0	 12	 0	 12

	

1	 01	 1	 01

2-2-1-0±11 2(-1)-11+l0 2.1_1.2+1.11
02+ 10+2 . 1 0(-1)+1-1-s-2•0 01+12+2-1

	

12 *01 + Ii	 1 (- 1)+0-1 + 1 .0 1-1 +0 . 2+ 1.1

= 4+0+1 —2-1+0 2-2+1 = 5 —3 1

	

0+0+2	 0+1+0 0+2+2	 2	 1 4

	

2+0+1 —1+0+0 1+0+1	 3 —1 2

A3 =A 2 A= 5 —3 1 JX[2 —1 1

	

2	 1 4	 10	 1 2
3 —1 2 H
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52-30+11 5(-1)-31+1•0 51-32+11
22+10+41 2(-1y11+40 21+12+41
32-10+21 3(- 1)-11 +20 31-12+21

= 10-0+1 -5-3+0 5-6+1 = II -8 0
4+0+4 -2+1+0 2+2+4	 8 -1 8

	

6-0+2 -3-1+0 3-2+2	 8 -4 3
Ex. 15. lfA=[i	 0 1, B=[0 - 1 1, C=[O 

[0 -i]	 [1	 0]	 L' 0]
Prove that

A 2 =B 2 =C2 =-I and AB=_C=_BA,whereI=11

21

Ans.

0
I

'Kumaun 92)
Sol. A2=[i	 OlxIi	 0

[	 -i] [0 -i

=[i . i+O . O i0+0(-i)	 I
[O . i - jO 0 . 0+(-i) (- i)] [ 0

=-[l 0
[o I

or

and	 B2=[o - il x [ o -11=10.0-1.1
[I	 0] [1	 0] [1.0+0.1

=1-i	 0 1=-l i 01=-i
[ 0 -1]	 [o iJ

0
- I

§ 1.04 Page 6

0(- l)+(- 1)0
I (- 1)-+-00

and

Sinitlar]y we can prove that C2=_  I. Hence A 2 = B2 = C2 =_ L
Again AB=[i	 01x[0 -1

[0 _ij [1	 0

=[i0+0 . 1	 i(-1)+00
[0 .0-1(l) 0(-1)-i0

1
-o -i1=-[ o i

[_i	 0]	 [1 0]

BA=[0 _i]x[e	 0
[1	 0] [o -i

=[0.i_1.0 0. 0_1(_i)IT il=c.
[1-1+00 i . 0+0(_i) 	 0]

Hence AB=-C=-BA.
*Ex 16. If A= 1 2 3 ; B= xand AB= 6

012	 y	 3
0 0 1	 z	 1
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find the values of x, y, z.
Sol. AB	 1 2 3 x x

012	 y
001	 z

or	 6 = 1x+2y+3z
3	 O'x+ly+2Z
I	 0x+0y+l-z

or	 6=x+2v+3z,3Y+2Z,lZ,
comparing the corresponding elements of the matrices on both sides

Solving these we get x= 1, y= I. z = 1.

Ex. 17. Find the values of x, y, z in the following equation

1 2 3 x x	 4 —2 42
3 1 2	 y	 0 —6 LI
2 3 1	 z	 —1	 2

(Note)

Ans.

Sol. 1 2 3 x .t = 1x+2-y+3z
3 1 2	 y	 3x+1y+2-z
2 3 1	 z	 2x + 3y + 1 z	 (i)

And 4 —2 421= 42+(-2)11=[61
0 —6	 Lii	 o•2+(-6)1	 —6

—1	 2	 —12+	 2•1	 0	 ...(ii)

With the help of (i) and (ii), the given equati on. reduces to
x+2y+3z = 6

	3x+ y+2z	 —6

	

2x+3y+ z	 0

From this on comparing the corresponding elements on both sides we get

x+2y+3z6; 3x+y+2z=-6 and 2x+3y+O.

	

Solving these we get x = - 4, y = 2, z 2.	 Ans.

Ex. 18. Given At 	 0 0 0 1 ; A2 = 0 0 0 I
0 0 1 0	 0 0 —i 0
0100	 0  00
1 0 0 0	 —i 0 0 0

A3= 0. 0 1	 0 and A4 = 1 0	 0 0

0	 00-1	 01	 00

1	 00	 0	 00-1	 0

0 —1 0 0	 L0 0
	 0 —1

Show that AIAk + AkAI = 21 or 0 according as i = k or i k and I is the

unit matrix of order 4 and I and k take the values 1, 2, 3 and 4.
Sol. Let i = k I (say). Then AiAkAIAi =AkAi
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AA=AA— 0 0 0 1 x 0 0 0 I

	

0010	 0010

	

0100	 0100

	

1000	 1'O 00

= 0+0+0+1 0+0+0+0 0+0+0i-0 0+0+0+0
0+0+0+0 0+0+1+0 0+0+0+0 0+0+0+0
0+0+0+0 0+0+0+0 0+1+0+0•-0+O+0+0
0+0+0+0 0+0+0+0 0+0+0+0 1+0+0+0

= 1 0 0 0 =1
01 00
0010
0001
A 1 Ai + AkA1 = I + I = 21	 Hence proved.

If it-k, let i=3 and k=2
	Then AIAk = A3A2 = 0 0 1	 0 x 0 0 0

0	 0 0 —1	 0 0 —i 0
1	 00	 0	 0 i 00
0 —1 0	 0	 —i 0 0 0

= 0+0+0+0 0+0+j-4-O 0+0+0+0 0+0+0+0
0+0+0+i 0+0+0+0 0+0+0+0 0+0+0+0
0+0+0+0 0+0+0+0 0+0+0+0 i+0+0+0
0+0+0+0 0+0+0+0 0-f-i+0+0 0+0+0+0

= 0 i 0 0 =i 0 I 0 0
i000	 1000
000i	 0001
GOjO	 0010

	

And AkA=A2A3 = 0 0 0	 x[0 0 1	 0
0 0 —i 0	 1 0 	 0 0 —1
0 1 00	 I	 00	 0

—i 0 0 0	 Lo —1 0	 0
= F 0 —1	 0	 0	 multiplying in the usual way

—i 0 0 0
0 0 0 —i
0 0 -1	 0

=—i 0 1 0. 0
1000
0001
0010

AAk+AJ4 1 =j 0 1 0 0 —i[0 1 0 0

	

1000	 11000
0 0 0 1	 0 0 0 1
0 0 I 0	 [0 0 1 0L
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= 0	 Hence proved.
We can in a similar way prove the above result by giving i anri k other

values also.
**Ex. 19. If A0 = cos a sin a then prove that

L_sina cos a]

(a).AAa+ P and (b)Ac.A_aiS unit matrix.

	

Sol. (a) A0 A = cos a sin a I xi cos	 sin 3

	

I _sinct cosa 	 [_sin	 cos3

=1 cos a cos 3-sin asin P	 cos a sin + sin a cos I

L _sac0s_c05asin P -sin asin+cosacos3

[ cos (a + 3) sin (a + ) = A 0 +

L - sin (a +	 cos (a + n.)]	 Hence proved.

(b) Here A..0 = cos (- ci) sin (- a) = cos a - sin a
sin (- a) cos (- a) j 1. sin a	 cos a

A0 . A._ 0 =I cosa sin  l x [ cosa -sincx
_sina cos a] Lsina	 cosa

=[	 cos2 a+ sin  a	 -cos asin ct+ sin acos a
L_sin a cos a+ cos a sin a 	 sin2ci+cos2a

=I ' °1 which is an unit matrix.
0 lj	 Hence proved.

Exercises on § 1.08.

Ex. 1. Multiply [4 5 6] and	 2
3

	

-1	 Ans. [17]

Ex. 2. Multiply [1 2 3] and 4 -6	 9	 6
0-7	 10	 7

	

5	 8 -11 -8

Ans. [ 19 4 -4 -4j
Ex. 3. If A= [ 1 - 1 

J
1 and B = 1 1 1 show that AB is a null

[-i	 i 	 [1	 1]
matrix.

Ex. 4. Show that [-5 2 3 1 x i 1101 1 4]	 1	 o
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Ex. S. Show that 0 0 1 Ix 0 1 0 1 = 1 0 0

	

010	 001	 001

	

100	 100	 010

Ex. 6. IfA=[0 11 and B=[ 1]. find AB and BA if they exist.
[1 2]	 [2]

Ex. 7. If A=	 I	 1 —1 1, B= —1 —2 -11
—2	 3 —4	 6 12	 6

3 —2	 3	 5 10	 5

then prove that AB = 0 but BA * 0.
Ex. 8. If k =	 I -2	 3 and B = 1 0 2

2	 3 —1	 0 1 2
—3	 1	 2	 120

then prove that AB BA.
Ex. 9.IfA= —2 3 —1 ,B= 1 3 —1

—1 2 —1	 2 2 —1
—6 9 —4	 3 0 —1

then show that AB = r0 0 - BA	 1 0 01.
0 1 0	 0 1 0
0 0 1	 0 0 1	 (Meerut 94)

Ex. 10. Show that - I	 I	 I x	 0	 (1/2) (1/2) = 1 0 0

	

1 —1	 1	 (1/2)	 0	 (1/2)	 0 1 0
I	 I - I	 (1/2) (1/2)	 C)	

L 
0 0 1

Ex. 11. Form the products AB and BA, when
A 	 234] and B= 5

4
3

	

2	 Ans. AB = [30]

Ex. 12. If A= 1 4 0 , B= 3 2 1 1 and C= 3 2 1
250	 123	 123
360	 456	 789

then prove that AB - AC = 0.

Ex. 13. Show that [2
[ii

2 lix	 2 —I
1	 1]	 0	 4

	

—2	 1
1 —3

(Bundelkhwid 94)
Ex. 14. If A = 1	 2 , evaluate A 2 .	 Ans. r 9 -

14 _3j	 [_8	 17
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Ex. 15. If A = 0 1 2 and B =	 I -21,  find AR or BA
123	 -I	 0
2 2 4	 I -I

whichever exists. 	 Ans. AB = I - 2 and BA does not exist.
2 -5
3 -8

Ex. 16. If A= 1 -23 1 and B= 1 0 2
2	 3 -I	 0 1 2
3	 1	 2	 120

then prove that AR * BA.
t Ex. 17. If X, Y are two matrices given by the equations

x+Y=1i 21 and X-Y=[ 3 2 1, findXY. Ans. XY=1-2 -

L	 4]	 L-' 0]	 [ 3	 2

Ex. 18. In Ex. 11 Page 19 of this chapter, evaluate A (BC).
(Purvanchal 90)

Ex. 19. If order of A is m x n and that of C is m X I and A x B C then

order of B will be (i) Ix n, (ii) n xl, (iii) I x 3, (iv) 3 x 1.	 Ans. (ii)

Ex. 20. If A is ,n x n matrix, B is n x I matrix and C is Ix k matrix, then
theorderof(AB)C will be(a)mXI,(b)nXP,(c)m x k,(d)k>< m Ans.(c)

§ 1.09. Properties of Multiplication of Matrices.
**Property I Multiplication of matrices is associative.
(Agra 96; Avadh 94, 92, 90. Garhwal 91; Gorakhpur 91; Rohilkhand 94)

Let A=[a]; B [ bjk), C = [ckrj be three m x n, n x p and p X i matrices

respectively then (AR) . C = A. (BC).
/

...Joof. Let AB '= (d1kJ, where dk = Y. ay bk	 (i)

Then (AB) . C = [d,k] x [Ckr] = [e,r],

P
where

	

	 e,r = Y dk. Ckr
k=1

=	 aijbj,t .ck,. from (i)

P	 'I

i.e. (i. r)th element of (AB) . C = E	 av b3k Ckr
k=1 1=1

P

And let BC = (girl , 93	 bjk Ckr	 (iii

k=1

Then A . BC = [a] x (girl [hjrl,

n

where	 hjr	 a).gjr
j=I
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a	 (p
bjkckrl, from (iii)

	j =l	 tk=I	 )
P	 a

i.e.	 (i, r)th element of A. (BC) = Y,	 Y a, hJk Ckr,	 ...(iv)
k=I j=I

since the summation can be interchanged.
From (iii) and (iv) we can conclude that the i. r)th elements of

(AB). C and A. (BC) are the same and their orders are also m x /.
Hence	 (AB). C = A . (BC).
"Property II. Multiplication of matrices is distributive with respect

to matrix addition.	 (Bundelkhand 96, 92)
(a) Let A = [a,), B = [ bfk] and C = [ cjkJ he three rn x n, n x p and ii x p

matrices respectively, then A (B + C) = AB + AC
(Avadh 93; Gorakhpur 93; Rohilkhand 93. 92)

v/-Proof. A(B+C)= fail] x ([bjk]+[cjk])

= [ai1 [bk + c1kJ = [d1kj, say,
a

where	 djk	 Z aij (bfk + cj)
j=1 aa

or	 (i, k)th element of A (B + C) = Z arj bjk +I a, Cjj
1=1	 j=1

Again AB = [ aij] [bjkj = [elk], say,
a	 a

where e = Z a, hk i.e. (i, k)th element of AB =	 aij bjk 	 ...(ii)
j=l	 j=I

Similarly we can prove
a

(i, k)th element of AC =

	

	 aij cjk
j=l

From (ii) and (iii) we have
a fl

(i, k)th element of AB + AC = 1 a 1 bfk + Z aj Cjk
J=1

Hence from (i) and (iv) we conclude "that A (B + C) AB + AC.
(h) Let A = [ Ow), B (bjk l and C [ck] te three a Xp. ,n x n and rn X a

matrices respectively.
Then (B + C) A = BA + CA.
(Note. If A and B be ,n x n and a x p matrices then BA can not exist

whereas AB exists).
Proof. Its proof is simiLu to that of part (a) above.
§ 1.10. Positive integral power of a square matrix.
From § 1.09 we find that if A is a square matrix, then only the product

AA is defined and we write A 2 for AA



28	 Matrices

Also by associative law

A 2 A = (AA) A = A (AA) = AA 

So A2  or AA 2 is written as A 3 . -

In general AAA ... A is denoted by A" if there are n factors.

Definition. If A he a square matrix, then AA .... n times =

and Am + 1 Am . A, where m is a positive integer.

Theorem 1. If A he a square matrix (n x n say). then

A1' .	 = A" ", for any pair of positive integers p and q.

Proof. We shall prove this by the method of induction.

From definition we know that A1' . A = A1' + , where p is any positive

integer.

A1' A q = A1' + q holds when q I, whatever p may be.

We shall now prove that if it holds for a partiular value in say of q for

all values of p, then it must hold for the value in + 1 of q for all values of P.

Now A1' A1 + = A1' . ( Am . A) , by definition given-above

= (A" . A tm). A, by associative law
p4-rn	= (A	 ) A, by hypothesis

p+m+1

	

= A	 , by definition given above

= AP +	 + ', by associative law of addition of numbers.

i.e. A1'.Aq = 41' + q holds for the value m + I of q, whatever p may he if

it holds for q in.

Hence the proof by mathematical induction.
Theorem H. If A be a square matrix, then

= A1', for every pair of positive integers p and q

Proof is similar to that of Theorem I above.
Solved Examples on § 1.09 - § 1.10.

*Ex. 1, Evaluate A2 -4A-5I, where
A= 1 2 2 1 and 1=11 0 0

212	 010
2 2 1	 0 0 1	 (Garhwa'I 90)

Sot. A2 = I 2 2 x I 2 2

	

212	 212

	

221	 221

1 . 1+22+22 1-2+21+2-2 1-2+22+21
'2-1 + 1-2+22 2-2+ 1-1 +2-2 2-2+1.2+21
2-1 ± 2-2 + 1-2 2 . 2+2 1 ± 1-2 2 . 2 + 2 . 2 + II
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1+4+4 2-2+4 2+4+2 = 9 8 8
2+2+4 4+1+4 4+2+2	 8 9 8
2+4+2 4+2+2 4+4+1	 8 8 9

A2-4A-5I
=988-41 22-5I 00

8 9 8	 2 1 2	 0 I 0
889	 221	 001

= 9 8 8'+ -4 -8 78 + -5	 0	 0
S 9 8	 -8 -4 -8	 ( -5	 0
8 8 9	 -8 -8 -4	 0	 0 -5

= 9-4-5 8-8+0 8-8+0= 0 0 0 =0,	 Ans.
8-8+0 9-4-5 8-8+0	 0 0 0
8-8+0 8-8+0 9-4-5	 0 0 0

where 0 is the null matrix.

	

Ex. 2. Let f (x) = x2 - 5x + 6, find f (A) if A = 2	 0 1

	

2	 13
1 -1 (1

Sol. f(A) = A 2 - 5A +6

= A 2 -5A+61,wherel= 1 0 0
010
001

	

Now proceed is in Ex. 1 above. 	 Ans.	 I - I - 3

-1 -1 -10

	

-5	 4	 4
*Ex. 3. If A =[ 2 - 1 1 and B =[ 1	 0 1, show that

0	 i	 L—' -1 
(A+B)2=A2+AB+BA+B2^A2+2AB+B2

So!. A2=[2 - 1 1>[ 2 -.1

L°	 'i L°	 '
=[2.2+(-1)o 2(-1)-1 . 1]=[4 -3

L 02 + 1 -0	 0-1+i.lj [0	 1

AB=[2 -ilx

1_

1	 0
Lo	 1]	 i -1

f2 . 1-1(_1) 20-I(-l)]=[ 3	 1

BA=[ I	 o l x r 2 -1
[-1 -iJ [0	 1

-3

A
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=1 12+0-0	 l(-1)+0.II=[- 2 —1
[-1 .2-10 _1(_1)_1-1 	 2	 0

B2=[ i	 o l x I 1	 0

L-' -'J L - ' —1

=[ 1.1+0(—I)	 1-0+0(— 

1)1= 1
1 0

1 . 1_1(_I) —1.0-1(-1) 	 °
A+B[2 -11+1 10

[o	 1] [-1 —i

=[2+1 -i+ol=1 3 —I
[0-1	 1—I] [_i	 o

(A+B)2 =[ 3 —i]x	 3 —1
[—I	 oJ [-'

=[ 3•3-1(—I)	 3(-1)-1-011 10 —3]
1 . 3+0e-1	 —1(-1)+O-Oj L- 3 	 ij

Now A2+AB+BA+B2
=I4 -31+1 3	 i]^[ 2 -]1+1 1 0
[o	 1] [_i _ij [-2	 oj [o 1

1

14+3+2+1 —3+l-1+0]=[ 10-3
[o_1_2+0	 i-i+o+ij [-3	 1

(A + B)2 from (I)	 Hence proved.

Also A2 + 2AB + B2
=1 4 -31+21 3	 il+Ii 0

[o	 Ij	 [-1 _ij [0 i

14 -3 ] + [ _ 6	 2 1 + 1 1 01
[0	 1 	 2 —2] [0 I]'	 See 1.04 Page 

=f4+6+1 -3+2+01=1 11	 1*(A+B)2

L°-2°	 1-2+1j L- 2	 Oj	 Hence proved.

Ex. 4.lfA4O llandB10 _1],sbowthat
[iij	 [1	 OJ

(A-4-B)(A—B) A2—B2
SoL A+B=

I

0 il+ro -il=Io+o	 10
i ij [i	 oj [i+i i+oj [2 1]

A—B=ro 11-1 0 -11=10-0 1-(- I )] = 1 0 2

L' 1] ['	 o] L'-' 1-0	 j [01

(A+B)(A—B)40 O l x I O 2

t 2 iI [o
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= 1 00+0.0 02+0.1 1 = 1 0 01
[20+10 2 .2+1 . 1] [0 5j

A2=10 l l x l o 1 1 = 1 0-0+1 - I 0.1+1.11=11 1
[I	

'i [I	 1] [1 .0+1 . 1	 1 . 1+1 . 1 	 1	 2

B2 =1 0 -1140 - 1 1 = 1 0-0 - il - 0 - 1 - 1 -0 1 = 1- 1	 0
[i	 oj [i	 0] [1 .0+0 . 1 _i-1+0.Oj [ 0 -1

A2 _B2 =1l il-I-i	 0 1 = 1 1+1 1 - 0 1 = 1 2 Ii
L' 2J [ 0 _1J [1-_o 2+1] [1 3j

Hence from (1) and (ii), (A + B) (A - B) * A2 - B2.
Ex.S(a.IfAdenot The matrix Ia hi, prove that

c dj

A2 -(a+d)A+ (ad -bc)I=O.

Sol, A 2 =I a b i x i a b
[c dJ [c d

= a-a-+-b-c a .b+bd]=1a2 +bc b(a+d)

c-a-4-d•c cb+d .dj lc(a+d) cb+d2

A2-(a+d)A+(ad-bc)J

=[a2+bc b (a + d)1-(a -4- d)1 a b l + (ad - bc) [ I O
[c(a+d) cbd2 j	

[c dJ	 L°
=[a2+bc b(a+d)1+1-a(a+d) -b(a+t

[c(a+d) cb+d2 j [_c(a+d) -d(a+d)

+Iad-bc	 0

L 
0	 ad-bc

=[a2+bc_a(a++ai_,c b(a+d)-b(a+d)+0

[c(a-ci)-c(a±1)+O	 cb + d2 - d (a + d) + ad - bc

-[o 01=O, where Ois the 2x2 null matrix.
[0 0 j	 Hence proved.

Ex. S (b). if A =	 1	 2	 3 , evaluate 6A 2 - 25A + 421.
2	 3-1
3	 1	 2	 (Agra 94)

Sol. Here A 2 -=	 1 -2	 3 X	 1 -2	 3

	

2	 3 -1	 2	 3 -1

	

-3	 1	 2	 --3	 .1	 2
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=	 11-22-33 - 12-23+31	 13±21 +32
21 + 32 + 13 - 22 + 33- II	 2 . 3 - 3 - 1 - 12

-31 + 12-23	 32+ 13+21 -33--1I +22

=	 1-4-9 -2-6+3	 3+2+6	 -12 - 5	 II
2+6+3 -4+9-1	 6-3-2 1	 II	 4	 1

-3+2-6	 6+3+2 -9-1+4	 - 7	 11 - 6

6A2-25A+421
=6-12-5	 11-25	 1 --2	 3+42 I 00

11	 4	 1	 2	 3-1	 010
-7	 11-6	 -3	 1	 2	 001

= -72 -30 66 - 25 -50	 75 + 42 0 0
66	 24	 6	 50	 75 -25	 0 42 0

-42	 66 -36	 -75	 25	 50	 0 0 42

= ' -72-25+42 -30+50+ . 0 66-75+ 0 = -55 20 -9
66-50+ 0 24-75+42	 6+25+ 0	 16 -9 31

-42+75+ 0 66-25+ 0 -36-50+42	 33 41 -44

*Ex. 6. If A = r 1 - 1 ], then sbow that A2 = 2A and A3 = 4A.
[_1	 1

SoL Given A= 	 1 -1

I_- I 	 I
A2 =A . A=[ 1 -1]x( 1 -1

[-1	 1] [-1	 1

=[1-l^(-1)(-1) 1(-1)+(-1)11=F 2-2

	

L- 1)1 + 1 (-1) (— 1)(- 1)+ i-ij [-2	 2

=2[ 1 -1]=2A,from(i)
[-1	 ij

Again A3 = A. A2 = A. (2A), from (ii)

=2A A-	 2=2(2A),from(ii)
=4

Ex. 7 a). I = F' 0] and E = F 0 1 , prove that

L° 'i	 [0 0]

= a3 ! + 3a2bE.
Vt Soi.iaT[I J.1.b[O ]

= I a4*j'O b 1= [ a +0
[o a+OO] [0+0

.( i)

(ii)

Hence proved.

Hence proved.

(Avadh 91; Gw-Iiwa 96)

0-+b1=
10

a bl=B(say)
u+0 	 a

(
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(al +bE)2 =B2 =IablXIa b
[0 a] [0 a

= [ a-a + b0 a-b + b-a 1= a2 2ab
[0a + a-0 U-b + a.a]	 o a 2

(al + hE)3 = B3 13213 	 (Note)
=[a2 2ab 4a b

[0 a2	 [o a

=Ia2,a+2ab,0 a2.b+2ahal= a3	2b1

[øa+a2.	 0-b+a2-a j	 0	 a3 ] ...(i)

Now a 3! 4 3a2 bE = a3 11 0 1 + 3a2h 0 1

L° 1]

0 + [ 0 3a2b
[o a3 ] [ o 	 0

=.[a3 +0 0+3a2b1=[a3 32b1

[o+o	 a3-+O j [o	 a	 ]	 ...(ii)

From (i) and (ii) we get (a! + bE)3 =a3 14  3a2bE.
Ex 7(h).	 =[ 1 01 and E= 1O I

[0 1]	 [0 0

Th(j 'rove)hat (21 4- 3E)3 81+ 36E	 (Rohilkhand 95)
Do act1y as Ex. 7 (a) above. Here a' = 2 and b = 3.

N	 *E. .lfA=[0	 .-tan (a/2)1, and lisa unit matrix,then
[tan(ct/2)	 0]

prove that 1+A=(1-A)[ Cos cX	 sin (x
-	 [sina	 cosa

So!. !+A=[ t °1[°	 -tan (a/2)
0 lj [tan(a/2)	 0

=[ 1+0	 0-tan (2)1=ltan(ot/2)I	 -tan (w'2)
0±tan (a/2)	 I +Oj 	 I

• 1_A=[l 0 1_ l0	 - tan (cX/2)
L0 1j [iancz/2)	 0

=[ I-fl	 O+ tan ((L/fl 1=r I	 tan (a/2)

L° - tan (/2)	 1-0] [_ tan (CX/2)

!-A)[cns	 - Sin (x
Ifl CX	 Cos CX
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= 1	 tan (a12)] cos a - sin a
L-tan (a/2)	 I iL sin a	 co a

=[ Icos a + tan (a/2)sin a	 1 (- sin a) + tan (a/2) cos a

-	 L - tan (a/2)-cos a + 1sin a	 (sin (X)•tan (a/2) + ICOS a

= { 1 -2 sin2 (a/2)} + 2 sin  (a/2)	 - 2 sin (c/2) cos ((x/2)
+ tan ((X/2) cos a

	

- tan ((x/2) cos a + 2 sin (cx./2) cos (cc/2) 	 2 sin  (a/2'
+ {1 -2 sin - ((x/2))

writing cos a = 1 -2 sin 2 a

I	 - 2 tan (a/2) cos2 (a/2)
+ tan (cx/2) cos a

- tan ((X/2) cog a	 I

+ 2 tan (a/2) cos2 (cx./2)

wrting sin 1 a as tan acos

=	 I	 - tan (a/2) [2 cos2 (a/2)
-(2 cos 2(a/2)-1}]

tan (a/2)[-{2 cos; 2 (a12)-1}	 I

+2 cos 2(a/2))

writing cos a=2cos2(u/2)-1

=11	 -tan (a/2)1=I+A, from (i)
tan (a/2)	 Ij	 Hence proved.

*tEx9(a)IfA-[3	 1, show that A=11+2n -4n
Li - 1 J 	 L n	 1-2n

(Agra '96; Avadh 92; Gathwa! 91; Kanpur 95, Kunwun 95, 93, Meerut 90)

SOLA2	
L	 L

=A.A=[ 3 .-4]x[3 -4

-'i
=r33-4( ' ) 3(-4)--4(-1)11

2
=5 -8

L 1.3 - 1 u 1(._4)_l(_1) 	 -3

=11+2(2)	 -.4(2)1

[	 (2) 1-2(2)]

An , when n=2

An 	1 +2,,	 4nlholds when n=2

[ n	 1-2nj

Now An+1  A". A

(Note)

..Seedef. § 1.10 Page 28.
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=[ l-t-2n	 --41 [3 -4

[ n	 l_2n]

I(' +2u)3-4n(1) (I +2n) (-4)-4n (-1)
n(-.4)+(l-2n)(-l)

	

=[3+2n	 4 -"1=[ I +2(n+1)	 -4(n+1)

L	
- I - 2n j [	 (n ± 1)	 1 --2 (n + I)

i.e.	 A" r[ I + 2n	 -	 1 holds for 'n' = n + 1

n	 1-2,'rj

Also we have shown above that it holds for n = 2.
Hence by mathcmatical induction it is true for all positive integral values

of n.	 .	 Hence proved.

	

Ex. 9(h). If 	 [i 11, 
provcthat Atlr[1	 1,

[0 1]	 L° 1i
where in is positive intgcr. 	 (Kanpur 97, 93)

.Sol. A 2 =A.A=[ 1 il x [i 1
[0 ij [0 i

+ 1.0 - i.ii=[i	 2
[0.1 + 1.0	 (1.1	 i.ij	 [o	 i

rA n,whcren2.

i.e.,	 A n = 
[l it holdsholds when n 2
[0 U

,n-1-1 = An
	 ... See def. § 1.10 Page 27

	

=[l	 nix 1	 ii =[i.i +n.0	 1.1 +n.l

	

1. 0	 1]	 o	 1]	 [0.1 flU	 0.1	 1.1

= I n+1

A n =1 1 °1 holds for 'n' = n + I
[0 1]

Also we have showsn ahoe that it holds icr a 2. Hence by

mathe niatical induction it i s irue for all positive integral values of n.
Hence proved.

	

Ex. JO. Let A = [a b] 	 j! 0. Show that for
[ci	 i]'

n ^ 0, A"	 4' h(i" - 1)
(a - I)

1 0	1
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Sol. A2 =A.A=Ia bi x ia b

[	 1] [0 1

=faa+b.0 a.b+b.l1=1a 2 b(a+l)
[0.a+1.0 0.b+ L1] [o

= a2 b(a2_I)Aflh2
(a — I)

A"=d b (an _1)/(a_l)1 holds when n=2.
[o	 i	 j

Now AIi = A.A,

1[

an b(a" — 1)/(a— 1 )140 b
o	 1	 j [0 i

a.a+0 ab+ I.{b (an — l)/(a— 1))
0+0	 0+1

=1a' b {a(a— l)+(a— I))/(a— 1)
[0	 1

[aP*1 b(d' - l)/(a— 1)

10

(Note)

See def. § 110 Page 27

A[d b(a'7_1)/(a_l)11IOIdSfOr'flfl+l.
[0	 1	 ]

Also we have shown above that it holds for ii = 2.
Hence by mathematical iriduettoit it s true for all positive integral values

of n 2! 0.	 Hence proved.
*Ex. 11. (a) Show that [cos 0 -• sü ]fl =[cos nO - sin

[qin 0	 cos 0]	 [sin nO	 cos no]
when n is a positive integer.	 (AL'a(Ih 95, Gorakhpur 90)

Sol. L.t	 A Tos 0
inO

Then (A2) = A.A =

[si n
cosE

 0

-. sin 01
Cos0]

— s i no] x [coso —sinO]
Cos 0] [sin 0	 cos 0]

[Sill	
0—sin20

 9 cos 0 +Sjfl 0 cos 9

or	 (A)2 [s
in
cos 20 -sin 20

20	 cos 20

Similarly tA)3 = (,t)2 -A

-	 0 cos 0 - sin cos
_ sin 2.O+ Cos 29	

J

'ii)

See def. § 1.1(1 Page 27
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= Fcos 20 — sin 201 x [cos 0 --sin 0]. from(i)and(ii)
[sin 20	 cos 20] [sin 0	 cos 01

=[cos20cos0—sin20sir)0 — Cos 20 sin 0— sin 28 cos O
[sin 20 COS 0 + cos 20sin 0 - sin 28 sin 0 + cos 20 cos 0

=[cos(20+0) -rsin (28+0)
[sin (20+0)	 Cos (20+0)

or	 (A)3 = cos 30 — sin
[sin 30	 cos 30]	 ...(iii)

In the light of (i), (ii) and (iii) let us assume that

(A)n [cos nO — sin nOl
[sin nO	 cos no]	 (iv)

Now (A)' = (A). (A)

[

Cos no — sinne]x[coso — sinG
[sin nO	 cos nO] [sin 0	 cos 0

=Icos ti0cos 8— sin nOsinG -ces nO sinO—sinnOcosOl
[sin nO cos 0 ± cos nO sin 0 -. sin nO sin 0 + cos nO cos oj

=[cos(nO+0) —sin(nO+0)l=[cos(n+I)8 —sin(n+1)0
1sin 0+0)	 Cos (nO+0)j [sin (n + 1)0	 Cos (.11 1)0

i.e.	 (iv) holds for n + I if is truc for n.
We hvc already proved in (ii) and (iii) that (iv) hoLs for it = 2 and 3.

Hence (iv) holds for all positive integral values of ,i.

i.e. (	 = [cos 0 — sin °T=[ cos nO -sin,iOl
sin 0	 cos 0sin nO	 :os no ]	 Hence proved.

­Ex. 11. (b) IfA=f cosO smOl.evau!ateAnl.

	

sin 0 cos 0]	 (Garhwal 94, 92, Meerut 97)

Sot. A2 = A.A = F	 o01 x [ COS 0 Si 0
sin 0 cos 0] [- sin 0 cos 0

=I—sin0cos
 Cos 2 O-- Sir, 2O	 cos Osin 8+ sin 0 Cos O

 0 — cos 0 sin 8	 - sin 0 + cos2 0

or	 (A)2 = [ cos 20 sin 201

	

[—sin 20 cos 20]	 .

Similarly (A)3 = (A)2. A
r cos 28 sin 20	 cos 8 sin 0 i
[— sin 28 cns 20j[_ sin 0 cos oj
r

cos 28 Cos 0— sin 20 sin O 	 Cos 20 sin 0+ sin 20cosO
—sin20cos0—cos26sinfl —sin 2Osin0±cos2OcosO
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=[ cos (20-t-0) sin (20+0)
sin (20 + 0) cos (20 + 0)

=1 cos 30 sin 30
sin 30 cos 39
	

ME

In the light of (i), (ii), let us assume (hat

(A)n = [ cos nO sin nO]

	sin nO cos nO]	 (iii)

Now (A)" = (A)'. A

cos nO sin nol x [ cos	 sin
sin nO cos nO] 

L 
sn 0 cos 0

=[—si n
cos nO cos 0— sin nO sin 0	 cos nO sin 0+ sin n0os 0

n0cos9—cosnOsin0 —sinn0sin0+cosn9cosO

= cos (nO + 0) sin (nO + 0)1 = [ cos (n + !)0 sin (n + 1) 0

	L—sin (ne + 0) cos (n0+0)]	 1)0 cos(n+ 1)0

.. (iii) holds for n + 1 if it is true foi n.

We have already prtwed in (I) and (ii) that (iii) holds for n = 2 and 3.

Hence by mathematical induction (iii) holds for all +vc integral values of n and

value of A'2 is given by (iii).

Ex 12. Show that ifAl Cosh e sinhO1

Lsit0 coshoj

then A'7 = cosh nO sinh nO ]

	

Isinh nO cosh no]	 (Agra 93)

Sol. Here A2 = A.A

= IcoshO sinhoixlcoshfl sinhO

Lsinh 9 cosh 0] Lsmnh 0 cosh 0

	

cosh  e + sinh o	 cosh 0 sinh0
+ sinh 0 cosh 0

sinh 0 cosh 0
+ cosh 0 sinh 0 sinh 2 6 + cosh  0

or

	

	 A2 [cosh 20 sinh 20
Lsinh 20 cosh 20

Similarly A3 = A2. A

= Icosh 28 sigh 201 x 1coh 0 sinli 01, from (i)

Ls1 29 cosh 201 [sinh 9 cosh 0]

= Icosh 20 cosh 0 + sinh 20 sinh 0 cosh 20 sinh U + sinh 20 coh 8
[sinh 20 cosh 0 4 cosh 20 sinh 0 sinh 20 sinli 0 + cosh 20 cash 0
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[

cosh (2(3 +8)
sinh (2(3 + 0)

sinh (20 + 0)
cosh (20+0)

or	 A3 =[cosh 30 sinh 30
[sih 30 cosh 30

In the light of (i), (ii) and the given value of A, let us assume that

A n = Icosh riO sinh nO
si	 t0 cosh nO]

Now A'1
= {.cosla rIO sinh °1 xfcosti 0 sinh 0

nO cosh nO] [sinh 0 cosh 0

Icosh nO osh 0 + sinh nO sinh 0 cosh nO sinh 0 + sinh nO cosh 0
[sihh nO cosh 0 + cosh nO sinh 0 sinh nO sinh 0 + cosh nO cosh 0

=fcosh(ne+0) sinh(nO+0)1=[cosh(n+ 1)0 sinh(n+ 1)0
[inh (nO + 0) cosh (nO + 0)] [sinh (a + 1) 0 cosh (n + 1)0

i.e.	 (iii) holds for n + 1 if it is true for a.
Also from (1) anti (ii) we know that iii) holds for a = 2 and n = 3. Hence

(iii) holds for all positive integ ral values of a.

i.e. A' 4cosh nO sinh nOl
Isiah nO cosh no]	 Hence proved,

[Note. See Ex. 13 Page 20 also].
Exercises on § 109 - § 110

EL 1. Show that the matrix A = 1 21 satisfies the equation
13 1]

A2 - 2A -51 0, where 0 is the 2 x 2 null matrix.

Ex. 2. Evaluate A 2 - 3A - 131, where I is the 2 x 2 unit matrix and

A=[2 51A ns. 	 01.10
[3 ]	 Lo Oj

...(ii)

(iii)

Ex. 3. Show that matrix A = I 0 0
2J0
321

satisfies the equation A3 - 3A2 + 3A - I = 0, where I is the
the null matrix of order 3.

Ex 4. lfA=12	 31, B 13 —2],C41 2
[4 _iJ	 [2	 1]	 [3 4

verify (i) (AD) C A (BC): (iii (A +B) C =AC+ BC.

unit matrix and 0
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EL S. If A = 1 21, B = [2 ii; C = [i i i, show that
[3 4]	 [4 2]	 [7 4]

A(B+C)=AB-tAC.
Ex. 6. If A=1I 2] and B = [ 1 0], show that

0	 L' 
(A + B) (A + B) A2 + 2AB + B2.

	

Lx. 8. Show that I I I T = 1 n	 n (n + I)
0	 1	 I	 0	 1
001]	 00	 1

for all natural numbers n.

(Hint. See Ex. 10 Page 351

SOME TYPICAL SOLVED EXAMPLES
•SLx. 1. A manufacturer produces three products A, B, C which he

ses In the market. Annual sale volumes are indicated as follows:
Markets	 Products

A	 B	 C

I	 8,000	 10,000	 15,000

II	 10,000	 2,000	 20,000

(i) If unit sale prices of A. B and Care Rs. 2-25, Rs. 150 and Rs. 125
respectively, find the total revenue in each market with the help of
matrices, (ii) if the units costs of the above three products are Rs. 160, Rs.
1-20 and Rs. 090 respectively, find the gross profit with the help of
matrices.

Sot. (i) The total revenue in each market is given by the products matrix.
[2-25 1-50 1-251x 8,000 10,000

10,000 2,000

	

15.000 20,000	 (Note)

= [(2-25 x 8,000) + (150 x l0,000)+ (1-25 x 15,000)
(225 x I0,000)+(1-50x 2,000)+(l . 25 x 20,000)J

= [ 18 ,000 + 15.000+ 18,750	 22.500+3000+ 25,0001
= [51750 505001

Total revenue from the market I = Rs. 51,750.
and total revenue from the market H = Rs. 50,500.

(ii) Similarly the total cost of products with the marmufactujer sells in the
markets are:
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^1-60 1 .20 0-90IX 8,000 10,0001

10,000 2,000

1 15,000 20,000

=[(1-60x 8,000)+(1-20 x 10,000)+(0-90 x 15,000)
(1-60 x l0,000)+ (120 + 2,000) + (0-90 + 20,000)]

=[12,800+ 12,000+ 13,500	 16,000+2,400+ 18,000]
= (38,300	 36,400)

Total cost of products which the manufacturer sells in the market I and
II are Rs, 38,300 and Rs. 36,400 respectively.

Required gross profit = (Total revenue received from both the
markets) -- (Total costs of product which the manufactuerr sold in both the
markets)

= (Rs. 51,750 + Rs, 50,500) - (Rs. 38,300 - Rs. 36,400).

= Rs. 102,250 - Rs. 74.700 = Rs. 27,550.	 Ans.

Ex. 2. A man buys 8 dozens of mangoes, 10 dozens of apples and 4

dozens of bananas. Mangoes cost Rs. 18 per dozen, apples Rs. 9 per dozen

and bananas Rs. 6 per dozen. Represent the quantities bought by a row
matrix and the prices by a column matrix and hence obtain the total cost

(1. C. W A. Final)

Sol. The quantities bought are represented by 3 x 1 row matrix (8 10 4)

and the prices are represented by 3 x I column matrix
18
9
6

The cost of fruits is.a single nuniber i.e. I x I matrix given by the
product matrix	 [8 10 4] x 18

9
6

i.e.	 [(8x 18)+(10x9)+(4x6)) i.e. [144+90+24] i.e [258]
The required total cost = Rs. 258.	 Ans.

EX. 3. A store has in stock 30 dozen shirts, 15 dozen trousers and
25 dozen pairs of socks. If the selling prices are Rs. 50 per shirt, Rs. 90 per
trouser and Rs. 12 per pair of socks, then find the total amount the store
owner will get after selling all the items in the stock.

Sol. The stock in the store can be written in the form of a row matrix A
given byA=[20x12 15x12 25x12]
or	 A=[240 180 300), which isa lx3rnatrix.
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The prices can he wr,ttcn in the form of a column ma;rix B given by
B=I 50 . which is  3 x  matrix.

QI)

L 
12

The required amount is a single number i.e. a matrix of order I x I and
so the same can be obtained by multiplying the matrices A and B, since their
product would be a 1 x I matrix	 (Note)

Now AB= [240 ISO 300]x150
90
12

= [(240 x 50) + (180 x 90) + (30)x 2)]
= [12000 ± 16200 + 360001 = [31800]

The required amount received by the store owner
=Rs, 31,800.	 Ans.
Ex. 4. A trust fund has Rs. 50,000 that is to be invested int3 two types

of bonds. The first bond pays 5% interest per year and the second bond
pays 6% interest per year. Using matrix multipkation, determine how to
divide Its. 50,000 among two types of bonds so as to obtain an annual total
interest of Rs 2780.

Sol. Let Rs. 50.000 hc divided into two parts Rs. x and Rs. (50.000 -
out of which first part is inve sted in first type of bonds and the second pr.rI is
invested in second type of bonds.

The values of these bonds can be written in the form of a row matrix A
given by A = k 50,000-4 which is a ! x 2 matrix.

And the amounts received a interest per rupee annually from these two
types of bonds can be written in the form of a column matrix B given by

B =[5/1001, which is a 2 x I matrix.

L iiooj

Here the interest has been calculated per-rupee annually.
Now the interest , to he obtained annually is a single number i.e. a matrix

of order I x 1 and the same can be obtained by the product matrix AR, since
this product matrix would be a I x I matrix,	 (Note)

Here AB Ix 50,000—x)x5/100
16/100

[x.__+(50.O00_x): i]

=[30001]

Also we are given that the annual interest 2,780.
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We must have [3000 -
	 = 127801	 (Note)

or	 300O-j-	 002780	 or	 x=(30-2780)x 100

or	 x=220x100=22,000
Hence the required amounts are
Rs. 22,0(X) and Rs. (50,000 - 22,000) i e Rs. 22.000 and Rs. 28,000 Ans.
Ex. 5. A finance company has offices located in every division, every

district and every taluka in a certain state in India. Assume that there are
five divisions, thirty districts and 200 talukas in the state. Each office has
one headclerk, one cashier, one clerk and one peon. A divisional office has,
in addition, (PflC office superintendent, two clerks, one typist and one peon.
A district office, has in addition, one clerk and one peon, The basic
monthly salaries are as follows office superilendent Its. 500. Head clerk
Rs. 200, cashier Rs. 175, clerks and typists Rs. 150 and peon Rs. 100. Using
matrix notation find

(I) The total number of posts of each kind in all the offices taken
together, (ii) the total basic monthly salary bill of each kind of office and
(iii) the total basic monthly salary bill of all the offices taken together.

(C. A. Irnermediaze)

Sol. Let us use the symbols Div. Dis, Thl for division, district, taluka
iespectivcly and 0, H, C, Cl, T and P for office superintendent, Head clerk,
cashier, clerk, typist and peon respectively.

Then the number of offices can be arranged as elements of a row matrix
A (say) given by

Div.	 Dis.	 Tal.

	

A=(5	 30	 200)
The composition of staff in various offices can he arranged in a 3 x 6

matrix B (say) given by
O H C	 Cl	 T	 P

111=	 1	 1	 1	 2+1	 I	 1+1
0	 1	 I	 1+1	 0	 1+1
0	 1	 1	 1	 0	 1

The basic monthly salaries of various types of employees of these offices
correspond to the elements of the column matrix C (say) given by

C=O 500
H200
C 175
Cl 150
1 150
P 100
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(1) Total number of posts of each kind in all the offices are the elements

of the product matrix AB.
i.e.	 [5 30 2001  I I I 3 1 2

011202
0 1	 1	 1 0 1	 (Note)

i.e. [5+0+0, 5+30+200, 5+30+200, -15+60+200.
5+0+0, 10+60+2(X)]

0 H C CIT P
5 235 235 275 5 270

i.e. Required number of posts in all the offices taken together are 5 offices supdts.,
235 Head clerks, 235 cashiers, 275 clerks, 5 typists and 270 peons.	 Ans.

(ii) Total basic monthly salary bill of each kind of office are the elements
of the product matrix BC

i.e.	 1	 1	 I	 31 2x500
0 1 1 2 0 2	 200
0	 I	 1	 1 0 1	 175

150
ISO
100[

= (I x500)4 (I x200)+(l x 175)+(3x 150) -+ (lx 150)+(2.x 100)
(0x500)+(l x200)+(1 x 175)+(2x 150)+(0x 150) -s-(2x 'Y))
(0x500)+(1 x200) -(1 x 175)+(l x 150)+(0x 150)+(l x 100)

1-500 200+175 + 450+150+200 = 1675
0+200+175+300+ 0 +.200	 875
0+200+175+150+ 0 +100	 625	 Ans.

i.e. The total basic monthly salary bill of each divisional, district and taluka
offices are Rs. 1675, Rs. 875 and Rs. 625 respectively. 	 Ans.

(iii) Total basic monthly salary bill of all the officers (i.e. of five
divisional, 30 district and 200 taluka offices) is the element of the product
matrix ABC

i.e.	 [5 30 200] x 175
875
625
	

(Note)

i.e. [(5 x 1675) + (30 x 875) + (200 x 625)1

i.e.	 [8375+2650+1250001 i.e. [159625]
i.e.	 total basic monthly salary bill of all the offices taken together is
Rs. 1,325.	 Ans.
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"Ex. 6. In a development plan of a city, a contractor has taken a
contract to construct certain houses for which he needs building materials
like stones, sand etc. There are three firms A, B, C that can supply him
these materials. At one time these firms A B,C, supplied him 40, 35 and 25
truck loads of stones and 10, 5 and S truck loads of sand respectively. If the
cost of one truck load of stone and sand are Rs. 1,200 and Rs. 500
respectively, then find the total amount paid by the contractor to each of
these firms, A, B, C separately.

Sol. The truck-loads of stone and sand supplied by the firms A, B and C
can he written in the from of a matrix A (say) given by

A B C

A = Stone[ 40 35 251 which is a 2 x 3 matrix
Sand [l0	 5 8]

And the cost per truck of stone and sand can be given in the form of a
matrix B (say) gtvcn by

	

Stone	 Sand

	

B=(1200	 5001

The required total amount paid to each of the firms .4, B and C are given
by the product matrix BA. (Note AB can not be calculated).

Now BA = [1200 500] x40 35 25

110	 5	 8

= [(12(8) x 40) + (500 x 10) (1200 x 35) + (500 x 5)
(1200x 25) 4 (SOOx 8)]

148000+ 5000 42000 + 2500 30000 + 4000J
= (53.00C) 44,500 34,000]

Tl:c amount paid to the firms A, B and C by the contractor are Rs,
53.000, R.c. 44,500 and Rs. 34,001) respectively. 	 Arm.

Exercises

Ex. 1. A hua seller has in stock 20 dmen rnangocs, 16 dozen apples and
32 docn haaarias. S'ippose the selling prices are Rs. 0.35, Rs. 0.75 and Rs.
0.08 per rn:rngo, apple and banana respectively. Find the total amount the fruit

	

seller will get by saIling his whole stock.	 Ans. Rs. 25872
Ex. Z. In Ex. -1 Pagc 3 write down (0 the row m:itix which represents

team B's result: rt) the clunin matrix which rcprc:;cnt the results of first places
of vari.us tcams.	 (0 3 2 41 and 1 31

0
5

L
—4
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MISCELLANEOUS SOLVED EXAMPLES
*Ex. L If A= [l - 1], i= [a	 1

[2 —1]	 [b —1

and (A + B) 2 = A 2 + B2, find a and b.	 (Kanpur 96)

Sol. Here we have

A2 =[1 —1]x[l —i
[2 -] [2 —1

=[I_2 _i+il=[-i	 0
[2-2 —2+1] [ 0 —1

B2=Ia	 i ] X ^	 I]=[2+1 a-
[bi 	1 	 ab—b b -fl

A2 +B2 [_ 1	 O1+[a 2 +b a — Il

[ 0	 1] [/_h b+1]

l+a2 +b	 0+a_114a2 +b_1 a-il

	

[ 0+ab—b _1+b+ij lab — b	 b j

Also A+B=[l — il+[a	 I
[2 —1] [b —1

	

=[I +a —l+l][I+a	 0
[2+b - I - I] [2+b —2

(A+B)2=[1+(2	 Ol x[I -fa	 0
• 	 - 	 [2+b -2j [2+b —2

=[(I+a)2 +o	 0+0
[(2--b)(I +a)-2(2+b) 0+4

[(2 + b) (a —1) 4]	 (ii)

Now it is given that (A + B)2 = A 2 + B2.

	

or	 (1 
+ )2	 01 

[U2 h -	 a -- I	 from (i) and (ii)

1(2 + b) (a — 1) 4] 	 ah — b	 /3

	

or	 0 = a - 1 and 4 = b, comparing :hc elements of second column or both
sides-

	

or	 a= I and b=4.
Ex. 2. If A = 1 2 and B = - 3 - 2

34	 1-5
56	 4	 3
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find 1) p q , such that A + B - D =0.
r s
t U

Sol. A+B- D=0 or D=A+B

or D= 1 2 + -3 -21
3 4	 I -5
5 6	 4	 3]

11-3 2-21 = [-2	 0 = 11' q	 given
3+1 4-5	 4 -1	 Jr s

L54 6+3	 9	 9 L 
1 U

We have p -2, q--O, r = 4,  5 - I, t = 9,  u = 9 which gives D.
If A = 0 1 0 and I is the unit matrix ororder 3, show that

pqr

= p1 + qA + rA2.

Sol. Here A2 =A.A= 01 0 x 0 1 0
001	 001
pqr pqr

0+0+0 0+0+0 0+l+0	 0	 0
0+0 4 p 0+0+q 0+0+r	 p	 q	 r
0+0+rp p+0+rq 0+q+rl	 rp p+rq q + r 2

	

AS= A2 *A =[O0	 1 x 0 I 0

P	 q	 r	 00
rp p+rq	

1

q+r2	p q r

[0+0+p	 O+O+q	 0+0+r

0+q+ r2
[0+0+pq+p, rp+0+q2 +r2q 0+p+rq+n7+r

p	 q
rp	 p+rq

pq
=1	

][+pr2 ip+q2 +r2q p+2rq+r

And pI -,- qA+rA2

=P 1 0 0 4-q 0 1 0 +r 0	 0	 1
010	 001	 p	 q	 r
0 0 lj
	 p q r	 i7 p±rq q+?
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=p00^0 q 0+0	 0	 r

o p 0	 •0 0 q	 rp.	 qr

0 0 p	 pq q2 rq	 r2p pr+q? qr+r3

= p±O+O	 0+q+O	 0+0+r

0+0+rp	 p+0+pr	 O+q+r2

0+pq+?p O+q 2 + pr + qr2 p+2rq+

= 43 from (ft	 Hence proved.

Ex. 4. Show that E 2 F + OE = E, where

E=0 0 1,F=1 00
001	 010
000	 001

So!. E2 	0 0 1 >( 0 0 1

	

001	 001
000 000

= 00+00+ 10 0-0+00+ 10 01 +0-1 + 1.01
00+0-0+1-0 0-0+0-0+1-0 01+0.1 + 1-0
0 .0+0 .0+00 00+00+00 01+0 . 1+00

1

	

or	 E2= 0 0 0
000
0 0 0

E2 = 0 0 OxI 00=000

	

0 00	 0 1 0	 0 0 0

	

0 0 0	 0 0 1	 0 0 0	 (j)

Again F2 41 0 0 x 1 0 0

	

0 1 0	 0 1 0

	

0 1	 0 0 1

= i .0+0-0+00 10+01+00 1.0+00+1.01
10+10*00 00+1-1+00 00+10+0-1
01+00+10 00+01+1-0 0-0+0.0+T-I-

, 00

	

010	 -
001

	

F2E= 1	0 Ox[() 0 I
0 1 o!	 0 0 I

	

0 0	 .0 0 0

	

IL	 J	 -
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= 10+0-0+00 10+00+00 11+0-1+00
00+1-0+00 00+1-0+00 0-1+11+00
00+0-0+ 10 00+00+1-0 01+0-1+10

= 0 0 I
001
000	 .(ii)

From (i) and (ii) we get

E 2F+F2E= 0 0 01+ 10 0 1 = 0 0 1 =E

	

0 0 0 I	 0 1	 0 0 1
0 0 0 Lo .0 0	 0 0 0	 Hence proved.

Ex. 5. If A = 12 3 , find the matrix X such that A + X + 1 0,
3 —2 1
4	 21

where I and 0 are unit and zero 3 x 3 matrices respectively.
Sol. Given that A+X+IOorX=O—A--I

0 00-1	 23-100,
000	 3 —2l	 010
000	 4	 21	 001

subsutuing values of A, I and 0

= 0—I - I 0-2-0 0-3-0 = —2 —2 —3
0-3-0 0+2-1 0-1-0	 —3	 1 —1
0-4-0 0-2-0 0-1-1	 —4 —2	 2	 Ans

**Ex 6. Show that

1cose510=r	 -_tan0l[i	 tan ! () 
F

[sinG	 cosoj [tan.O	 1	 ][_ tan 0

Sol. We have

[cos 0 - sinol x	 1	 (nfl 9
sill 	 cosoj	 —tan9

= cosO+sinOianO cosOtanO—sinO

sin O— cos 9 tan 0 sin Btan 0+ cos G

- cosOcosO+siriGsin0 cosO sin 9—sin0cosO

cos LO	 Cos 10

sin 0 cos --G—cos Osin . O sin Osin 0+cos Bcos 0

cos -8	 cos0
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1	 fcoso cos . 9+ sin o sin! 0 cos 0 sin -O- sin 0 cos 0
cos0[sin9cosO-cosOsin8 cos9cos-O+sin0sin9

=(sc0) COS (00) -sin(0-10)
sin (G- . 6)	 cos(0-0)1

=(Sec . e)[ cos 8 - sinO
[sin . 0	 cos .0

=[cos.0sec0 _ sinOsecO1_1 1	 tan 10

	[sin f0sec .. e
	

Cos iO sec .ej L tan 0	 i

rcoso —sinel=I I 	 _ tan ! o1r	 1	 tan! 0]
or	 I .	 i	 i	

2

L51 
0	 cOS OJ [taM	 1	 i L	

U	 1 j Hence proved.

Ex. 7. if A and B be n-rowed square matrices, then show that

(1) (A + B)2 =A2 ±AB + BA + B2

(li)(A+B)(A-B)=A2-AB+BA-B2;

(iii)(A-B)(A+B)A2+AB-BA-B2;

and (iv)(A-B)2=A2-AB-BA+02.
Sol. As A and B are n-rowed square matrices therefore A + B and A — B

are also n-rowed square matrices and as such distributive law is true.
(i). (A + B)2 = (A + B) x (A + B)

= (A + B) A + (A + B) B, by distributive law
= AA + BA + AB + BB, by distributive law

A2 + BA + AB + B2=.
(il)(A+B)(A-B)

= (A + B) A + (A + B) (- B), by distributive law
= AA + BA + A (— B) + B (— B), by distributive law
=A2+BA-AB-&

(iii) (A - B) (A + B) = (A — B) A + (A - B) B, by distributive law
= AA - BA + AB — BB, by distributive law

= A2 - BA + AB - B2.

(iv) (A — B)' = (A - B) • (A - B)
= AA + A (— B) + (— B) A + (— B) (— B), by distributive law

= A2 — AB — BA + B 2.	 Hence proved.
*Ex. 8. 11 A, B are two n x n matrices and if

C= A+ B, AB = BA, B 2 =0

then show that for every integer m,	 = Am tA + (in + 1) BJ.
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shall prove that 1.	 = A [A + (m + 1) B],

by mathematical induction.

Form I, from (I) we get C 2 A[A+2B]	 (ii)

Also C = A + B, given

:. C2=(A+B)2=(A+B)(A+B)

=A2 +BA+AB+B 2, asin Ex. 7(i) Page 5O.

= A2 + 2AB, since AB = BA, B 2 = 0 (given)

or	 C2 = A (A + 2B), which in the same as (ii).

Hence (i) is true for rn = I.

Let us now assume that (i) holds when m k

i.e.	 Ck+1 = A  (A + (k + 1) B)	 ...(iii)

Now C + 2 = Ck ' C, by def. § I 10 Page 27.

= A [A + (k + 1) B]. (A + B), from (iii) and C A + B(given)

or	 CZAkIA(A+B)+(k+1)B(A+B)]

= A  [A 2 + 103 + ( k + 1) BA + (k + 1) B2]

A  [A 24 1 R + (k + 1) AB], . BA = AB, B2 = 0

=Ak[A2+(1+k+ 1)AB]

=Ak.A[A+{(k+ 1)+ 1}B]

or	 Ck4.2=A!LA+{(k+ 1)+1}B).
Hence (i) is true for , = k + I provided (iii) is true i.e. for rn = k. Also we

have shown that (i) is true for m = I, so it is true for rn = 1 + 1 i.e. m = 2 and so

on. Hence by induction (i) is true for all positive integral values of m.

Hence proved.

Ex. 9. If A = 2 0 0and B = xi yl Zj

o 2 0	 x yz Z2

o o 2	 X3 13 Z3

then prove that AB = 2B.
Sol. 1B = 2 0 01 x Al Vj Zl

o 2 0	 X2 Y2 Z2
() 0 2	 .r 	 Y .3

= 2x1+0+0 2v'+0+0 2zi+0+0
0+2x2+0 0+2 y2+() 0+2z2+0
0+0+2x 0I-0+2V3 0+0+2z

A	 19
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= 2.ri 2y j 2zi =2 x i y i Zi =2B
2x2 2y2 2Z2	 X2 '2 Z2
2.x3 2y3 2Z3	 X3 )'I Z3	 Hence proved.

Ex. 10. If A, B are two matrices given below, which of the two
statements is true AB BA or AB *-BA.

A= 23 4;B= 130

	

1 2 3	 -1 2 1

	

-1 1 2	 0 0 2

where 0 is I x I null matrix.
So!. [a 4 l]x 2 1 0

102
024

= [2a+ 4 +0 a+0+2 0+8+4]
=[2a+4 a+2 12]

Sn. Do yourself.
Ex. 11. Find n if [a 4 1] x 2

0

i 01 a=O,
02	 4
2 4	 -1

Ans. AB*BA.

(Note)

	

[a 4 11x2 1 Ox	 a
102	 4
0 2 4	 -1

=[2a+4 a+2 12]x	 a

-

=[((2a+4)xa}+(a+2)4+ 12(- 1)]	 Ans.
[2 + 4a + 4a + 8- 12] = [ 2a2 + Sa -4] = 0 = [01, given

2a +8a-4=0 or a2+4a-2=O
or	 a=[-4±'I(6+8)]=--2±'i6.	 A.

**EX 12. Show that if A, B, C are matrices, such that A (BC) is
defined, then (AB) C is also defined and A (BC) = (AB) C.

So!. Since A (BC) is defined so the matrices A, B, C are conformable to
multipictions and we can take A = [ a 1], B = [b] and C [ckJ], where A, B. C
are m x n, n x p. p X q matrices.

Then AB = [aij ] [b1kJ is an m x p matrix

i.e.	 (i, k)th element of the product AB = Z a, b1k	 (Note)
•	 j=I

P
Sirnrnarity (1. 1)Lh element of the product BC =	 h. ei	 (Note)
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Also (AR) C is the product of an rnx p and a p x q matrices and so is
conformable to multiplication, hence defined.

(z, !)th element in the product of (AB) and C
= sum of products of corresponding elements in the ith

row of AB and lth column of C with k common
P

	 J11
= 	 a1h1t kkt	 (Note)
k=l 	

)
P a

=	 L (iij bjk CkI
k= lj = I

Again (i. l)h element in the product of A and (BC).
= sum of products of corresponding elements in the ith

row of A and lth column of (BC)
a	 p

= Z aO L bjk cj	 (Note)
j=t	 k = I

P a

=	 L Uij bjk Ckl	 ...(ii)
k = [j= I

From (1) and (ii) we conclude that (AB) C = A (BC)
*Ex. 13, If A and B are two matrices such that AB and A + B are

both defined, then prove that A and B are square matrices.
Sol. Let A be an m x n matrix.
Since A + B is defined i.e. A and B art conformable to addition, so B

must also be an m x n matrix.
Again AB is defined i.e. A and B are conformable to multiplication and

hence the number of columns in A must be equal to number of rows in B i.e.
ri=

Hence A and B are m x m matrices i.e. square matrices.

**Ex. 14. If AB = BA then prove that (AB) = A"B".
Sol. We shall prove this by mathematical induction.

If n = I, then (AB)' = A' B" = (AR)' AR, which is true.
If n = 21 , then

(AB) = (AB)' = (AB) (AB)
= (ABA) B, by associative jaw

= (AAB) B,	 BA = AB, given

=A2B2.

Hence (AB)" = AB n is true for n = 2.

Now suppose that it is true for n = rn i.e. (AD) 'a = AmBm

or	 (A B) tm (AB) = (Am B tm ) (AB)
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or	 (AB)m+ = Atm (Btm A) B, by associative law

= Am (Bm BA) B, . Btm = Bml B

= Am (Bml AB) B, . BA = AB, given

	

= Am (Bm2 BAB) B,	 Bm1 = Bm2 B.

	

= Am (Bm-2 ABB) B,	 BA = AB, given

= Am (Bm2 AB2) B

= Atm (AB m-2 B 2) B = (A
m

 A) ( Bm_2 B2B)

or (AB)'' = Am Bm

i.e.	 if (AB) = A Bn is true for n = rn, it is true for n = m + I.
Also we have proved that it is true for n = I and 2.

Hence by mathematical induction it is true for all +ve integral values of n.

*Ex. 15. If A = 	 01, prove that A" = 12, A, - I, - A according

L° ]
asn=4p, 4p+I, 4p+2 and 4p+3 respectively.

SoL Given A= i 0
o	 i	 ( 1)

A2 =A.A= i 0 x Ii 0
o i	 [0 i

= Ii.i + 0.0 iO+0.il=1i2 0 1
[0.1 + i.0 0.0+ ii] [o i2j	 (ii)

A3=A2SA=Fi2 o lxri 0

[o i2] L°
=1i2.i+0.0 2 .o+o . j = [3 0 1

Lo.i + i2 .0	 0.0 + i2 .i	 [o j3j	 (iii)

From (ii) and (iii) we get A2 =[i2 0],A3 =
   1i 01

	[0 12 	 [O i3j

Let us assume that A"= [ii' 0]

0	 ...(iv)

and also assume that (iv) is true when n = k.

i.e. Ak=[i 01
[o jkj

AI1=AklA=[1*i Ol x [j 0], from(v)and(i)
o jkj [
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=1i+o.o k0+0 
=[

Lo.^.o o .ø +i*	 jo	 i
(i\) is true for n = k + 1 provided (v) is true.

Also we have shown in (ii) and (iii) that (iv) is true for n = 2 and 3. So it

is true for 3 + 1 i.e. 4 and so on.

Hence (iv) is true for all positive integral values of n.

Also if n = 4p then from (iv) we et

A= [ i	 0 1= 1 1 0l,sincei4=(j)P=(1)P=1,
[o	 i'] [0 1] where i='J(—l)

or	 A = 12.	 Hence proved
Ifn=4p+1, then t1=i41=(i)4h).i=1.i=i

From (iv),we get Afl=I'

M
 °1=1' o]A.

0 in [0 ij	 Hence proved.

Ifn=4p+2, then

=(l)(—l), since i4 '=1, i2=-1

From (iv), we get

A= 	 °11 I	 01=- I l 0]=-12

0 in] [ 0 - 1]	 [0 1] .	 Hence proved.1 ,n

Ifn=4p+3, then in=	 3=(142).i=(— 1)1, as above

From (iv), we get

An= in °1_1-i 
1-10i 

.01=—A
o in] JO  	 i]	 Hence proved.

Ex. 16. Eva1uat[cos 0 + sin 0	 42 sin 01

	

sin0	 Cos O_ sin O]

Fcos9+sin8	 42 sine
Sot. Let A=	 ,

L '2 sin 0	 cos 0— sin 0

Then A 2 = A.A

r [cos9+sin0	 l2 sin 0][cos0+ sine	 '12 sin 0

[- 42 sin 9	 cos 0—sin 9] [—'12 sin 9	 cos 0— sin 0

=	(cos 9+ sin 0)2 -2 sin 2O	 (cos 0-s- sin O)'12 sin 9
+'12sin eçcoso — sin 0)

	

- '12 sin 0 (cos 0 + sin 0)	 —42 sin 8 '12 sin 8

	

- 42 sin 0 (cos 0 - sin 0)	 + (cos 0 - sin 9)2
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= 1(Cos 2 o — sin  0) + sin 0 cos 0	 2 42 sin 0 cos 0	

]2 42 sin 8 cos 8	 (cos2 0 - sin2 0) - 2 cos 0 sin 0

(Note)

or	 2 20 + sin 20	 '12 sin 201[Cos

	

—'12 sin 20	 cös 20—sin 20]	 ...(ii)

, Looking at (i) and (ii) let us assume that

	

An [cos nO + sin nO	 42 sin nO

	

[_'12 sin nO	 cosnO — sinnO

Let (iii) be true for n = k

i.e.	 A 	 [cos k8 + sin kO	 12 sin

	

42 sin kO	 cos k13 - j fl kO]	 (iv)

A=Ak.A

= [cos kO + sin k8	 '12 sin kOl x	 s 0 + sin 0	 '12 sin 0

— 12 sin kO	 cos kO - sin kO] [cos[— 42 sin 0	 cos 0 - sin 0

	

= (cos kO + sin kO) (cos 0 + sin 0)	 (cos kO + sin kO) (42 sin 0)

	

+ (12 3in kO) (—'12 sin 0)	 + (42 sin k8) (cos 0— sin 0)

	

—I2 sin kO (cos 0 + sin 9)	 (—'12 sin k8) ('12 sin 0) +
+ (cos kf3 — sin kO) (— 42 sin 8) (cos kG — sin kG) (cos 0—sin 0)

= Cos kO Cos O+ Cos kO sin O+ sin kO cos 9	
'12 (sin k8 Cos O

-i-sinkOstnO-2 sin kOsin0	
+ cos k0 sin O)

—2 sin kG sin 0 + cos kG cos 0

	

(sin 	
— Cos k8 sin 0— sin k8 Cos O

+ sin kG sin 0

	

= [cos (kG + 9) + sin (kG + 0)	 42 sin (kG + 0)

L	 —'I2sin(kG+O) cos(kG+9)—sin(kO+0)

	=[Cos (k+ 1)0 +sin (k+ 1)0	 '12 sin (k+ 1)0

[	 —'12 sin (k-s-1)0 Cos (k+1)0— sin (k+ 1)0

(iii) is true for n = k + 1 provided (iv) is true.
Also we have shown in (ii) that (iii) is true. for n = 2.

Hence it is true for n = 2 + I i.e. 3 and so on.
Hence (iii) is true for all positive integral values of n.

	Hence A' =[cos nO + sin nO	 42 sin nol
[ —12 sin nO	 cos nO — sin noj	 Ans.

*Ex. 17. II P(x)=[ cosx sin xl, then show that
sin	 cos x]

P (x) .P (y) P (x + y) P (y).P (x)



Miscellaneous Solved Examples 	 57

Sol. P (). P (y)

=
I— 

cos x sin x lxi cos v sin y
sinx cosxj [—sillY cosy

= [cos X COSY — Sin X Sin V	 cos X Sin V + Sin X cos V

—SInxsinv+COSXCOS

cos (x +y) sin (x+y)l=r(x4-y)
sin (x + v) cos ( + v)j

Similarly we can prove (to be proved in the exam) that

P (y) • P (x) = P (x + y)

Hence P (x). P (y) = P (x + y) = P (y). P (x)	 Hence proved.

Ex. 18. If 	 0 11, find number a,bso that (al+bA)2 =A
[-1 0]

Sol. aI±bAal Ol^ b [ 0 1

10	 ]	 [-1

=ia 0] +[ 	 b1[ a h

[0 a] [_b 0] [_b a

(al +bA) 2 =[ a b]x[ a b
[—h a] [—b a

= I a2 — b2 ab + bal = 1a2 — b2	 2ab

[-ab-ab _b2 -+-a2]	 2ab a2—b2

If (a! + bA)2 = A. then we have

a2 — b2	 2ahl = [ 0

—2ab a2 — h2j L I C)

Equating the corresponding elements, we have

61 2 —b2 =0,2ab=la=b=1/2	 Aris.

*Ex. 19. If e 1 is defined as I + A + (A 2/2 ) + (A3/3 !) + ..., then show

that e = e  Icosh x sinh xl , where A = r xl
sinh x cosh xj 	 L xj	 (Budelkhand 95)

Sol. Given that A [x x
[x x

A2 [ It xl= [•- +LX LX+ LX
x 	 x I I x_ri- x.x X.X + t.X
L 	 J L
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=2[x2 2

	12	 2
	LX	 x

A3 =A2.A=2 [X 2X x2 [
[ 

x] =2 x2 .x+x2 x x2.x-*x2.x

	

x2	 2 x xj	 x2.x+x2.A x2..x+x2.x

=22[X3

	

I	 I

.

	3 	 3

In a similar way we can prove that

A4 = 2A5 = 2 1x x 5 etc.[X4

	

4	 41	 15	 5
1 X J 	 LX I

In general An = 2" [x,- I'

VI"

Now we are given that

	

•	 eA=!+A+(A2/2!)+(A3/3!)+...

	

or	 eA [i o1+[x x]+ 2 I 2 2] 22	 + 2fl_1 1I'2

[O I] L	 i L1	 2] + Lx x3j	 T

+ ...... . =Iu	 v1,

	

•	 Lv u]

212 2213 
	where u=I+x+— +	 +...+

2!	 3!	 n!

212 23x3	 2l_Ix?

	

v=O+x+	 +	 +...+3'

	

or	 u=.[2+21+	 1+ - 'I n!

1r=[i+{1^21+L++ ++..J1
2'	 3!	 Jj

= - [I + e2J

and

	

2 R	 2	 n	 7

=[e-1j

From (ii), we get

A_I[e2x+ I e—1e	
2 e — I e2'+I

(i)

'Ix

xn

... (ii)
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- I 1 (e + e-x) e' (eX - e)1 = ex 1(ex + e_X)12 (el - e_X)12

	

- 2 Lex (e - e) e t (eX + e 	 - e_X)12 (ex +

ex cosh 	 sinh x1

	

[sjh x cosh j	 Hence proved.

EXERCISES ON CHAPTER I
Ex. 1. Given A = 12 - 3 and B = 3 - 1 2

	5 	 0	 2	 4	 25
1-1	 1	 2	 03

	

find the matrix C, such that A+C=B.	 Ans.	 2 —3 5
—1	 2 3

1	 12

Ex. 2. If A= 1 1 2 hand B=
[4 0 2j	

—2	 2

find AB and show that AB * BA.
Ex. 3. Find AB and BA if

	

A= 3	 4 —2 and B= —1 —1 —1

	

—2 —I —1	 2	 2	 2
	—1 —3 —1	 1	 1	 1

Ans. AB= 7 7	 7 , BA= [O 0 0
	—1 —1 —1	 0 0 0

	

—6 —6 —6	 0 0 0

Ex. 4. If A= 2 —3 —5 and B= 2 —2 —4
—1	 4	 5	 —1	 3	 4

	

1 —3 —4	 1 —2 —3

verify that AB = A and BA = B.
Ex. 4. Find A and B, where

	

A+2B= I	 2 0, 2A—B= 2 —1 5

	

6 —3 0	 2 —1 6

	

—5	 31	 0	 12

Ans.A= 1	 0 2,B= 0	 1 —1

	

2 —1 3	 2 —1	 0
—1	 1 1	 —2	 1	 0

Ex. 6. If A= I	 1 —1 ,B= 1 3
2	 0	 3	 02

	

3-1	 2	 14

and C=[1 2	 3 -1 prove that A(BC)=(AB)C
[2 0 — 2 	 1]
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Ex. 7. If A	 1	 0 0	 0 show that A 2 = Lt, where
1 —2 0	 0
1	 —1	 I	 0
I —3 3 —1

14 is 4 x 4 identity matrix.
Ex. 8. For two matrices A and B, state the conditions under which (i)

A = B; (ii) AB exists and (iii) (A + B) 2 = A 2 + 2AB + B2.
Ex. 9. State true or false in the case of the following statement. Justify

your answer.
If A and B are conformable for addition, then

(A+ B)2=A2+2AB+B2.

EL 10. If A = 3 —4 , B = [ 2 1 	 1 21, then find [Au2.

I	 I	 i	 2 4j
2	 0

Ex. 11. What is the difference between zero matrix and a unit matrix 7
[Hint: Sec § 1 . 03 Page 41
Ex. 12. Find non-zero matrices A and B of order 3 x 3 such that AB = 0.

where 0 is the zero matrix of order 3 x 3.
[Hint: See Ex. I (c) Page 14 or Ex. 7 Page 171


