CHAPTER I
Addition and Multiplication

§ 1.01. Introduction.

The matrices (formal definition is given in § 1.02 Page 2) were invented
about a century ago in connection with the Study of simple changes and
movements of geometric figures in coordinate geometry.

1. J. Sylvester was the fitst to use the word “matrix” in 1850 and later on
in 1858 Arthur Cayley developed the theory of matrices in a systematic way.

“Matrices” is a powreful tool of modern mathematics and its study is
becoming important day by day due to its wide applications in almost every
branch of science and especially in physics (atomic) and engineering. These are
used by Sociologists in the study of dominance within a group, by
Demographers in the $tudy of births and deaths, mobility and class structure
etc., by Economist in the study of inter-industry economics, by Statisticians in
the study of ‘design of experiments’ and ‘multivariate analysis’, by Engineers’
in the study of ‘net work analysis’ which is used in electrical - and
communication engineering.

Rectangular Array. ,

While defining matrix (see § 1.02 Page 2) we use the word ‘rectangular
array’, which should be understood clearly before we come to the formal
definition of ‘matrices’ and to understand the same we consider the following
example :

In an inter-university debate, a student can speak either of the five
languages : Hindi, English, Bangla, Marathi and Tamil. A certain university
(say A) sent 25 students of which 8 offered to speak in Hindi, 7 in English, 5 in
Bangla, 2 in Marathi and rest in Tamil. Another university (say B) sent 20
students of which 10 spoke in Hindi, 7 in English and 3 in Marathi. Out of 25
students from the third university (say C), 5 spoke in Hindi, 10 in English, 6 in
Bangla and 4 in Tamil.’

The informatior given in the above example can be put in a compact
way if we give them in a tabular form as follows :

Bl Number of speakers in
University
. Hindi English Bangla Marathi Tamil_
A 8 7 5 2 3
B 10 7 0 3 0
C 5 10 6 0 4
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2 Matrices

The numbers in the above arrangement form what is known as a
rectangular array. In this array the lines down the page are called
columns whereas those across the page are called rows. Any particular number
in this arrangement is known as an entry or an element. Thus in the
above arrangement we find that there are 3 rows and 5 columns and also
we observe that there are 5 elements in each row and so total number of
elements =3 x5 i.e 15.

If the data given in the above afrangement is written without lines and
enclosed by a pair of square brackets i.e. in the form

8 7 5 2 3
10 7 0 3° 0,
5 10 6 0 4

then this is called a matrix.

§ 1.02. Definition of a Matrix.

A system of any mn numbers arranged in a rectangular array of m rows
anda n columns is called a matrix of order m x n or an m x n matrix (which is
r~ad as m by n matrix).

" Or

A set of mn elements of a set § arranged in a rectangular array of m rows
and n columns is called an m X n matrix over S.

For example : [ 2 I =3 ] is a 2 X 3 matrix.

3 =2 7
and| ail @2 a3 ... aia | isanm Xn matrx.
azy a2 aiy ... a2n
dml Qm2 am3 ...... Qmn

where the symbols ajj represent any numbers (aj; lies in the ith row and jth
‘c "1imn). ’
Note 1. A matrix may be reprcsenléd by the symbols |ajj|, (aj), Il ajj I or
by a single capital letter A, say.
Generally the first system is adopted.
Note 2. Each of the mn numbers constituting an m x n matrix is knov
as an element of the matrix.
The clements of matrix may be scalar or vector quantities.
Note 3. The plural of ‘matrix’ is ‘matrices’. ’
Solved Examples on § 1.02.
Ex.1. Findaz3inA={ 1 3 2 4
B X .3 N8
| 5 0 3 6
Sol. @23 = clement in the 2nd row and 3rd colum

=] ' Ans,
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Ex. 2. Write down the orders of the matrices :—

(a)[l 3 5]; (b)[z}; (€) [3 4 5]; (d) [1].

1 0 3 3
Sol.(a)2x3; (h)2x1; (c)1x3; (d)Ix1. Ans.
Ex. 3. How many elements are there in a 5 x 4 matrix ?
Sol. The required number of elements in 5 x 4 matrix is x4 e, 20.
Ans.
Ex. 4. The results of a music competition are given in the following
matrix :

3 2 1 0
0 3 2 4
5 0 3 0
2 1 4 3

Here the rows represent the teams A, B, C, D in that order and the
columns represent the number of wins, first place, second place, third placc
and fourth place scored by the teams.

From the above matrix find (a) How many events did the team A win
? (b) How many first places did the team B win ? (¢) How many third
places did the team C win ? What does 0 represent in second row ?

-

Sol. (a) "~ the first row represents the team A, so the required number
= Sum of the elements of first row

=3+2+1=06. Ams.
(b) As first elements of second row (which represents the team B) is zero,
so the team B did not win any first place. Ans.

(¢) The third row represents the team C and third column represents the
third place scored by the teams, so the number of third places won by the team
(F1i%eds Ans.

(d) The second row represents the teamn B and the first column represents
the first place scored by tcams. So 0 in the second row rcpr'cscnls that the team

B did not score any first place. Ans.
Ex. 5. The order of the matrix[ | 2 3 ]is
[4 5 6} '

(M2 % 3, (i) 3 x 2, (1) 2 x 2, (iv) None of these.  Anms. (1)
Exercises on § 1.02

Ex. L. In Example | above, find (1) a3z, (11) a4 Ans. (1) 0, (1) §

Ex. 2. Write down the orders of the matrices -—
(;1)[2 3 042 0[] ©18)
3} 5 5 3 4 0
L4 7 6 HI L-'i :
Ans; (al 335 - (By3 = 1, () Ixil.
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§ ,I;(B Rectangular Matrices.

, The number of rows and columns of a matrix need not be equal .. when
m#n ie. the number of rows and columns of the array are not equal, then the
matrix is known as a rectangular matrix.

C.Jassiﬁcau‘ons of rectangular matrices are as follows :—

‘/S uare Matrix.
"“If m=n i.e. the number of rows and columns of a matrix are equal, then

the matrix is of order n X n and is called a square matrix of order 7.
Forexample | 2 3 is a square matrix and [ I 3 2 3]

1
1 5°2 2 571 9
7 6 9
is a rectangular matrix.
orizontal matrix. If in a matrix the number of columns is more than
the number of rows then it is called a horizontal matrix.
For example [ 1 3 2 3J is a horizontal matrix.
2 5§79
\){)w matrix : If in a matrix, there is only one row it is called a row
matrix. For example [1, 2, 3]. This is also called a row vector.
Vertical matrix. If in a matrix the number of rows is more than the
number of columns it is called a vertical matrix.

Forexample | 2 3 | is a vertical matrix.
3 &5
4 6
. 57
e L ‘
‘/‘&Iumngnir_ig : If there is only one column in a matrix, it is called a
column matrix. )
For example [ . This is also called column vector.

W

\/ﬁu_ll_(@;e_m) latrix : If all the elements of an mx n matrix are zero,
then it is called a nulI or zero matrix and is denoted by Om x n or simply O.
Forexample [0 0 0] is the 2 % 3 null matrix.
0 0 0
Unit matrix : A square matrix having unity for its elements in the
leading diagonal and all other clements as zero is called an unit matrix.

iz

Forexample [ 1 0 0 07 isa four rowed unit matrix and we denote it
01 0 0f byls.
0010
00 01

. an n-rowed square matrix [aj;] is called a unit matrix provided
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ajj=1, wheneveri=j

,\/‘ =0, whenever i #].

Equal matrix : Two matrices are said to be equal if (a) they are of the
same type ie. if they have same number of rows and columns and (b) the
elements in the comresponding positions of the two matrices are equal.

For example, let two matri‘ccs be A=[a;] and B = [bjj] then the two
matrices are said to be equal if a;j= by;, for all values of i and j.

From the definition given above it is evident that

(i) If A=B, then B = A (Symmetry)

(ii) A= A, where A is any matrix. (Reflexivity)

(iti) If A=B and B=C, then A = C (Transitivity)

i.e. the relation of equality in the set of all matrices is an equivalence
relation. (See Author’ Set Theory)

Matrices over a number field. '

A matrix A is defined as ‘over the field F of numbers' if all the elemenls
of the matrix A belong to the field F of the numbers.

Diagonal Element and Principal Diagonal.

Those elements ajj of any matrix [ajj] are called diagonal elements for
which i=j.

The line along which the above elements lie is called the Principal

diaWiagunal of the matrix.
tdgonal Matrix : A square matrix in which all elements expect those in

the main (or leading) diagonal are zero is known as a diagonal matrix.
Forexample [ 2 0 0 | isa 3-rowed diagonal matrix.
0 3 0
0 0 7

The sum of the diagonal elements of a square matrix A (say) is called the
trace of the matrix A.

Sub-matrix : A matrix which is obtained fiom a given matrix by deleting
any number of rows and number of columns is called a sub-matrix of the given
matrix.

Forexample [ 1 2 | isasub-matrixof [ 5 3 2
3 4 A, i 2
7 3 4

Exercises on § 1.03

Ex. 1. The unit matrix is
a1 1 11 )] 1 o ;
I 1 1 1 1
1

0
0
11 1 1 0
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Gip[o o 1 w1 0 o

0O 1 0 0 1 0

1 0 0 0 0 1 Ans. (iv)
Ex. 2. What is the type of the matrix [« b c]
(i) column matrix; (11) unit matrix;
(iii) square matrix; (1v) row matrix. Ans, (iv)
Ex. 3. The unit matrix is
w [l (i) [OL

Gy 1 -1, avy | o 1
1- i 1 0 Ans. (i)

Ex. 4. The matrix of order m x n will be a unit matrix if

(i) all its elements are unity;

(ii) m = n and all elements are unity;

(iii) m = n, and its diagonal clements are unity;

(iv) m = n, diagonal elements are unity and all the remaining clements are
zero. . Ans. (iv)
§ 1.04. Scalar Multiple of a matrix.

If A is a matrix and A is a number then AA is defined as the matrix each
element of which is A times the corresponding clement of the matrix A.

For example : 2[3 5.7 ]=[6 10 14]

12 3 4] |4 6. 8

or  if A =[aj). then AA = [Aaj], where A is a number.

§ 1.05. Addition of matrices.

If there be two m x n matrices given by A =lajj] and B =[bj], then the
matrix A + B is defined as the matrix cach element of which is the sum of the
corresponding elements of A and B i.e. A+ B =[a;+ by,
whered=1,2,3,...m and j=1,2 3, .., n

For example : If A =|:a1 b < ] and Bz[ ay by rs]

a by o as by ca

then A+B=| ai+a3 bi+b3 ci1+c3
az+as br+bs ca+ca

§ 1.06. Subtraction of matrices.

If there be two m X n matrices given by A ='[a,j] and B = [bj], then the
matrix A —B is defined as thc matrix each element of which is obtaificd by
_subtracting the element of B from the corresponding clement of
A ie. A-B=laj- by,
wherei=1,2,...,m and j=1,2,.., n

' Forexample : IfA=|a1 b1 ci| and B=|a3 by c3
a bk o as ba c4}
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then A-B=|ai-a3 bi-b3 c1-c3
ay-as ba-bs cr-ca|’

*Note. If the two matrices A and B are of the same order, then only their’
addition and subtraction is possible-and these matrices are said to be
conformable for addition or subtraction. On the other hand if the matrices A
and B are of different orders, then their addition and subtraction is not possible
and these matrices are called non-conformable for addmon and subtraction.

§ 1.07. Properties of Matrix addition.

Property L. Addition of matrices is commutative.

ie. [aij] + [bij] = [bij] + [ay],
where |aj| and [by) are any two m x n matrices i.e. matiices of the same order.
(Meerut 95)
Proof : [uj] + [by] = [aij + by], by definition of addition
= [bij+ajj] , " addition of numbers (elements) is
. commutative
= (by] + (a;)
ie. {ag) + [by] = [bi] + [ayj] Hence the theorem.
Property Il. Addition of matrices is associative.
ie. {Laij] + [by]) + [cij] = Lay] + {[bi] + [cif]),

where [aij], [bi] and [cij] are any three matrices of the same order m X n, say.
Proof : {[aj] + (bj]} + [cij]
= [ajj + bij] + [cij], by law of addition for matrices
= [(ajj + bij) + c4]. by law of addition for matrices
=[ajj + (bij + ¢ij)], "." addition of numbers is associative
= lay] + [bi + cij]

= [ay] + {[bi] + [cij]). Hence the theorem.
Property I1l. Addition for matrices obey the distributive law.
ie. k ([ay] + [big]) = k [aij] + k [by] ,

where [aij] and [b;;) are any two matrices of the same order m x n, say.
Proof : k (lay] + [by]) =k [ajj + bij], by law of addition
= [k (a;; + byj)], by law of scalar multiplication
= [kaij + kbjj], by distributive law for numbers.
= [kajj] + [kbjj]
=k [ajj] + k [bij]. : Hence the theorem.
Property IV. Existence of additive identity.
If A =ay] be any m x n matrix and O be the m % n null matrix then
A+O0=A=0+A
Proof : Here A = [@ijlmxn and O =[0]mxn
Then A +O=(ajlmxn+[0lmxn.
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= [aijj + Olm x n , by def. of addition

=laijlmxn=A (1)
Again O+A=[0]lmxn+[ailmxn

= [0 + ajjlm x n , by def. of addition

=[aijlmxn= A (i)

s From (i) and (i) we get A+ O =A=0+A

Thus we observe that O (the null matrix) is the additive identity.

Property V. Existence of addititive inverse.

If A = [aij] be any m X n matrix, there exists another m X n matrix B such
that A+B=0=B+A,
where O .is the m x n null matrix.

Here the matrix B is called the additive inverse of the matrix A or the
negative of A. =

Also the (i, j)th element of B is — ajj if A = [ajj]

Property V1. Cancellation Law.

If A, B, C are three matrices of the same order m X n, say such that
A+B=A+C,thenB=C

Proof : Given A+B = A+C

or -A+(A+B)= - A+ (A +C), adding — A from left on both sides
or (-A+A)+B=(-A+A)+C, by associative law of adition
or 0 +B =0 +C, by def. of additive inverse '
or B = C, by def. of additive identity.
Ws on § 1.04 to § 1.07.
- IR A= 2 3 1|andB={1 2 -1
%3 s] .
evaluate 3A — 4B. (Avadh 90)
Sol. 3A-4B=3 411 .2 1
[6 -1 5]*e -3.73)
=16 4
O -3 !5] [0 :|
= 6 4 9-8 3- (—4)
| 0~ 0 -3-(-4) 15-12 ]
= 2 17
|01 3 Ans.
Ex.2.IfA = 1 5 6|andB=|1 -5 7
[ 6 7 0] [8 -7 7]

20 7 -14 14 -7

Sol. Do yourself as Ex. 1 above.
Ex. 3. Determine the matrix A, where

lhenshowthatA+B=[2 0 13].A-B=_[ 0 10 -1]
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A=2[1 2 37+3[ 3 3 -1
3 2 4 2 2 3
1 45 -1 3 1
Sol. A=[2 4 o6]+[ 9 9 -3 .
6 4 8 6 6 9
sl |3 ¢ 3
=[2+49  4+9 6+(=3)|=[ 11 13 3
6+6 4+6 8+9 12 10 17
: 2+(-3) B+9 10+3 -1 17 13 Ans.
Ex.4. GivenA=[1 2 -3]and B=[3 -1 2],
5 0 2 4 25
I =1 1 2 0 3

find the matrix C, such that A + 2C=B.
‘ Sol. Giventhat A+2C=B or 2C=B-A

or 2C=[3 -1 2]-[1 2 -3

4 2 5 5 0 2}

2 0 3 1 =1 1

=[3-1 ~1-2 2-¢3)]=[ 2 -3 5

4-5 2-0 5-2 -1 2 3
el P=l=T% I~} 1 12
or -3 5]= 1 -(372) (5/2)
2 3 -(1/2) 1 (3/2)
I 2 (172) (1/2) 1 Ans.
So]ve the following equations for for A and B;
2K-B= —3 0 2B+ A
3 1 4 -4
Sol. Given 2A-B = —3 0
3 '.\
Multiplying both sides by 2, we get ' \ ;
4A-2B=2[3 -3 0]=[6 -6 0 R
3 3 2 6 6 4 = (1)
Alsogiventhat2B+A=| 4 1 5|
-1 4 -4 ...(ii)

Adding (i) and (i) we get
5A=(6 -6 0|+ 4 1 5
6 6 4 =1 4 =d
=[6+4 -6+1 0+5]|=[10 -5 5§
6-1 6+4 4-4 5 10 0

or A=(1/5) 10 -5 S|=12 -1 1
: 5 10 0 1 20 Ans.
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Again from (ii) we get
2B=! 4-1 S|-A
<§ & =@

or 2B=[ 4 1 s5]-[2 -1 1
-1 4 =4 g
=[ 4-2 1+1 s5-1]=[ 2.2 4
N T T e
oo B=(/2[ 2 2. 41=[ 1 1 2
- AT Y COF R Ans.

Exercises on § 1.04 to § 1.07.

If X, Y are two matrices given by the equations
x-+v=[ I -2} and X—Y=[ 3 2:},ﬁnd X Y.

-— 3 -1; = Tau] @

Ans. X=[2 0T Y[ -1 -2
o2 2 2

<

Ex =[1 2 3] B=[2 0 3]evalatc 2A -3B.
. 0 5 7| . ~|30:5 ——
. 6 8 9 570
Ans.[ -4 4 —3}
: -9 10 -1
o . =3 5 ISJ

3|, then 2A cquuls"
3

W BwWw

Ans. (iil)

Ex.4cTTA =| sec?0 sin’® |and B=| _tan2p cos?®
173 eosec’ ® 2/%  _co’®
then A+ B is

mEl 0 (iiy10. 0 |:
0 1 ! 0 0
(i 1=nl 4 (ivy{ 0 ‘1
i ¥ 1 1 0 Ans. (i)
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Ex. 5. 2 3| and A+B=0,then Bequals .......

|
2
Ans. B=| -1 -2 -3
-2 -3 -1
-3 -1 =2
*§ 1.08. Multiplication of matrices. (Gorakhpur 95)

If A and B be two matrices such that the number of columns in A is
équal to the number of rows in B i.e. if A =[aj;] and B = [hj;] then the product

n

of A and B denoted by AB is defined as matrix [cjx], where cjp = X aij bjy or
s J =1 :

“in other words the product AB is defined as the matrix whosc clement in the ith

row and kth column is ajy bix+ a2 bak + aiz bag + ... + ain buk .

The product matrix will have i rows and & columns.

Thus we conclude that ; A ‘
If A is an m o n matrix and B is an n x% matrix then the product matrix
AB is an m x k matnx.” (Remember)

As an cxample, consider the matrices
A=|1 2 3(andB=| 7 8
4 5 6 9 10
112

Here the number of columns in A =3 = the number of rows in B and
thus we can evaluate AB.

Let AB = [c¢;]. where [¢j] is 2 x 2 matrix.

Now to write ¢11, we take the element of the first row of A viz. [, 2; 3 in
this order and the clements of the first column of B viz. 7, 9. 11 in this order
and form the products 1-7, 2.9, 311 and finally add them.

ic. cil=17+29+311=58
Similarly c12=18+210+312 =64,
c21=47+59+6:11 =139 -
and c22=48+510+612= 154
Hence AB=|r,,»}=[r., (‘12]:[ 58 64]
21 2 139 154

Note. The product AB can be calculated only if the number of columns
in A be equal o the number of rows in B. The two matrices A and B satisfying
this condition are called conformable to multiplication.

Post-multiplication and Pre-multiplication of matrices.

The matrix AB is the matrix A post-multiplied by B whercas the matrix
BA is the matrix A pre-multiplied by B.
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In the product AB, the matrix A is known as the pre-factor and the

-matrix B is known as the post-factor.

The product in both ‘the above cases viz. AB and BA may or may not
exist and may be equal or different,
ie. wesay AB#BA in general. (Bundelkhand 93; Gorakhpur 90)

The same is discussed below :

Case [. If the matrix A is mxn and the matrix B.is nxk, then the
product AB exists whereas BA does not exist, since we know that AB can be
calculated only if the numbers of columns in A is equal to the number of rows
in B.

Case II. If the matrix A is m X n and the matrix B is n x m, then both AB
and BA exist, but the matrix AB is m x m while the matrix BA is n x n. (Note)

Hence AB # BA though AB and BA exist.

Case IlI. If both A and B are square matrices of the same order, then AB

as well as B _A)a'sl’ﬁ'ut are not necessarily equal
ie  if A= 2|and B=[3 1 '
' 3 4 a7

then AB=[1 27x[3 1]=[13+24 11+27
(3 4] [4 7 33+44 31+47
=[11 15
| 28 31
and BA=[3 1]x[1 2]=[31+13 32+14
4 7| |3 4 41473 43+74
=[ 6 10]
25 36 |
. AB.% BA. R
(’ButifA: 1 O|and B=|1 0|
\ b =2 o &}/

thenm =

F o0 |%x[ 1 ol=ft1¥00 10+04
o 2| [0 4] [01-20 00-24

-
0
[+ D
0 -8
1
0
1

and BA= Olx|1 0= 1-1+00 1.04+0(-2)
g 4] [0 —2] [0-1+4-0 0-0+4(—2)]
e 3 .
= ‘()
o 5|
AB = BA.
Hence in general AB # BA. : (Gorakkpur 95, 90)

Note 1. If AB=BA, then matrices A and B are said to commute. If
AB = - BA, the matrices A and B are said to anticommute.
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**Note 2. The product of two non-zero matrices can also be a zero (or
null) matrix, (Avadh 93, Gorakhpur 91; Meerut 96P)

LetA=|1 1 |and B=| 1 0],
| -1 0
then  AB=[1 1|x[ 1 O|=[11+1(1) 10+10]=[0 0]=0
1.1 -1 0 II+1(-1) 10+10 00
i.e. AB is zero matrix (or null matrix) where neither A nor B is a zero

matrix.
- AB =0 does not imply that either A=0 or B=0.

Here BA=| 1 0 x[1 1
-1 0 11
o= 1-1+01 I'1+01|=| 1 1
=11+01 -1-1+01 -1 -1
ie. BA 20O
Another Example.

If A=| 4 4| and B=[ -1 1 |, then
3 3 I =1

AB=|4 4|x| -1 1 ' &
3 3 1 -1
=[4(-1)+4(1) 4(D+4¢-D|=[2 0]=0
J-1+3(1) 3{)+361) 0 0
i.e. the product of two non-zero Square matrices can be a zero matrix.
and BA=| -1 x| 4 4
1 -1 3 3
=l (-1D)4+13 (-1D4+13|=[-1 -1]z0
d+(-1)3 14+(-1)3 1 1

g, ; ol
*Note 3. The multiplication of matrices generally does ndt obev the law
of cancellation.

Let A=/ 0 1|,B=|a 0], C=[b 0],
0 0 0 0 00
where g # b

) D

and AC=|0 | b 0|=[/0 0]=0
0 0|0 O 00
~ Itis evident that here AB=AC but B # C.

. Law of cancellation is not obeyed in general,

=2
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Solved Examples on § 1.08
Fw‘] A is any mxn matrix such that AB and BA are both
defined. at is the order of B ?
Sol. Wd order of B is nx m. (Sce Case 1l Page 12)
Ex. ultiply [3-14] and [ -2
6
3
Sol. (3 -1 4]x[-2]|=3¢D+ (- 1)6+43]=10] Ans.
6
— L 3
Exal €. 1fA=[ 1 2 0}, B= 0 0 0| findAB
1 10 0 0 0
L-—l 4 0 1 4 9
Sol. AB= 1 2 0Olx[{o 0 0
1 1 0 0 0 0
-1 4 0 1 4 9
= 1-:0+20+0-1 1-0+20+04 10+20+09
10+ 10+01 10+ 1-0+04 1.0+ 1-0+09
_f_-.|~0+4-()+0—l ~1:0+40+04 - 1-0+40+09
=fo 0 0]=0,where Orsthe null matrix of order 3. Ans.
0O 0 0
0 & D
Ex.2. IfA=[3 1 2|and B=| 1 4
0 1 1 2 2
1 2 0 1 0
then find AB. Whether BA exists ? Give reason. (Purvanchal 89)
Sol. AB=[3 1 2|x|1 4
0. -4 2. 2
I 2. 0 T 0
=[31+12+21 34412420
01+12+1:1 04+12+10
1.1 +22+01 1.4+ 22+00
=7 4 Ans.
i 2
s 8
Here A is a matrix of order 3% 3 and B 1s a matrix of order 3+ 2.

Hence BA does nol ex
number of rows in A.

ist as number of columns in B is not equal 16

the



Muluplication of Matrice [; IS

1 -2 3|and B=|2
4
2

3
5

find AB and show tha M (Rohilkhand 97)

“Sol. AB =[r ‘

= +L_;)4+‘+2 134(-2)5+:1
‘| =42424%57 -43+25+51

and BA=[2)3 x[@-z 3]
]
=(21334 2D+3@) 23)+3(5)

4145(-4) 4(-2)+5@2) 4(3)+(5).
2141(-4) 2(-2)+1@2) 2(3)+1(5)

“=[-10 2 2 &

-16 2 37
~ |- 2 =2 11
-_-chLcQB\t -~
Ex.3(b). IfA=[ 2 3 4] and B= I 3 0
1 2 3 -1 2 1
-1 1 2 0 0 2
then pruve that AB # BA. (Meerut 97)
Sol. AB=| 2 3 4|x| 1 3 0
1 2 3 -1 2 1
-1 1 2 00 2
= 21+43(-1)+40 23+32+40 20+31+42
[14+2(=1)+30 13422430 10+2:1+32
EDI+1ED+20 (-D3412+420 (-D0+1-1+22
=[ 2-3+0 6+6+0 0+3+8]=[-1 12 1
1-2+0 34440 0+2+6 -1 7 8
=1-140 -3+240 0+1+4 -2 -1 5 (1)
and BA=| 1 3 0x[ 2 3 4
~1 2 1 1 2 3
00 2 -1 1 2
= 1'2+314+0(-1) 113+32+401 1-4+4+33+02
CED2+2040(-1) (13422411 (-1)4423+]2
02+01+2(-1) 03+024+21 104+03+22

).



16 Matrices
= 243+0 3+6+0 4+9+0|=
—242-1 -3+4+1 -4+6+2
0+0-2 0+0+2 0+0+4 -

From (i) and (ii) we find that AB # BA.

s+Ex. 4. If[ 4 |A =] -
1
43

4 8 4|, find A.
1 21
3 6 3

182/1/1

5 % 13
2 4
2 4 ..(11)

Hence proved.

Sol. From § 1.08 Page 11 we know that if X is an mxn matrix, Y is an

n % k matrix, then the product XY is an m X k matrix.

Here [ 4 Jis 3% 1 matrix and [ -4 8 4
1 =i 2.4l
3 =3 63
is 3 % 3 matrix, so A must be a 1 x 3 matrix f.e. a TOW Mairix.
s LetA=[ab c]
Then[ 4 Ix[a b c]=[ -4 8 4
1 -1 2 1
3 -3 6 3
which gives | 4a 4b 4c |=| -4 8 4
a b ¢ =4 Z &
3a 3b 3¢ =3 6 3

Comparing corresponding elements we have

4a=—-4,a=-1,3a=-3,4

All these are satisfied by a=—-1,b=2,c=1.

Hence front (i) we have A=[a b c]=[-1,2,1].

(Note)

b=8,b=23b=6and4c=4,¢c=13c=3.

Ans.

Ex.5. IfA=[ 1 1 3], showthatA’=0
2 2 6
, ol Sl =S
Sol. aA2=[ 1 1 3x[ 1 1 3
2 6 3 ' B
-1 =F-=3] |~T -3 -3
el T+ 1243{=1) Pl+l2+31 13+16+3(-3)
2142246(-1) 21+2246(=1) 23+26+6(-3)
1 l=12-3(-1) -171-12-3(=1) -13-16-3(-3)
=0 0 01=0,where Qi 3x 3 null matrix.
000
LO 0 0 Hence proved.

Ex. 6. Find the square

of the matrix
1
-1
1

-1
1
1
1 1

L -
1 1
-1 1
1 -1
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s [~1 1 1 1]
1 -1 1 1
1 1 -1 1
1 | 1 -1
=[-1 1 Px[-1 1 1 1
1 -1 1 1 -1 1 1
1 - 1 1 1 -1 1
1 1 1 -1 1 H 1 -1
=l EAffTy & b Dl £ 0) Tl D bl 1
1= D (= Bils Rleld Bl s Bt
1(=D+L1+=D1+11 T+l ED+(=1) 1+ 11
1D+ 11+1-1+(=1)1 I'l+1(-D+11+(-1)1
G LY SR WYV (A P (PR
Ll+(=-D1+1(=1D+11 I'l+(-114+11+1(-1)
LI+ 11+ (-DED+10 1P+ 114D 1+1(1D)
FI+11+1(-1D+(-1)1 11+11+1-1+(-1)(-1)
=4 0 0 0|=4{1 0 0 0 |=4L
0400 0100
00 40 0010
00 0 4 00 01 Ans.
*Ex. 7. _
A=[1 1 -1];Ba[-1 -2 -1],€=[-1 -1 1
2 -3 4 6 12 6 2 2 =2
3 -2 3 5 10 5 -3 -3 3
show that AB and CA are null matrices but BA # O, AC # O.
© Sol. AB=F1 1 =i]x[=1 22 =1
2 =3 4 6 12
3 -2 3J_ 5 0
=[1D)+16+(=1D5 1(=)+1.12+(=1)10
2(-1)-36+45 2(-2)-312+4-10
3(-1)-26+35 3(-2)-2-12+3-10
1% MO+ E1) 5
2(-1)-36+45
3(-1)-26+35
=[0 0 07, whichis a null matrix.
0 0 O
00 0 (See § 1.03 Page 4)
This 1s known as ‘unusual property’ of Matrix Multiplication
CA=|-] -1 1 x| 1 I -1
2 2 -2 2 -3 4
-3 -2 3

-3 ¥ 3
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=[-11-12413 =11-1(=3)+1(=2) -1(-D-14+13

21+22-23 2142(-3)-2(-2) 2(-1)+24-23
~31-32+33 =-31-3(-3)+3(-2) -3(-D-34+33
=[0o 0 0 , which is a null matrix.

0 00
0 00 Hence proved.

We can prove in a simillar way that BA # O and AC = O.
Ex. 8. Find the product of the following two matrices

oc-bxazabac

-—¢ 0 af |ab b* be
b -a 0 ac be ¢ (Bundelkhand 93; Kanpur 94)

Sol. The required product

= o0 c -blx|a® ab ac

-¢ 0 a ab b be
b -a 0 bc 2

ac c

-

= [ 0a*+cab-bac Oab+cb®—bbc 0Oac+cbe-bc
-ca®+0ab+aac -cab+ 0-b*+abc -cac+0be+ ac?
i ba*-aab+0ac bch-ab*+0bc  bac-abc+ 0-c*
=fo 0 0
0 0O
0 00 Ans.
";Ex. 9. Prove that the product of two matrices
[cmze cos Osin B | and I:coszcb cosq)sinq;]
cos O sin 0 sin? 0 cos ¢ sin ¢ sin® ¢

is zero when 6 and ¢ differ by an odd multiple of % .

(Bundelkhand 92; Meerut 91 S)
Sol. The required product
=| cos? @ cos? ¢ + cos 6 sin 8 cos ¢ sin ¢
cos O sin B cos’ o+ sin’ 8 cos ¢ sin ¢
‘ cos? 8 cos ¢ sin ¢ + cos B sin Gsmz¢
) cos 0 sin B cos ¢sin¢+sinzesin2¢
=| cos 0 cos ¢ (cos O cos ¢ + sin O sin ¢)
| sin O cos ¢ (cos 8 cos ¢ + sin B sin §)
cos 0 sin ¢ (cos B cos ¢ +sin B sin @) |,
) sin O sin ¢ (cos 8 cos ¢ + sin B sin §)
=| cos B cos b cos (B ~¢) cosBsindcos(0~9)
sin®cosdcos (B~¢) sinBsindcos (0 ~¢)
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If 8 ~ ¢ = an odd multiple of %n:. then cos (8 ~ ¢) =0 and consequently

the above product is zero (i.e. the null matrix of order 2 x 2).
*Ex. 10. IfA=| cos® -sin@ |, B=|cos¢ -sing
sin@ cos@ sing cosd
show that AB = BA. (Gorakhpur 90)
Sol. AB=|cos® -sin® x| cosd -sin¢
sin@ cos® sind cosd
=[ cos@cos¢-sin@sin¢ —cosOsind-sincosd
Lsin9cost.‘p+(:t:\sesinq: -sinB@sind+cosdcosd
=[cos(8+6¢) —sin(B8+¢)
_sin 0+¢) cos(B+0¢)
AndBA=|cosd -sind |x| cos® -—sinB
sing cosd sin® cosB
=[ cos¢cos®—sindsin® - cos dsin B -sin ¢ cos O
_sin¢cosﬂ+cos¢sin9 ~sin¢sinB+cos dcos B
=[ cos (0+¢) -—sin (9+¢)-
sin(8+¢) cos(o+¢) ...(i1)
.. From (i) and (ii) » - vet AB = BA. Hence proved.
**Ex. 11. If A, B, C are three matrices such that
A=[x,y,2},B=[a h g, C=[ x]|evaluate ABC.
h b f y
g f ¢ | z
(Gorakhpur 94; Kanpur 93; Kumaun 94; Purvanchal 90)
Sol. AB=[x, y, z]x|a h g
h b f
g8 f ¢
=xa+yh+zg xh+yb+zf xg+yf+zc]
or ABC=[ax+hy+gz hx+by+fz gx+fy+cz]Xx| x

1)

y
Z
=[x(ax+hy+gz)+y(hx + by + f2) + 2 (gx + fy + c2)] (Note)
= [ax® + by* + cz* + 2hxy + 2gzx + 2fyz]. Ans.
Ex.12 fA=| 2 3 1/and B=| 1 2 -
0 -1 5§ 0 -1 3

evaluate (a) A% - B and (b) AB and BA.
Sol. (a) ,ﬁ:[z 3 |]x[z 301
0o -1 5 0 -1 5§
number of columns in the first matrix is not equal to number of rows in the
second matrix.

:', which does not exist as
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Similarly B does not exit.
(b) AB and BA both do not exist, the reason being the same as in part (a)
above.

*Ex. 13. EvaluteA if A=[ cosh® sinh@
sinh® cosh®©

Sol. A2=[ cosh® sinh® |x[ cosh® sinh®
sinh® cosh@ sinh® cosh#B

=| cosh® @ +sinh? @ cosh 0 sinh 8 + sinh 8 cosh 8
sinh B cosh @+ cosh 8sin @ sinh? 8 + cosh? 8

1}

sinh 20 cosh 26 2 sinh O cosh 6 = sinh 20
A ala =[ cosh 20  sinh 29][ cosh® sinh@ ]

[ cosh 26 sinh 26 ] *- cosh?® @+ sinh? 8 = cosh? 8,

sinh 20 cosh 28 || sinh® cosh®

=[ cosh 20 cosh 8 ‘cosh 20 sinh O
+sinh20sin 6 + sinh 20 cosh @
sinh 20 cosh.® sinh 20 sinh 6
I + cosh 26 sinh 0 + cosh 20 cosh 0
=| cosh (26 +8) sinh (20+8) |, '
sinh (20 +8) cosh (26 +0)

" sinh (A + B) = sinh A cosh B + cosh A sinh B
cosh (A + B) = cosh A cosh B + sinh A sinh B

cosh 38 sinh 36
sinh 38  cosh 30 Ans,
Ex.14. IfA={ 2 -1 1 . evaluate AS‘
0 1L 2
1 01
Sol. A=A A=]2 .1 x[2 =1 1
0 I" 2 0 1 2
1 0 1 1 1

0
[ 29 10414 . 20=-D~11 510 i< 124 11 ]
02410421 0(-1)+41+20 01+12+21
12+01+11 1(-1)+01+10 1-1+02+11
(440+1 -2-140 2-2+1]=[5 -3 1
0+0+2 0+140 0+2+2 2 1 4
[240+1 -1+0+0 1'+0+1 LR O

Ad=A%A=[5 -3 1 x[z

i}

2 1 4 0

11
I 2
3 =1 2 |_l 01



or

and

and

Multiplication of Matrices 21
=[52-30+11 S5(-1)=31+10 51-32+11]
22410441 2(-DF11+40 21+12+41
33 - 10+2] 3(1)-1E420 31-13+21

=f -0%) =5-3+0 3-6#1l=l1 =& @
4+0+4 -2+4+14+0 2+2+4 8 -1 8
6-0+2 -3-140 3-2+2 8§ -4 3 A_ns.

Ex.15. fA=[i 0],B=[0 -1 ,C=[0 e
0 —i 1 0| i0

L
Prove that
A=B*’=C?=-1 and AB:—C:—BA,whenI=[1 0]

01
‘Kumaun 92)
Sol. A’={i O|x[i o0
0 -i 0 =i
=[i1+00 0+0(=1) = -1 0
0i-i0 00+(=i)(-i) 0 -1
=-|11 0
0 1 ) - -.See § 1.04 Page 6

B2=[0 -1]x[0 -1]=[00-11 O(-1)+(-1)-0
1 0 1 0 10+01 1(-1)+00

KN

Similarly we can prove that C2=_1 Hence A2=B%=C?=- L.
AgainAB=|i 0 |x|0 -1
| & —i 1 0
=[i0+01 i(-1)+00
| 00-i(1) 0(-D)=-iD

T
e g

=[0i-10 00-1¢=i)]=[0:i]=C °
1i+00 1040(i)| |i 0

Hence AB=-C=-BA.
1 2 3(;B=|x|and AB=[ 6
01 2 y 3
0 0 1 z 1

*Ex. 16. If A=
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find the values of x, y, Z.
Sol. AB=|1 2 3 |x|x
01 2 y
0 0 1 z
or 6= 1x+2y+3z
3 Ox+1y+2z
1 Ox+0y+1z
or 6=x+2y+3z, 3=y+2 1=¢

comparing the corresponding elements of the matrices on both sides
Solving these we getx=1, y=1, z=1.

Ex. 17. Find the values of x, ¥, z in the following equation

1 2 3|xtx|=
31 2 Yy
2 3 1 z
Sol. [1 2 3]x
31 2
LZ 31
And| 4 —?.Tx
0 -6
L—l 2

4
0
-1

]

X

Y
Z

2
1

]

)

-2 X
-6
2

2
1

H

I-x+2‘y+3-zw
Ix+1ly+2z
2x+3y+1z
4340 1]
02+(=6) 1
-12+ 21

(Note)
Ans.
(1)

[ 6

-6

L 0 1)

With the help of (i) and (ii), the given equation-reduces to

x+2y+3z|=[ 6]
3x+ y+2z -6
2x+3y+ z 0

From this on comparing the corresponding elements on both sides we get
x+2y+3z=6; 3x+y+2z=-6 and 2x+3y+z=0.
Solving these we getx=—4,y=2,z2=2.

Ex. 18. Given A1 =

A3

I
o=oo
R
(= —

0 0 1]|; Az=

010

1 0 0

0 0 0

and Ag=|{1 0
01
0 0
LOO

Ans,
¢ 0 0 i
0 0 -i 0
0i 00
-i 0 00
0 0
0 0
1 0
0 -1

Show that AjAk + AkAi=2I or O according as i=k or izk and I is the
unit matrix of order 4 and i and k take the values 1, 2,3 and 4.
Sol. Let i=k =1 (say). Then Aidk = A1A1 = ArAi
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8 A.A.t=A|A1=_ 00 0 1|x{0 0 0 1

. 0010 0010
01 0 0 0O 1 00
1

0 00 10 00

=[0+0+0+1 0+0+0+0 0+0+0+0 0+0+0+0
0+0+0+0 0+40+1+0 0+0+0+0 0+0+040
0+0+0+0 0+0+40+0 0+1+0+0 -0+0+0+0
0+0+0+0 0+0+0+0 0+40+0+0 140+0+40

=[1 0 0 0]=I
01 0 0f
0010
00 01
S AjAk+ AkAiI = T+1=21 Hence proved.
Ifi#k,leti=3 and k=2
Then AjAk = A3A2=] 0 0 1 O[x{ 0 0 0O i
0 0 0 -1 00 -/ 0
1 0 0 0 0 ¢« 0O
0 -1 0 o0 -i 0 00

[04+040+0 0+0+i+0 0+0+0+0 0+0+040
0+0+0+i 0+0+0+0 0+0+0+0 0+0+0+40
0+0+0+0 0+4+0+0+0 0+0+0+4+0 i+0+0+0
0+0+0+0 0+0+0+0 0+i+0+0 0+40+0+40

=[0 0 0]=ifo 1 0 0

(=T
oo o™

0
0
i

o= R <o

1 0

0 0

00

And AkAj=A2A3=| 0 0 x| 0 0
00 0 0

0 i 0

-i 0 -1

1 0
0 -1
o o
0 o

=0 -i 0 o ., multiplying in the usual way
-i 0 0 0
0 0 0 -
0 0 -i 0
=-i{0 1 0.0
1 000
00 01
0010
e AHI(*'AUAI::I

o -~0
COoOO -
-_—ooc o
(= e R R
il = == =
=00

|
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=0 Hence proved.

We can in a similar way prove the above result by giving i and k other
values also. :

**Ex,. 19. If Aq=| cosa sina |, then prove that

-sina cosO
(8) Aq.A3=Ag+p and (b) Ag.A- o is unit matrix.
Sol. (a) Au.A|3=[ cosa sina ]x[ cosf sinfP ]

-sina  cos O ~sinB cosP

=| cosacosP-sinasinp cos a sin B + sin o cos B
—sinocos B—-cosasin B —sinasin P+ cosacosf

Il

—sin(a+p) cos(a+f)

[ cos(a+P) sin(a+P) ]=Aa+ﬁ

Hence proved.

(b) Here A_g=| cos(-a) sin(-a) |=|cosa@ —sina
-sin(-a) cos(-a) sinot  cosQ

¥ Aa.A_c=[ cos O sina]x[cosa —sina]

—sina cos@ sin®  cosO
2 | d p
= cos"a+sin“a —cos asin 0L+ sin QL cos O
—sin 0L cos L+ cos QL sin (¢ sin? 0L+ Cos® O -

.—.[1 0}. which is an unit matrix.
01

Hence proved.

Exercises on § 1.08.

Ex. 1. Multiply [4 5 6] and | 2
3
-1 Ans. [17]

-

Ex. 2. Multiply (1 23] and[4 -6 9 6
g =7 W7
|5 8 -11 =8

Ans.[19 4 -4 -4]
]and B-—-[l ‘1].show that AB is a null

Ex. 3. If A=| 1 -
11

1
-1 1
matrix.
Ex. 4. Showthat| -5 2 3 |x|1|=|0
. 51 4 1
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Ex. 5. Showthat| 0 0 1|x{0 1 Of=[1 0 O
- 010 0 01 0 0 1
1 00 1 O 0 g 1 @
Ex.6.1fA=[0 1] and B=[ 17, find AB and BA if they exist.
Ll 2 2
Ex. 7. 11A=[ 1 1 -1],B=[-1 -2 -1]
-2 3 -4 6 12 6
3 -2 3J 5 10 SJ
then prove that AB = O but BA # 0.
Ex. 8. IfA= 1 -2 3(and B=| 1 0 2
2 3 -1 a 1 2
-3 1 2 1 20
then prove that AB # BA.
-1 2 -1 2 2 -1
-6 9 -4 30 -1

Ex. 9. IfA=[-2" 3 -1 ,B=[]
then showthat AB=/1 0 0 1
' 010 0
0 0 1 0 (Meerut 94)
Ex.10. Showthat[ -1 1 1]x[ 0o (@q/2) as2)]=[1 0 0
=1 1 (172) 0 (1/2) 010
1. —1 (172) (1/2) 0 10 01
Ex. 11. Form the products AB and BA, when
A=[1234)and B=[5

4
3
2 Ans. AB = [30]
‘Ex. 12. IfA=[1 4 0],B=[3 2 1]and C=[3 2 1],
2 50 1 23 I 2 3
360 4 5 6 7 8 9
then prove that AB - AC=0.
Ex.13.Showthat[2 1 2 1]x[ 2 -1 o]=[1 1 3
111 1 0 4 1 t 1 3
“|~2 19
1 -3 2
(Bundelkhand 94)

4 =1 g8 17

Ex.14.IfA=[1 2].“;,1“3(”2_ Ans.[ 9 —4]
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Ex. 15. IfA=[0 1 2]and B=| 1 -2, find ABor BA
1 2 3 -1 D
2 4 |
whichever exists. Ans. AB=[ 1 and BA does not exist.
2
i 3
Ex. 16. IfA=[1 -2 3|and B=[1 0 2
2 3 -1 01 2
3 1 Z L 1 2 0

then prove that AB # BA.
**Ex, 17. If X, Y are two matrices given by the equations
X+Y=[1 2]and X-Y=| 3 2], findXY. Ans. XY={-2 -4
B H 73 73]
Ex. 18. In Ex. 11 Page 19 of this chapter, evaluate A (BC).
(Purvanchal 90)
Ex. 19. If order of A is m x n and that of C is mx{ and A x B=C then
order of B will be (i) I xn, (i) nx{, (i) 1 x 3, (iv) 3x 1. Ans. (ii)
Ex. 20. If A is m X n matrix, B is n x | matrix and C is / x k matrix, then
" the order of (AB) C will be (@ mx [, (b)nxp ,(c)mxk,(d) kxm. Ans.(c)
§ 1.09. Properties of Multiplication of Matrices.
**Property I Multiplication of matrices is associative.
(Agra 96; Avadh 94, 92, 90; Garhwal 91; Gorakhpur 91; Rohilkhand 94)
Let A = [aij]; B=[bjc], C = [ckr] be three m xn, nx pand p x I matrices

respectively, then (AB) .C=A. (BC).
- n .
\)@d Let AB = [dix), where dik= I aijbjk (1)
‘f =1

Then (AB).C= [dik] x [ckr] = [eir], -

where ejr= }'. dik . Ckr
R |
= X I ajbji|. ckr, from (i)
k=1\ j=1
p n
ie. (i.rthelementof (AB).C= L I aj bjk ckr ..(ii)
k=1 j=1
p
And let BC=[gj], gr= I bjkckr (i)
k=1

Then A . BC = [ayj] X [gjr] = [Air],
- .
where hii= L aijgjr
j=1
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n P
=X a,‘,[ z bjkfkr],ﬁ'om(iii)
= | k=1

P n
ie. (i,rthelementof A.(BC)= I I ajbjk ckr, .(1v)
k=1 j=1
since the summation can be interchanged.
From (iii) and (iv) we can conclude that the ¢, r)th elements of
(AB).C and A . (BC) are the same and their orders are also m x /.

Hence (AB).C=A.(BC).
**Property II. Multiplication of matrices is distributive with respect
to matrix addition. (Bundelkhand 96, 92)

(a) Let A =[ay], B=[bjx] and C=[cj] be three mxn,n xp and nxp
matrices respectively, then A (B+C)=AB+ AC
r ' (Avadh 93; Gorakhpur 93; Rohilkhand 93, 92)
\%roof A (B + C) = [aij] % {[bj] + [cjx])
= [aij] [bjk + cjik] = [djx), say,

where dik = g ajj (bjk + cjk )
= l n n
or  (i,k¢thelementof A (B+C)= I ajbp+t I ayci (i)
Again AB = (aij] [bjk] = [ei], sa;'.— l "
where €4 = _;,l ajj bjx i.e. (i, k)th element of AB = _gl aij bk . wi(1T)
i= i=

Similarly we can prove
n

(i, k)th element of AC= X aij Cjk L1
=1
From (ii) and (iii) we have
n n
(i, kith element of AB+AC= I a;bi+ I ajop (1)
j: 1 Jj=1

Hence from (i) and (iv) we conclude that A (B + C) = AB + AC.

(b) Let A=[ay],B=[by] end C= [cjx] be threc n Xp.mxXnandmxn
matrices respectively.

Then (B + C) A = BA + CA.

(Note. If A and B be mx nand nxp matrices then BA can not exist
whercas AB exists).

Proof. Its proof is similar to that of part (a) above.

§ 1.10. Positive integral power of a square matrix.

From § 1.09 we find that if A is a square matrix, then only the product

AA is defined and we write A2 for AA
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Also by associative law
AZA = (AA) A=A (AA) = AA?
So AZA or AAZ is written as A%,
In general AAA ... A is denoted by A" if there are n factors.
Definition. If A be a square matrix, then AA .... n times = A"

and A™*1 =A™ A, where m is a positive integer.
Theorem L. If A be a square matrix (n X n say), then

AP . AY=AP*Y for any pair of positive integers p and q.
Proof. We shall prove this by the method of induction.

From definition we know that AP. A =AP*! where p is any positive

integer.

AP A9=AP* 9 holds when g = 1, whatever p may be.
We shall now prove that if it holds for a partizular value m say of g for

all values of p, then it must hold for the value m + 1 of g for all values of p.

“Now AP A™*1 - AP (A™. A), by definition given'above
=(AP.A™). A, by associative law
=(AP*™) A, by hypothesis
= AP *™*1 by definition given above
= AP T ™+ D by associative law of addition of numbers.

ie. AP.A%=AP* 9 holds for the value m + 1 of g, whatever p may be if

it holds for g = m.

Hence the proof by mathematical induction.
Theorem IL. If A be a square matrix, then
(APYd = APY. for every pair of positive integers p and q
Proof is similar to that of Theorem I above.
Solved Examples on § 1.09 — § 1.10.
*Ex. 1. Evaluate AL i SI, where
A=[1"2 2|andI={1 0 O
21 2 010
2 2.1 0 0 1 (Garhwal 90)
2
1
2

X

B o= B
—r2 B

1
2
2

N N
— b N

= 1-1+22+22 12+21+22 12+22+21
2.1 4+12+22 22411422 22+12+21
21 4+22+12 22+21412 22+22+11
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=[ 14444 242+8 244+2)=[9 8 8
24244 4+1+4 44242 8 9 8
24442 44+2+2 4+4+1 8 8 9

s A%-aA-sI

=[98 8]-4[1 2 27-5[1 0 o
8 9 8 2.1 2 01 0
8 8 9] 2 2 3 0 0 1

='9 8 Ble[~4 & «28F4l<% " & 6
8 9 8 -8 ~d B 6 =5 -0
8 89| |-8 -8 -4 0 0 -5

=[9-4-5 8-8+0 8-8+0]=[0 0 0]=0, Ans.
8-~840 9=4<=5 B-840 0 0 0
8-8+0 8-8+0 9-4-5 00 0

where 0 is the null matrix.

Ex. 2. Letf(x)=x’-5x+6,find f(A)if A=[2 0 1
2 13
1 -1 0
Sol. f(A)=A2-5A+6
=A?-5A+ 6L whereI=[1 0 0
010
O T o
Now proceed is in Ex. 1 above. Ans. I -1 -3
-1 -1 -10
-5 4 4
*Ex.3.IfA=|2 -1|and B=[ 1 07, show that
: 0 1 =1 -1J

(A+B)* =A%+ AB+BA + B? 2 A2+ 2AB + B2

)

22+(-10 2¢-1=-11]=[4 -3]
02+10 0C=D+11| [0 1|’

l

{2

[21-1@1) 20-1@4)] [ 3 1}
-

AB =

O-1+1(=1) 00+1(=1 | |=1 =1

Slat

BA



Matrices

=l 1.2+00 1-1D+01 =] 2 -1].
-12-10 -1(1-11 =2, -]

=) 2 e

=[ 11+0(-1) 10+0(-D]|=|1 O
[-1I-1¢1 =10-1¢D] [0 1

A+B=[2 -1]+[ 1" o

0 1 ~] =1

=[2+1 -1+0]=[ 3 -1},

[0-1 1-1 Ly ol

A+BP=[ 3 —1]xf 3 -1]- °
-1 of [-1 o

=[ 33-1(-1) 3(D-10]=[ 10 -3
| -1340(-1) -1(-1+00 =3 1

Now A2 + AB + BA + B?
=(4-3+31+2-|+1o
0 1 = =2 @ 0 1
=[4+3+2+1 -3+1-1+0]=] 10 -3
[0-1-240  1-1+0+1 g

= (A +B)?, from (i) Hence proved.
Also A%+ 2AB + B? '

To 1 Al ]

=4 -3|+[ 6 2|+/1 0
0 1 -2 =2 0 ET See § 1.04 Page 6

=[4+6+1 -3+2+0]=[ 1 —1];;¢(A+B)2

Q)

0-2+0 1-2+1 -2.0 Hencc proved.
Ex. 4. HA=({0 1|and B=|{ 0 -1 |, show that
11 1 0

(A+B)(A-B) = A’-B?
Sol. A+B=[0-1]+[0 -1]=[0+0 1-11-T0 ©
ta| |1 o] [1+1 140] |2 1

- A=-B=[0 1]|-[0 -1]|=|0-0 1-(-1)|=|0 2
1 1 140 1-1 1-0 01

- A+B)(A-B)=T0 0]x[o0 2
2wl lo 1
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=/ 00+00 02401 (=|0 0
20+10 22411 0 5

Az=[0 1]x[o 1]=[00+11 O1+11]=[1 1

' E -3 11 10+ 11 11411 I 2

BE={0 -1ix|l0 =1|={00-11 -01-10]=[-1 O
1 0 1 0 10+01 -11+00 0 =1

. A-B*=[1 1]1q-1 o]=[1+1 1-0]=[2 1
1 9 0 ~1 1-0 24 1 3] .G

Hence from (i) and (ii), (A + B) (A - B) # A - B2,
*Ex. § (a). If A denotes the matrix| a b ] ,» prove that
c d

A’-(a+d)A+(ud-bc)I=0.
Sol. Al=[a b|x[a b
c d c d
=| aa+bc ab+bd|=|a*+bc b(a+d)
ca+dc cb+dd c(a+d cb+d
s Al -(@+d)A+(ad-bo) 1

(1)

a*+bc  bla+d) |-@@+d)[a b +(aa’—bc){l~ 0]
cla+d) ch4d® c d 0 1

':az+bc b(a+d)]+[—a(a+d) *b(ﬂ+d)J

cla+d) cb+d® -c(a+d) -d(a+d)
+| ad - bc 0
0  ad-be
@ +bc-a(@a+d)+ad-bc b(a+d)-b(a+d)+0 ]

=f
I_c(a+d)—-c(a+d)+0 cb+dz—d(a+d)+ad—~bc

.[o U]=0,where O is the 2 x 2 null matrix.

00 Hence proved.

Ex. 5(b). HA=| 1 =2 3| evaluate 6A%-25A +42L
2

(Agra 94)

Sol. HercAz-:{
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wf 11-22¢33 -12-233481 13+21432
Wl 432413 —22433-11 233112
~31412-23 32413421 £33-1:1422

=l 1d-0 J3=843 046 Te[<12 -5 W
Y:6%d 4491 G=3-2 1 4 1
L-3+2—6 6+3+42 -9-1+4 = T 11 - 6
s 6AT-25A +421 . _
=6[-12 -5 11]-25[ 1 -2 3]+42[i 0 0
1 4 1 2 3 -1 010
— P I - -3 1 2 00 I
=[-72 -30 e66]1-[ 25 -s0 75]+[42 o0 o
66 24 6 50 75 -25 0 42 0
—42 66 -36| |-75 25 50 0 0 42
=[_72-25+42 -30+50+-0 66-75+ 0]=[-55 20 -9
66-50+ 0 24-75+42 6+25+ 0 16 -9 31
_42+75+ 0 66-25+ 0 —36-50+42 33 41 -44

'Ex.6.1fA=[ 1 —1:],dunqhowﬂnt Al=2A and A’=4A.
a1 A

i =i

<1 1 i)

s atea kel 1 =0]x[, 1 =1
-1 1 -1 1

=11+ DED 1-D+En1]=[ 2 -2
(~D1+1(=1) (~D(ED+11 ~2 2

=2[ 1 _1]=2A,from(i)

Sol. Given A =

..(ii)
Hence proved.

1 1

Again A®=A.A%=A. (24), from (ii)
2 =2 (2A), from (ii)

Hence proved.
and E=| 0 1 |, prove that
00
=a’l + 3a’bE. (Avadh 91; Garhwal 96)

o] |

=l a+0 0+b|=|a b |=B(say)
| 0+0 a+0 0 a -
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@ +bEy?=B*=[a b]x[a &
[0 a 0 a
0a+a0 Ob+aa 0 4
- (al+bE]=B’=B’B  (Note)
=| a® 2ab|x[a b
0 4o 0 a

el dPasBabG 2b+Saba }:[ & 3% ]
(1)

=[ a-a+b0 a-b+b-a]=[az Zab}

| 0a+d’0  Ob+ad’a 0 a

Nowa31+3a2bn:=a3[1.o]+3a2b[0 l}
0 1

=lad 0 |[+|0 34%
'0.a3 0 0

‘=l d+0 0+3azb =| o 3a2b
040 a°+0 0 & (i)

From (i) and (ii) we get (al + bE)3 =a’T + 3a*bE.

iuijr(h). =[1 0]and E=[0 1

{ (21 + 3E)° = 81 + 36E (Rohilkhand 95)
. Doexactly as Ex. 7 (a) above. Here 'a” =2 and b =3, ’
.HA:[G .—tan(a./Z)iI.andl_isaunitmu'ix,tl'len
tan (ot/2) 0

prove that [+ A=(I-A)| cosax -sin«
sin0t  cosq

Sol. !+A=l'l 0l+o0 —tan (0/2)
10 1 tan (0/2) 0
= 1+0 0 —tan (0/2) |=]| 1 —tan {o./2)
04 tan (a/2) 1+OJ tan (a/2) 1
(1)
. I—A:I‘I nl-To — tan (0/2)
LO !J tan (0/2) 0
={1-0 0O+ tan (a/2) 1= 1 tan (at/2)
LO—aan {ci/2 1-10) —tan (a/2) 1

(I—A)[cnsa < sinoed]”
Lsina cos o

-
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=[1 tan (0/2) || cosa -sina

—tan (0t/2) 1{lsinae cosox
=[ 1-cos at + tan (o/2)-sin & | (- sin @) + tan (t/'2) cos a

—tan (0/2)cosa+ l'sina  (sin a)-tan (@0/2) + l-cos
=| (1-2sin® (@/2)) + 2 sin® (/2) - 2 sin (@/2) cos (ct/2)

+ tan (/2) cos a
— tan (@/2) cos o+ 2 sin (/2) cos (/2)  2sin” (/2)
: + {1 -2sin” (a/2))

L

- . 31
writing cos =1 —251n2; a

= 1 -2 tan (@/2) cos’ (a/2) |
- +tan (0/2) cos o
~tan (/2) cos & 1
+2 tan (/2) cos® (0/2)
b it b antan L i caal
) mngsmiaa.stanzucosza
= 1 —tan (0/2) [2 cos® (0/2)
—{2cos? (a/2)-1})
tan (0/2) [~ (2 cos® (/2) - 1) 1
| +2 cos” (a/2)}
¥ writing cos ot = 2 cos? (w/2) -1
=[1 —tan (a/2).]=1+ A, from (i)
| tan (/2) 1 . Hence proved.
**Ex.9@).IfA=[3 -4, showthatA®=[1+2n -4n
1 -1 n 1-2n

(Agra™96; Avadh 92; Garhwal 91; Kanpur 95, Kumaun 95, 93; Meerut 90)
Sol. A2=A.A=[3 -4]|x|3 -4
1 -1 1 -1
=[33-4(1) 3(C4)-4(-1)]=[5 -8
13-1(1) 1(-4)-1(-1) 2 -3

=s[1+2(2 -4@]
2) 1-202) |

=A", whenn=2 (Note)
A=| 1+2n 4n |holds whenn=2
n 1-2n

Now A™*1=A". A ..See def. § 1.10 Page 28.
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= 1+2n -4n 3 -4

n 1 -2n I -IJ
=[(1+2m)3-an(l) Q+2m)(-4)-4n(-1) |
[ n3+(1-2m) (1) aH+(I-20C D

=[3+2n -d—dn]=[1+2(n+1) —4(n+]l)
1+r —-1-2n (n+1) 1-2(n+1)

ie. A"=[1+2n -4n|holdsfor‘n'=n+1.
1 n 1-2n

L

-

Also we have shown above that it holds for n =2,
Hence by mathematical induction it is true for all positive integral values
Hence proved.

of n.

Ex.9 (b). IfA=|1 1 , pmvethatA": 1 n ;
01 01

where n is positive integer. (Kanpur 97, 93)

.Sol. AZ=aea'=[1 1]x[1 1
0 1| [0 1

“fL1+10 11+11]=1 2
\/\\j\ 01410 01 L1| [0 1

v =A", where n=2.
iLe., A"=|1 n| holds whenn=2
0 1
Now A" = A"A .. Sce def. § 1.10 Page 27

=(1 nix|1 1|={L.1+n0 1.1 +n.l
0 1 01 0.1 +10 0.1+1.1
=1 n+l
0 1

At=|1 ntholdsfor'n’=n+1
0 1

Also we have showsn above that it holds fer n=2. Hence by
mathematical induction 1t is true for all positive integral values of n.
Hence proved.

Ex. 10. Let A = [a b] , where 2 # 0. Show that for
0 1

n b@"-1)
{fa-1}

nz0, A“:{a
0 1

L
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Sol. A2=AeA=[a b]x[a b
0 1 0 1

=laa+b0 ab+bll=|g? ba+1)
Oa+1.0 0b+1.1 o 1 :

2
="az ﬂa__-:_l) =A" whenn=2

(a-1)
LO 1 (Note)
A"=|d" b(a"-1)/(a-1)|holds when n=2.
0 1 !
Now A" =A%, See def. § 1-10 Page 27
=|d" b@" -1)/(a-1)|x|a b
0 1 0 1
=[a"a+0 a"b+1.(b@" - 1)/(a-1))
0+0 0+
=[a"” bia"@-1)+(@" - )}/ a-1)
0 i

=l-a"+l b@' -1)/(a-1)
|_0 1
. A"=|d" b(d" - 1)/(a-1)}holds for ‘n*=n+1.
0 1
Also we have shown above that it holds for n = 2.

Hence by mathematical induction it s true for all positive integral values
of n20. Hence proved.

*Ex. 11. (a) Show that[cos® —sin8]" =[cos nB —sinnb|,
sinf  cos@ sinnB  cosnB

when n is a positive integer. (Avadh 95, Gorakhpur 90)
Sol. Lat A=[cosO® -sinB
« | sinB cos 6 (1)
Then (A%) = AsA =[cos ® —sin8]x[cos 0  —sin 0]
sin® cosB sin®  cos BJ‘
= cos B =sin’ 0 —sin B cos 0 — sin cos ﬂ-’
sin B cos 8 +sinBcos O ~sin®@+cos2 9 3
or (A =[cos20 -sin 26
sin 260 cos 20 ..(ii)

Similarly (A)® = (A)%A .. Sce def. § 1.10 Page 27

l-



or

ie.
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=[cos20 —sin20|x[cos® -—sin®], from (i) and (ii)
sin20  cos 28 sin@ cos@
=[cos 26 cos 8 —sin 20 5ip @ ~ cos 26 sin B —sin 28 cos O
sin 20 cos 0 + cos 20sin ©  —sin 20 sin O + cos 20 cos O
[cos (20 +8) --sin (20 +0)
sin (20+0)  cos(20+6)

]

=[cos38 —sin30
sin36  cos 30 ..(iif)
In the light of {i), (ii) and (iii} let us assume that
(A)"= [cos n® —sinnb
l_s,in n8  cosnB .. (1v)

Now (A)™ =(A)".(A)

=|lcosn® —sinnB|x|cos® —sinB
hsin n9 cos n@ sin 6 cos 0

=[cos nB cos O —sin n@sin @ — cos n@ sin 8 — sin 1O cos 6|

_sin nB@cos @+ cosnBsin® - sin nB sin O + cos 76 cos BJ ’

=[cos (n0+8) -sin(mB+0)]=[cos(n+1)8 —sin(n+1)80
sin(nB+0) cos (n9+0)_| sinfn+1)0  cos(n+1)0

(iv) holds for n + 1 if is truc for n.

We have alrcady proved in (i) and (iii) that (iv) holds for n=2 and 3.

Hcnce (iv) holds for all positive integral values of n.

ie.

or

(A) =|cos® -sin®| _[cesnB - sinnB
sin@ cosB8| |sinn®  cosn@ Hence proved.
«xEx. 11. (b) If A cos B sin B | evaulate A".
--sin® cos® (Garhwal 94, 92; Meerut 97)

Sol. AZ=AsA=[ cos@ sin®]x[ cos® sin@
L—sine cosBJ —sinf cos@

= cos2@--¢in’ 0 cos B sin 6+ sin 6 cos 8
—~sinBcosB—-cosBsinb —sin” 0 +cos’ 6

(A =] cos20 sin20
'I_— sin 28 cos 28 (1)
Similarly (A)* = (A)* s A
=[ cos20 sin20)] cos® sinB |
-5in28 cos ZGJ !:— sin® cosB

=[ cos 280 cos 8 -s5in20sin®  cos20sin B +sin20cos O
| —sin 28 cos 8-cos20sinB® —sin 26 sin @ + cos 20 cos O
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=| cos(20+0) sin(20+80)
~sin(20+0) cos (20+0)

=| cos 38 sin 30

—-sin 30 cos 38 1)
In the light of (i), (i1), let us assume that
(A" =[ cos nf sin n9:|

—sinn® cosnb ...(ii1)

Now (A)™! =(A)" A

=[ cosn® sinn®]x[ cos® sinb
= sinnB cosnB —-sin® cosB

=| cosnBcosB—sinnbsinb cos nB sin B + sin n0 cos O
—sin nB cos B —cos nBsin®  — sin 7O sin O + cos nd cos O

=[ cos(n® +0) sin(nB+ G)]={: cos(n+1)B sin(n+1) 0]
_—sin (n@+0) cos(nB+0) —sin(n+1)0 cos(n+1)0
. (iii) holds for n + 1 if it is true for n.
We have already proved in (i) and fii) that (iii) holds for n=2 and 3.
Hence by mathematical induction (iii) holds for all +ve integral values of n and
value of A" is given by (iii).

*Ex. 12. Show thatif A =[cosh 8 sinh 0]
sinh 8 cosh BJ

then A" =|coshn® sinhnl
sinh n8 cosh nB

(Agra 93)
Sol. Here A% = AeA Pl
=[cosh® sinh®|x[cosh® sinh®
sinh® cosh© sinh® cosh©
= —coshz 8 +sinh’ 9 cosh 0 sinh'®
+ sinh @ cosh 8
sinh 8 cosh ©
L +cosh @sinh @ sinh® @+ cosh® ©
or A2 _[¢osh20 sinh28 -
sinh 20 cosh 20 -
Similarly A*= A%e A : (i)

=|cosh 20 siph 20 [x|cosh 8 sinh© |, from (i)
sinh20 cosh28| [sinh® cosh®B

=| cosh 20 cosh 6 + sinh 26 sinh © cosh 28 sinh 8 + sinh 20 cozh 8
sinh 20 cosh 8 + cosh 20 sinh @ sinh 20 sinh 0 + cosh 20 cosh 8
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=[cosh (26 +8) sinh (20 +0).
L_Si"h (20+0) cosh{20+8)

or  A3=[{cosh38 sinh 36]

sinh 380 cosh 30 ...(i1)
In the light of (i), (i) and the given value of A, let us assume that
A" =! cosh n@  sinh 10 1

siah nB cosh ne_l ...(iii)

Now A™! = A"eA
=[cosh 6 sinhnB |x{cosh® sinh©
'L:.nnh nB coshn® sinh® cosh®

=[cosh 18 cosh O + sinh n@ sinh ® cosh 18 sinh O + sinh nB cosh ©
sinh n8 cosh 8 + cosh 78 sinh 8  sinh 78 sinh B + cosh nB cosh ©

=[cosh (n@+8) sinh(n®+0) |=[cosh(n+1)0 sinh(n+1)6
sinh (n6 +6) cosh (10 +8) sinh(n+1)8 cosh(n+1)6

i.e. (iii) hoids for n+ 1 if it is true for n.
Also from (i) and (i) we know that (iii) holds for n=2 and n=3. Hence
(iti) holds for all positive integral values of n.

ie. Af=lcoshrB sinhnB
sinhn9 cosh n® Hence proved,
[Note. See Ex. 13 Page 20 also].
Exerciseson § 1-09-§1-10

Ex. 1. Show that the matrix A = [1 2] satisfies the equation
31

,»"L2 —2A -S§1=0, where O is the 2 X 2 null matrix.
Ex. 2. Evaluatc A2 — 3A — 131, where I is the 2 X 2 unit matrix and

A=[2 s Ans.[0 0]-0
5 3 0 0]

Ex.3. Showthatmatrix A={1 0 0
210
3 21

satisfies the equation AY—3A%2+3A -1=0, where I is the unit matrix and O
the null matrix of order 3.

Ex 4. IfA={2 3|,B=(3 -2|,C=(1 2
4 -1 2 1 3 4

verify (i) (AB) C = A (BC): (i) (A + B) C=AC+BC.
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Ex.5. IfA=|1 2|, B=[2 1|; C=[1 1], showthat
3 4 4 2 7 4
A(B+C)=AB4{AC.

Ex. 6. fA=|-1 2land B=| 1 0], show that
0 1 =1 -2

(A+B)(A+B)=A%+2AB + B

Ex.8. Showthat[1 1 1] =[1 n jn(r+D)
01 1| |01 n
001 |00 1

for all natural numbers n.
[Hint. See Ex. 10 Page 35]
SOME TYPICAL SOLVED EXAMPLES
**Ex. 1. A manufacturer produces three products A, B, C which he
sells im the market. Annual sale volumes are indicated as follows :

Markets Products
A . B C
I 8,000 10,000 15,000
II 10,000 2,000 20,000

(i) If unit sale prices of A, B and C are Rs. 2-25, Rs. 1.50 and Rs. 1-25
respectively, find the total revenue in each market with the help of
matrices, (ii) if the units costs of the above three products are Rs. 1.60, Rs.
120 and Rs. 090 respectively, find the gross profit with the help of
matrices.

Sol. (i) The total revenue in each market is given by the products matrix.

[2-25 150 1-25]x| 8,000 10,000

10,000 2,000
15.000 20,000 {Note)

= [(2-25 x 8,000) + (1-50 % 10,000) + (1-25 x 15,000)

(225 x 10,000) + (1-50 x 2,000) + (1-25 x 20,000)]

=[18,000 + 15,000 + 18,750 22,500 + 3,000 + 25,000]

=[51750" 50500] .

.. Total revenue from the market I = Rs. 51,750.
and total revenue {rem the market IT = Rs. 50,500. ; Ans,

(ii) Similarly the total cost of products with the manufactuier sells in the
markets are :
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[1-60 120 090]x| 8,000 10,000
10,000 2,000
15,000 20,000

=[(1-60 x 8,000) + (1-20 x 10,000) + (0-90 x 15,000)
(1-60 x 10,000) + (1-20 + 2,000) + (0-90 + 20,000)]
=[12,800+ 12,000 + 13,500 16,000 + 2,400 + 18,000]
=[38,300 36,400)
.. Total cost of products which the manufacturer sells in the market I and
II are Rs, 38,300 and Rs. 36,400 respectively.

. Required gross profit = (Total revenue received fromn both the
markets) -- (Total costs of product which the manufactuerr sold in both the
markets)

=(Rs. 51,750 + Rs, 50,500) - (Rs. 38,300 +- Rs. 36,400).

=Rs. 102,250 - Rs. 74,700 = Rs. 27,550. Ans.

Ex. 2. A man buys 8 dozens of mangoes, 10 dozens of apples and 4
dozens of bananas. Mangoes cost Rs. 18 per dozen, apples Rs. 9 per dozen
and bananas Rs. 6 per dozen. Represent the quantities bought by a row

matrix and the prices by a column matrix and hence obtain the total cost.
(. C. W. A. Final)

Sol. The quantities bought are represented by 3 X 1 row matrix (8 10 4]
and the prices are represented by 3 x 1 column matrix

18
9
6
. The cost of fruits is.a single number i.e. 1 x | matrix given by the
product matrix [8 10 4]x| 18
9
6
ie. [Bx18)+(10x9)+(4x6)] ie [144+90+24])ie [258]
.. The required total cost =Rs. 258. Ans.

**Ex. 3. A store has in stock 30 dozen shirts, 15 dozen trousers and
25 dozen pairs of socks. If the selling prices are Rs. 50 per shirt, Rs. 90 per
. trouser and Rs. 12 per pair of socks, then find the total amount the store
owner will get after selling all the items in the stock.

Sol. The stock in the store can be written in the form of a row matrix A
givenby A=[20x12 15x12 25x12]
or A =[240 180 300], which is a 1 x 3 matrix.
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The prices can be written in the form of a column mairix B given by
B=[ 501, whichisa3x I matrix.
an
12

The rcquired amount is a single number i.e. a matrix of order | x | and
so the same can be obtained by multiplying the matrices A ‘and B, since their

product would be a 1 X 1 matria (Note)
Now AB=[240 180 300]x]|50
. 90
12

= [(240 x 50) + (180 = 91y + (300 x 12))

—[12000+ 16200 + 36000} = [31800]

. The required amount received by the store owner

=Rs, 31,800. Ans.

Ex. 4. A trust fund has Rs. 50,000 that is to be invested into two types
of bonds. The first bond pays 5% interest per year and the second bond
pays 6% interest per year. Using matrix multipication, determine how to
divide Rs. 50,000 among two types of bonds so as tc obtain an annual totul
interest of Rs. 2780.

Sol. Let Rs. 50,000 be divided into two parts Rs. x and Rs. (50,000 — »)
out of which first part is invested in first type of bonds and the sccond part is
invested in second type of bonds.

The values of these bonds can be wrmcn in the form of a row matrix A
given by A =[x 50,000 — x]. which is a 1 X 2 matrix.

And the amounts received as interest per rupee annually from these two
types of bonds can be written in the form of a column matrix B given by

[5/100], which is a 2 X 1 matrix.
| €/100 '

Here the interest has been calculated per-rupee annually.
Now the interest,to be obtained annually is a singic number i.e. a matrix
of order 1x 1 and the same can bé obtained by the product matrix AB, since

this product matrix would be a 1 x 1 matrix. (Note)
Here AB=[x 50,000 - x] X [5/100
6/100

100 100

fomis]

Also we are given that the annual interest = 2,780.

—[x -—5—+('50000 x). -—]
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X
s : must ha -1 =[27
-. We must have [3000 " ] [2780] (Note)
or 3000 - _130 = 2780 or x = (3000 -2780) x 100

or x=220x 100 = 22,000

Hence the requircd amounts are '

Rs. 22,000 and Rs. (50,000 - 22,000) ;. e. Rs. 22,000 and Rs. 28,000 Ans.

Ex. 5. A finance company has offices located in every division, every
district and every taluka in a certain state in India. Assume that there are
five divisions, thirty districts and 200 talukas in the state. Each office has
one headclerk, one cashier, one clerk and one peon. A divisional office has,
in addition, one office superintendent, two clerks, one typist and one peon.
A district office, has in addition, ene clerk and one peon, The basic
monthly salaries are as follows : office superitendent Rs. 500. Head clerk
Rs. 200, cashier Rs. 175, clerks and typists Rs. 150 and peon Rs. 100. Using
imatrix notation find -—

(i) The total number of posts of each kind in all the offices taken
together, (ii) the total basic monthly salary bill of each kind of office and
(iii) the total basic monthly salary bill of all the offices taken together.

(C. A. Intermediate)

Sol. Let us use the symbols Div, Dis, Tal for division, district, taluka
1espectively and O, H, C, Cl, T and P for officc superintendent, Head clerk,
cashier, clerk, typist and peon respectively.

Then the number of oifices can be arranged as clemerts of a row matrix
A (say) given by

Div. Dis. Tal.
A=(5 30 200)

The composition of staff in vanous offices can be arranged in a 3x6

matrix B (say) given by

O H ¢ Cl T P
B=[ 1 1 I 2+1 1 1+1

0 1 1 1+1 0 141

0 1 1 1 0 1

The basic monthly salaries of various types of employees of these offices
correspond to the elements of the column matnx C (say) given by

C=0f 500
H| 200

€1 175

Cl| 150

T| 150

P| 100
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(1) Total number of posts of each kind in all the offices are the elements
of the product matrix AB.

ge. (5730 200]=]1 I} 1,3 .1:2
' § 72 B 2
0 =1 1770 1 (Note)

ie. [5+0+0, 5+30+4+200, 5+30+200, .15+ 60+ 200,
540+0, [0+ 60+ 200]
O H Cu¢#€kL T P
5. 235235 275« 5 270
i.e. Required number of posts in all the offices taken together are 5 offices supdts.,
235 Head clerks, 235 cashiers, 275 clerks, 5 typists and 270 peons. Ans.
(ii) Total basic monthly salary bill of cach kind of office are the elcments
of lhc product matrix BC
re 01 1 31 x| 500
0 11,2 0 2 200
0O1 1 1 01 175
150
150
L 100

i.c.

i =[(1 % 500) + (1 % 200) + (1 x 175) + (3 X 150) + (1 x 150) + (2 x 100)
{0 x 500) + (1 x 200) + (1 X 175) + (2 x 150) + (0 x 150) + (2 100)
L(())-cS{)O)+(! x 200) + (I x 175) + (1 x 150) + (0 x 150) + (1 x 100)

=500 + 200+ 175 + 450 + 150 + 200] =[ 1675 |
0+200+175+300+ 0 +200 875 _
0+200+ 175+ 150+ 0 +100 625 Ans.

i.e. The total basic monthly salary bill of each divisional, district and taluka
offices are Rs. 1675, Rs. 875 and Rs. 625 respectively. Ans.
(iii) Total basic monthly salary bill of all the officers {i.e. of five
divisional, 20 district and 200 taluka offices) is the element of the product
matrix ABC
ie. [5 30 200]x|1675
875
625 (Note)

ie. [(5x1675)+(30x875)+ (200 x 625)]

ie. [8375+2650+ 125000] ie. [159625]

i.e. total basic monthly salary bill of all the offices taken together is
Rs. 15% 525, Ans.
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**Ex. 6. In a development plan of a city, a contractor has taken a
contract to construct certain houses for which he needs building materials
like stones, sand etc. There are three firms A, B, C that can supply him
these materials. At one time these firms A B,C, supplied him 40, 35 and 25
truck loads of stones and 10, 5 and 8 truck loads of sand respectively. If the
cost of one truck load of stone amd sand are Rs. 1,200 and Rs. 500
respectively, then find the total amount paid by the contractor to each of
thesc firms, A, B, C separately.

Sol. The truck-loads of stone and sand supplied by the firms A, B and C
can be written in the from of a matrix A (say) given by

A B C
A =Stone|40 35 25/|. whichisa 2 x 3 matrix
Sand| 10 5 8

And the cost per truck of stone and sand can be given in the form of a
matrix B (say) given by
Stone  Sand
B=[1200 500]
The required total amount paid to each of the firms A, B and C are given
by the product matrix BA. [Note AB can not be calculated).

Now BA=[1200 500]x[40 35 25
10 5 8

= [(1200 x 40) + (500 x 10) (1200 x 35) + (500 x 5)
(1200 x 25) + (500 x 8)]

= (43000 4+ 5000 42000 + 2500 30000 + 4000]

=[53,000 44,500 34,000]

- The amount paid to the firms A, B and C by the contractor are Rs,
53,000, Rs. 44,500 and Rs. 34,000 respectively. Aps.
Exercises

Ex. i. A fruit seller has in stock 20 dozen mangoes, 16 dosen apples and
32 dozen bananas. Suppose the selling prices are Rs. 0.35, Rs. 0.75 and Rs.
0.08 per mango, apple and banana respectively. Find the total amount the fruit
seller will get by sclling his whole stock. Ans. Rs. 25872

Ex. Z. In Ex. 4 Page 3 write down (1) the row matrix which represeats
team B's result; {ii) the column matrix which represent the results of first places
of varieus teams, Ans. [0 3 2 4] and [3]

0
5
2

L
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MISCELLANEOUS SOLVED EXAMPLES

*Ex. 1. If A=|1 —-1|,B=|a 1
2 -1 b -1

and (A + B]z =A%+ Bz, find a and b. (Kunpur 96)
Sol. Herc we have

“a8 g 2

|
= |
|
+
Q
(]
+
S of
<
+
R
|
i
]
| e |
~IR)
o
P+
- o
I
o
o |
G

O+ab-b —1+b+1 (i)

Also A+B=|1l —-1Il|+]|a 1

2 -1] |6 -}
=[1+a -1+1]=[1+a ©
24b -1-1]| |2+b -2

- (A+B)PE=[1+a Olx[1+a O
2+h -2 2+b -2

={(1+a)*+0 0+0
Q+b)(1+u)-2(2+b) 0+4

= (1 +a)? of
24+b)(a-1) 4 (i)

Now it is given that (A + B)>= A% + B

or [(+ap? - O|=[a®+b-1 a-1]. from()und (i
2+b)ya-1) 4 ab—b b

or O=a-1 and 4=b, comparing the clements of secund column on both
sides.

or a=1landb=4 Ans. |
Ex.2. If A=|1 2|and B={-3 -2|,

3 .4 1 -5
5% 4 3
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findD=|p q]|, suchthat A+B-D=0.
r s

or =12+—3-21
3 4 1 =5
56] 4 J

"

|
LS

N .
|

b

]

|

r s

2 D=[p g |, given
4

L5+4 6+3 9 g9 L u
0

E\Wcha“:p— 2,q=0,r=4,5=-1,1=9, u=9 which gives D.

/3. If A=(0 1 0]|and ]l isthe unit matrix of order 3, show that
0O 0 1 L
P qTr
=|:;I+qA+rA2
Sol. Here A2=AeA=[0 1 0]x[0 1 0
0 0 l 0 0 1
P g r
=10+0+0 0+0+40 0+1+0 =0 0 1
0+0+p 0+0+qg O0+0+r P r
0+0+rp p+0+rg (}+q+,2 p P+ffl G4

Ad=AZa=[0 x[0 1 0
P q r 0 0 i
m ptrg (,1+r2 P q r
=F0+O-}-p * 0+0+gq 0+0+r
0+0+rmp p+0+n; 0+q+r
0"'(:"*’."‘]"‘!’"2 m+0+q +"Q O+p+rq+rq+r
- p q
P g+r
pa+pr’ @ +7q prarg+ ) R
And pI+ gA + rA?
=p|l 0 O|+4({0 1 0|+r|0 0 .
010 0 0 1 P q r
00 1] |p g r| |m ptrg g+
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or
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=[p 0 o]+[0 ¢ o]+f0O O r
0o poljo 0 g||m a ’
2
0 0 p) (P9 Qz rq| |Pp pr+a’ gr+r
_[p+0+0 0+g+0 0+0+r
0+0+rp p+0+pr 0+q'+r‘2
L0+pq+rlp 0+qz+pr+q'r2 ;:;v+2rq+r:A
=A3, from (i). Hence proved.
Ex. 4. Show that E’F + F’E = E, where
E=[0 0 1|,F=|1 0 0
10 0 1 010
1o 0 0 0 01

ocCc o
S ——

sol. EZ=[0 0 1]x[0
o0 1| |0
0 0 of |0

=[00+00+1.0 00+00+10 o-1+o-1‘+1-o]
00+00+10 00+00+10 01+01+10
[00+00+00 0-0+00+00 0-1+0-1+0'0J

g2=[o 0 0

00 0

0 0 0
g =[0 0 0]x[1 0 o]=f0o 0 ©

o ool o1 0] (000

¢ 00l j0o 0 1] |0 0O (1)

0

LO

=[1.0400+00 10+01+00 10400+ 1.0}

10+10+00 00+11+00 00+1-04+01

L0-1+0-0+1-o 00+01+1.0 00+00+T1
0 :

0
1

(flx 0
ol (o

00 IJ ;5)'

—_— O o -0

oo
e S
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=[10+00+00 1.0400+00 1:1+01+00
0-:0+10+00 00+410+00 01+11+00
0:0+00+10 00+00+10 01+01+10
=[o 0 1 .
0 0 |1
000 _ (i)
From (i) and (ii) we get
2p 4 FPE=[0 © 0+[o 0 1|=[0 0 1]=E
0 0 0 0 0 1 0 0 1
0 0 0] 00O Hence proved.
Ex.5. If A—l , find the matrix X such that A+ X +1=0,

where I and O are unit and zero 3 x 3 matrices respectively.

=

Sol. Giventhat A+ X +1 =00rX 0 A-1

[0 o o]-1 2 l
0 0 0 3 -2‘1 10
0 0 0 4 21 1

substituting values of A, and O

=[0-1-1 0-2-0 0-3-0|=[-2 -2 -3

0-3-0 0+2-1 0-1-0 -3 1 -1
0-4-0 0-2-0 0-1-1 -4 -2 2 Ans.

*¥*Ex. 6. Show that

cosB® —-sinB|= 1 -tan%B 1 tan%B 5
sin® cos® tan%ﬂ 1 —tan ;6 1

Sol. We have

cos® -sin@|x| 1 tan 3 ©
sin 6 cos 8 -lﬂﬂée 1

_.—cosB-rsin(-)lan%G cothanEIQ-—sinB]

sin@—cosOtanl@ sin @ tan 1 8 + cos 6

cosBcosiB+sinBsini® cosOsinlB-sinBcos! O

cos%ﬁ cos%@

sinBcos 16 -cosBsiniB sinBsiniB+cosBcosy B

cos+ 0 COS%Q
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1 [cosecos%9+sinesin§9 cosesingﬂ—sinecosge}

' _cos-;e sinBcos-}B,—cosBsin—;B cosOcos%G-l-sinGsin;‘G

= (sec 1 8) | cos (6-36) —sin (9--%6)
sin(8-36) cos(8-38)

= (sec 1 6) cos10 -sini®
sin%ﬂ cos 38

=|cos}Bseci® —sini@seciB|_[ | ~tan '@
sinf@seci® cosiOseci® tan 6 1

cos® -sin@|=| 1 -—tan%ﬁ 1 tan%S F
o |sin®@ cos@| [tani® 1 —tan ;0 1 Hence proved.

Ex. 7. If A and B be n-rowed square matrices, then show that

() (A+B)?=A2+AB+BA +B?;

(ii) (A+B)(A-B)=A%2-AB + BA-B?;

(iii) (A - B) (A + B) =A%+ AB-BA - B?;
and (iv) (A - B)*=A%-AB-'BA + B%.

Sol. As A and B are n-rowed square matrices therefore A+ B and A - B
are also n-rowed square matrices and as such distributive law is true.

(). A+B?=(A+B)x(A+B)
=(A +B) A + (A + B) B, by distributive law
= AA + BA + AB + BB, by distributive law
=A2+BA +AB + B~
(ii) (A +B) (A-B) :
= (A +B) A + (A + B) (- B), by distributive law
=AA +BA + A (- B) + B (- B), by distributive law
=AY+BA-AB-B%
(iif) (A — B) (A + B) = (A —B) A + (A — B) B, by distributive law
= AA - BA + AB - BB, by distributive law
=AZ_BA +AB-B2
(iv) (A-B)*={A-B) ¢ (A -B)
=AA +A (- B) + (- B) A + (- B) (- B), by distributive law
=A>-AB-BA+B”. Hence proved.
*Ex. 8. If A, B are two n X n matrices and if
, C=A+B, AB=BA, B’=0 ,
then show that for every integer m, C™'=A™[A + (m + 1) B].
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(1)

by mathematical induction.

or

or

or

For m = 1, from (i) we get C2 = A [A +2B] (i)
Also C=A + B, given
- Ct=(A+B)?=(A+B)(A+B)
= A2+ BA + AB + B2, as in Ex. 7 (i) Page 50.
= A2+ 2AB, since AB=BA, B®=0 (given)
Ccl=A (A + 2B), which in the same as (i1).

Hence (i) is true for m=1.
Let us now assume that (i) holds when m =k

C**1 - AK[A + (k + 1) B] (i)
Now C¥*2=c¥*1 C, by def. § 1-10 Page 27.
= AX[A + (k + 1) B]. (A + B), from (iii) and C = A + B(given)
C*+t2_AX[A(A+B)+(k+1)B(A+B)]
— AX[AZ4 aB +(k+ 1) BA + (k+1) B}
~AX[A2: “B+(k+1)AB], .~ BA=AB, B’=0
=A¥[A?+ (1 +k+1)AB]
=AX A[A+{(k+1)+1}B]

ck*2=aX* 1A 4 {(k+ 1)+ 1) B].
Hence (i) is true for m =k + 1 provided (iii) is true i.e. for m=k. Also we

have shown that (i) is true for m= 1, so it is true form=1+1 ie. m=2 and so

on. Hence by induction (i) is true for all positive integral values of m.

then prove that AB = 2B.

Hence ﬁroved.

Ex.9. IfA=[2 0 0]andB=|x1 y1 z
0 2 0 X2 y2 z2
0 0 2 X3 yi3 73

Sol. AB=[2 0 0]x[x1 » a
0 2 0 n y2 2
002 [m»m » &

=[20+0+0 2y;+0+0 2;;+0+0
0+2x2+0 0+2y2+0 0+2:240
0+0+2x3 0+0+2y3 0+0+2z3

A-a6\197
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=(2x1 2y 2z1|=2|x1 ¥
22 2y 22 X2 y2 2
23 2y3 223 X3 y3 23 Hence proved.

&
I
[y*]
==

Ex. 10. If A, B are two matrices given below, which of the two
statements is true AB = BA or AB # BA.
A=l 2 3 4]; B=
} 2 3 ~
-1 1 2

Sal. Do yourself. Ans. AB # BA.
Ex.11.Findaif [a 4 1]x X

O et ek

3
2
0

L)

210
1 0 2
0 2 4

where O is 1 x 1 null matrix.
Sol. [@a 4 1]x|2 1 O

’ 1 0 2

0 2 4

=[2a+4+0 a+0+2 0
=[2a+4 a+2 12]
[a 4 1)x

+ 8 + 4] V(Note) )
2 1 0
1 0 21| 4
0 2 4

=[2a+4 a+2 12]x[ .4
4
— IJ _
=[{(2a+4)xa}+(@+2)4+12(= 1)) : Ans.
=[2a% +4a+ 4a+8 - 12] = [2a® + 8a — 4] = O = [0], given
2a°+8a-4=0 or a*+4a-2=0
or ' a=1[-4£V(16+8)] =-2+6. Ans.

**Ex. 12. Show that if A, B, C are matrices, such that A (BC) is
defined, then (AB) C is also defined and A (BC) = (AB) C.

Sol. Since A (BC) is defined so the matrices A, B, C are conformable to
multipictions and we can take A =[q;], B = [bi] and C = [cu), where A, B, C
are m X n, nXp, p X g matrices.

Then AB = [ajj] [bjk] is an m X p matrix

n
i.e. (i, kyth element of the product AB= I aybj (Note)
. i=1

P
Simmarity (j, Dth element of the product BC= I by cy (Note)
k=1
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Also (AB) C is the product of an mx p and a p X g matrices and so is
conformable to multiplication, hence defined.
. (1, Mh element in thte product of (AB) and C
= sum of products of corresponding elements in the ith
row of AB and /th column of C with & common

P n
= ., [{ I ay hjg]cu} (Note)
k=1 ji=1
p n '
= X L ajjbjkcu (1)
k=1j=1

Again (i, [)th element in the product of A and (BC).
= sum of products of corresponding elements in the ith
row of A and Ith column of (BC)
n e,
= X aj L bpcu {(Note)
j=1 k=1

Mw

n
L aijbpcu (10)
k=1j=1

. From (i) and (11) we conclude that (AB) C = A (BC).

*Ex. 13, If A and B are two matrices such that AB and A +B are
both defined, then prove that A and B are square matrices.

Sol. Let A be an m X n matrix.

Since A+ B is defined i.e. A and B are conformable to addition, so B
must also be an m X n matrix.

Again AB is defined i.e. A and B are conformable to muluplication and
hence the number of columns in A must be equal to number of rows in B i.e.
n=m.

Hence A and B are m x m matrices i.e. square matrices.

**Ex. 14. If AB = BA then prove that (AB)" = A"B".

Sol. We shall prove this by mathematical induction.

If n= 1, then (AB)" = A" B" = (AB)! = AB, which is true.

If n=2, then

(AB)" = (AB)* = (AB) (AB)

=(ABA) B, by associative iaw
=(AAB)B, ‘- BA=AB, given
=A'B%

Hence (AB)" = A"B" is true for n = 2.

Now suppose that it is true for n=m i.e. (AB)"* = ATB™
or  (AB)™ (AB)=(A™ B™) (AB)
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or (AB)™*1=A™(B™ A)B, by associative law
=A™ B™'BA)B, '~ B"=B"'B
=A™ (B™! AB)B, - BA=AB, given
=A™ (B"2BAB)B, - B"'=B™?B
=A™ (B™2ABB)B, '© BA=AB, given
=A™ (B™2AB})B .
=A™ (AB™ 2 B%) B=(A™ A) (B™ 2 B’B)
or (AB)M‘ s A:m-l Bm+l
ie. if (AB)"=A"B" is true forn=m, itis trueforn=m+ 1.
Also we have proved that it is true for n =1 and 2.
Hence by mathematical induction it is true for all +ve integral values of n.
*Ex. 15. If A =|::] 0j| , prove that A" =13, A, — Iz, — A according
i 1
asn=4p, 4p+1, 4p+2 and 4p + 3 respectively.
Sol. Given A=|i 0

0 i (i)
AwAskali 0lx[i D
0 i| |0 i
=[ii+00 i0+0.i|=|2 O
[0i+i0 00+ii| |0 2 (i)
Ad=AZea=[2 O]x[i o
o & |0 i .
=-x Li+00 fo0+0i|=[2 O '
0i+20 00+2i) [0 7 ..(Gii)

From (ii) and (ij.i) we get A’=|? 0] A= P o
0 0

Let us assume that A" = [:‘" O]

0o (1V)
) and also assume that (iv) is true when n=k.
g k_[& 0
1.e. A =1
ARy

A¥1 - Akea =[# O|x[i 0], from (v)and (i)
0 f‘k 0 i
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=[*i+00 *o+0i|=[F1 0
0.i+i0 00+&i| [0, &

=, (iv) is true for n=k + 1 provided (v) is true.

Also we have shown in (ii) and (iii) that (iv) is true for n=2 and 3. So it
is true for 3+ 1 i.e, 4 and so on.

Hence (iv) is true for all positive integral values of n.

Also if n=4p then from (iv) we get :

A"=(% 0 |=[1 0], since @ =(*P=07=1,

0 | |0 1| wherei=vV(=1)

or  A"=I. Hence proved

Ifn=4p+1,then "= =()¥i=1i=i

. From (iv), we get A" = [:ﬂ 0}= [f O:I =A.

o "l |0 i Hence proved.

If n=4p+2, then i" = P2 = (% x {2
=(1) (- 1), since =1, F==1
. From (iv), we get

A"=[" Of=[-1 0]=-[1 0]=-1
o o —1 0 1 Hence proved.

Ifn=4p+3, then " =P *3=(*"*2i=(~1)i, as above
=—£ =]

.~ From (iv), we get

A= O|_[-i O|=-[i O|=-
b PO =i 0 i Hence proved.

Ex. 16. Evaluate cos 8 + sin 8 V2sin0]"
~V2sin 8 cos 6 —sin O

_|cos@+sin@ V2 5in @
salssn [- V2sin®  cos 6sin 9]
Then AZ=AeA |

. =[cosB+sin0 V2 sin 0][ cos 8 + sin® V2 sin 0
i V2sin 6 cosB—sinB|[-V2sin@ cosB—sinB

= I—{cos 0 + sin 6) - 2 5in%0 (cos 8 + sin 8) V2 sin 8
+V2sin @ (cos 8 — sin 6)
—V2sin O (cos O +sinB) -V25sin®V2sin ©

~ Y2 sin 8 (cos O — sin 8) + (cos 8 — sin 0)?
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= (cos;2 8 - sin©)+2sinBcos 6 ‘ 2V2sinBcos B
~2V2sinBcos B (:L:lnsze—sin2 B)—2cosBsinB

(Note)

A2 =[cos 20 +sin 20 V2 sin 26 ]
—V25in 26 cos 28 — sin 29_ (i)

., Looking at (i) and (ii) let us assume that

A™ =|cos nB +sin nB V2 sin nB]

—~ 2 sin n® cos nf - sin nB (i)

Let (ii1) be true forn=k%

AK =[cos k8 + sin k8 V2 sin k0
—2 sin k8 cos kB — sin kO

L1V)
L Ak+ 1 - AkcA
=[cos k® + sin k8 V2 sin k8] x[cos 8 +sin B V2 sin ©
— 2 sin k0 cos kO — sin kO -\2sin®@ cos B —sin 0
=[(cos kO + sin kB) (cos © + sin 8) (cos kO + sin kO) (V2 sin )
+ (V2 Sin k8) (- V2 sin ©) + (V2 sin kB) (cos 8 —sin 0)
— 2 sin k8 (cos 8 + sin B) (- ¥2 sin kB) (V2 sin 8) +
+ (cos kO — sin k) (- V2 sin 8) (cos kB — sin k8) (cos B — sin B)
=| cos kB cos 8 + cos kB sin 6 + sin k8 cos O \’i(sinkkggose(i
+ sin kO sin 8 — 2 sin kO sin O . . £95.5 S
— 2 sin kB sin B + cos kB cos 6
) ) —cos kB sin 8 — sin 48 cos 6
L— V2 (sin kB cos 8 + cos kO sin 8) + sin kO sin ©
=[cos (kO + ) + sin (k6 + 0) V2 sin (kO + 8)
—\2sin (kB +6) cos (kB + 0) —sin (kB + 0)
=[cos (k+1)0+sin(k+1)0 V2sin(k+1)0
~V2sin(k+1)8 cos(k+1)8—sin(k+1)8

. (iii) is true for n =k + 1 provided (iv) is true.

Also we have shown in (ii) that (iii) is true. for n = 2.
Hence it is true forn=2+ 1 i.e. 3 and so on.

Hence (iii) is true for all positive integral values of n.
Hence A" = [cos nB + sin nd V2 sin HG]

—\2sinn®  cos nB — sin n@ Ans.

*Ex. 17. If P(x)=| cosx sinx|, then show that
—sinx cosx

P (x)oP (y) =P (x +y) =P (y)oP (x)
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Sol:. P (x). P (¥)

=| cosx sinx|X| cosy siny
—-sinx cosx| [—siny cosy

=|cos xcosy—sinxsiny COS X Sin y +Sinx cos y
—sinxcosy—cosxsiny = sinXxsiny+cosxcosy

=| cos(x+y) sin{x+y)|=P(x+)y)
—sin(x+y) cos(f+y)

Similarly we can prove (to be proved in the exam) that
PO)eP(x)=P(x+y)

Hence P(x). P(y) =P (x+y)=P(y). P (x) Hence proved.
Ex.18. If A 1 0 1] , find number a, b so that (al + bA)? = A
-1 0
Sol. al+bA=a|l O|+b] O 1
0 1 -1 0

=(la 0|+ 0 b|=| a b

0 a -b 0 -b a
(a1+bA)1=[ a b]x[ a b]
-b a -b a

_=[ at - bt ab + ba | ={a2—bz 2ab]

~ab-ab -b'+d’| |-2ab o' -b
o If (al + bAjz = A, then we have

&=t 2ab|=[ 0 1
~2b #-b* [-1 0
Equating the corresponding elements, we. have
a*-b*=0,2ab=1 = a=b=1/1\2 Ans.

*Ex. 19. If e® isdefined as 1+ A + (A2/2 1) + (A%/31) + ..., then show

that e =¢*[coshx sinhx|,where A= {x x
sinhx coshx X X

{Budelkhand 95)

Sol. Giventhat A=|x =x
X X

Azze[.r x|X|x x|=lxx+xx XX+XX
LJ.' X X X XX+xXx xx+xx
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Ad=AZea =22 Al[x x]=2|x+xPx Pax+r*x
‘ 2 Alx ox Cx+xtx Px+xtx

In a similar way we can prove that

Ad=23x* x| AS=24F A ek
X4 x4 XS Is

In general A" =2""|X" X'
8

Now we are given that
eA=1+A+AY2D+(AYVIN+..

or  eA=[1 O]+[x x+___2_ " +_23_ 2 ® +...+l-gf_lx" 4
0 1| [x x| 2!1,2 2| 33 2 nl [
B e =lu v|,
vV u .(i1)

(1)

2 92,3 -1
where u—l+x+2§'x7+231 +...+2nn!“ﬁ+.
‘ 2 533 n-1
v= 0+x+2;‘+23—ﬁ+...+2—;—!£+...
2 3 : n
or =l 2+2x+-{-251- Lz-x-)—+...+§2—x)—+...
2 2! 3! . n!
: 3 3 n -
=l 1+ 1+2x+@-l-+@-)—+...+@+...
2 2! 3! n!
=-;-[1+e2‘]
2 n
and v=l l+?.x+Q-xl-+ +L25)-+ -1, similarly
2 2! n!
ok
—2[6 1]

.. From (ii), we get

eA=—1 e+l -1
2a®=1 &l



0
|

(e'
P e

+e

cosh x

sinh x

Miscellaneous Solved Examples

N e -eT)
.l') eX ( e.r 4 e—.x)

sinh x
cosh x

I

(" +e)/2
(€ -e™)/2

59

(ef —e™)/2 |
(ef+e™)/2

Hence proved.

EXERCISES ON CHAPTER 1

Ex. 1. Given A=|1 2 -3|and B=|3 -1
5 0 2 4 2
1 -1 1 2 0
find the matrix C, such that A+ C=B.
Ex.2 If A=[1 2 1]and B=| 3 —4
4 0 2 I 2
-2 2

find AB and show that AB # BA.
Ex. 3. Find AB and BA if
A=l 3 4 -2land B=|-1 -1

-2 -1 -1
-1 -3 -1

4

2 2
1 1

Ans. AB=) 7 7

=1 =i
-6 -6

Ex.4. If A= 2 -3 -5|and B=| 2 -2

-1 4 5
] ~3 i

verify that AB = A and BA =B.
Ex. 4. Find A and B, where

A+2B=| 1

2
6 -3
=3 3
Ans.

Ex.6. IfA=|1 i =1,

andC=|1 2
2

0

2 0 3
3 -1 2

2

0
0
1

B=|1
0
1

, 2A - B—

= 3
1 =2

T__!

3
2
4

2
5
3
Ans.| 2 -3 5
-1 2 3
1 1 2
-1
2
1
7!, BA=|D0 0 0
-1 0 00
-6 0 0 0
-4
4
-3
5
6
2
,B=| 0 1 -1
2 -1 0
-2 1 0

3 —4] . prove that A (BC)=(AB) C
1
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Ex.7. If A=|1 0 0 0], show that A2 = 14, where
1 -2 0 0
1 =1 1 0
1 -3 3 -1

I4 is 4 x 4 identity matrix.

Ex. 8. For two matrices A and B, state the conditions under which (i)
A =B; (ii) AB exists and (iii) (A + B)> = A% + 2AB + B~

Ex. 9. State truc or false in the case of the following statement. Justify
your answer.

If A and B are conformable for addition, then

(A+B)}=A%+2AB + B2

Ex.10. IfA=[3 -4]. B=[2 1 2] thenfind [ABJ%.
I | 1 2 4
2 0

Ex. 11. What is the difference between zero matrix and a unit matrix ?

[Hint : See § 1-03 Page 4]

Ex. 12. Find non-zero matrices A and B of order 3 x 3 such that AB = O,
where O is the zero matrix of order 3 x 3.

[Hint : See Ex. 1 (c) Page 14 or Ex. 7 Page 17]



