
Chapter II

Some Types of Matrices

§ 201. Triangular Matrices.	 (Bundelkhand 94)
(a) Upper Triangular Matrix. A square matrix A whose elements aij = 0

for i >j is called an upper triangular matrix.
Forexample a	 a12 a13	 11 in

	o a22 n 23	 (l7

	o 	 0	 a- ......

	o 	 0	 0 ......

(b) Lower Triangular Matrix. A square matrix A whose elements au
for i<j is called a lower triangular matrix.

Forexample all 0	 0	 0
021 a22	 t)	 0

a3l	 1232 (133	 0
0

ant	 a.2	 (l3 ......

§ 202. Diagonal Matrix.
Definition. A square matrix which is both upper and lower triangular is

	called a diag onal matrix. 	 (Bundelkhand 94)

Ior example all 0	 0	 0	 (Sec § 1 03 Page 4 also)
o	 (122	 0	 0
o	 0	 (133	 0

0	 0	 0 .....

1 heorem 1. A nv two diagonal matrices oJ the .SQO1C order commute under

	

niuliuplucatton.	 (Ru,idelkhwid 95, (,,4)
Proof. Let any two diagonal matrices he

	

A = a l	 0	 0 . . . 0 and B = b 1	 0	 0	 0
0	 (12	 0 ... 0	 0	 h	 0	 0

0	 ()	 0	 ..... . b,

Then we have

AB	 at	 0	 0	 . . 0 x b1	 0

	

0	 0	 ...	 0	 0	 1) 2 	 0	 ...	 0
0

	

0	 ()	 0	 ...	 an	 0	 0	 0	 ..	 b
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or	 AB=aibi	 0	 0	 .. 0
o	 a2b2 0	 0

.0	 0	 0	 ...	 ..( i)

and BA = In 0 0 ... 0 x at 0 0	 0

o	 1)2	 0	 0	 0	 02	 t)	 ...	 0

•	 ..... . 0
()	 0	 0	 ...	 bn	 0	 0	 0	 ...

biai	 0	 0	 ...	 0

o	 1)202	 0	 ...	 0

O	 00	 ...	 bnan	 (ii)

From (i) and (ii), we find that AB = BA and each one o them is a

diagonal matrix of order n.

	

	 (Note)
Hence proved.

Theorem 11. Product of any two diagonI matrices of order a is a

diagonal matrix of order n.

Proof. The same as of Theorem I above.
Theorem III. Sum of an y two diagonal matrices of orth', a is a diagonal

matrix of order n and commute under addition.

Proof. Let any two diagonal matrices be

A= at	 00... O and Bbi	 00	 .0

0	 02	 0	 ...	 0	 0	 b 2 	 0	 ... 0

.0
0	 0	 0	 ...	 0	 0	 C)	 ...

A+B= a 1 +bi	 C)	 0	 ...	 0

0	 a2+b2 0

0
0	 0	 0	 ...	 tin +brj

and	 B + A	 bi+at	 C)	 0	 ...	 ()

0	 b2+02 0

0
0	 0	 ()	 h, + 0n

From (i) and (ii). we get A + B = B + A and each one of them is a

diagonal matrix of order a.

§ 203. Scalar matrix.

Definition. If in a square mat-rix A all the diagonal elements are equal to

a (where a * 0) and all the remaining elements are equal to i.eia then it is

called a scalar matrix.
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For example a 0 0 0 is a scalar matrix of order 4 x 4.
OaOO
OOaO
000a

Commutative Matrices
Definition. If A and B are two square matrices such that AB = BA, then

A and B are called commutative matrices or are said to commute.
If AB = - BA, the matrices A and B are said to anti-commute.
Solved Examples on § 203.

Ex. 1. tfA={a 0 0and B= all aiz
o a 0	 a	 a	 a

[0 0 a1
	 a31	 32	 33

Then prove that AB  BA = all.
So!. AB= a 0 0x Oh ai au

o a 0	 022 023
o o aa3l a32 233

0011 0012 aa13 =a a	 012 (2J3

	

0021 (2022 2023	 (221 022 023

	

aa3l a1232 aa33	 '31 a32 a33

=aB.

Similarly BA= all ai 	 a x a 0 0

	

021 022 023	 0 a 0

	

03! 032 033	 0 0 a

hl aai	 j3	 a a	 012 0 13 =aB
aa21 (2022 (2023a

,,
022 023

[(aa

 031 0033 0033	 aj 032 033

Hence All = BA = aB.
Ex. 2. Show that the matrices A and B anti-commute, where

A=[1 - ii and B=f1	 I

	

[2 —1]	 [4 —1

	Sol. Here AB=[I —l l x [ l	 l
[2 _lj [4 —1

- 14 II +(— l).(— l )1 = [- 3 21
[2 . 1 -	 21 + (— l).(— I )j [-2 3j

, And	 BA =[I	 114]	 I

[4 —1] [2 —1]

=1 1.1 + 12	 l.(— I) + l.(— I)	 1=[3 —2
[4 . 1 +(— 1).2 4.(— l)+(— 1 )(— l)j L2
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=-1- 3 21
[-2 3j

From (i) and (ii) we find thatAB = - BA.
Hence A and B anti-commute.

Exercise on § 2-03

Ex. 1. Show that the matrices I0 ii and[1	 0]anti-comrnute.
i oj	 [0 -ij

EL 2. Show that the matricesi 2] and 1 5 71 commute.
2 1]	 [7 5 ]]

§ 2-04. Unit Matrix or Identity Matrix.

Definition. If in a scalar matrix the diagonal clement a = 1, then the

matrix is called the unit matrix or identity matrix and is denoted by In in the

case of n x n matrix.
For example 1 0 0 0

0100
0010
0001

Solved Examples on § 2-04.

*Ex. 1. 11 A be any a x n matrix and In is the identity matrix of order

n x a, then prove that A In = In A A

Sol. Let us suppose that

A= all a12 ... Qln and In 	 1	 0	 ... 0

a2l	 a2	 --.	 a2,	 -	 0	 I	 ... 0
0

ant	 at 12	 .- -	 0	 0	 ...

A . I = all	 a 12	 ...	 at,t x I
021 a22 ... a2n	 0

an2	 - - -	 0

alI.l+a12.0+...+aln.O
a:i.1 +a220+ ... +a2,.O

ant-I +an2.O+ ...

0".0
0

:j:	 1

ajI.0+a12.1+...+aln.0
a21.0+a22.1 + ...

al-0 + 0n2-1 + - - + a,.0

a,l.0+a2.O+...+al,.l
(12I.0+U22,0+ ...

1.0 + a,12.0 -+- -. - + a,1 ,. I
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all a	 at,, =A
a2J 'fl2 ... a2,

an  a,	 •..ann

Similarly we can show that I .A A.
Hence we have A.I = I .A = A.
*EX. 2. Prove that 1m = 1m-I = -. = 12=1, where in 	 any positive

integer and In is the unit matrix of order n x n.

Sol. Let A be any n x n matrix and I be the unit matrix of order n x n i.e.

I = In.
Now we know that Al.= IA = A	 (See Ex. 1 above)
But 1=I.

All =IA=A

Taking A=I,we have l.I=I or 12=1

Again front (i), taking A= 12, where 12 = I (proved), we get
12.1 = 2 or 1 = 1 = 1, from (ii).
Proceeding in this way, we can prove that
Im = 1m-I ... = = I, where m is any positive integer.

Exercise on * 204
Ex. If A	 1	 0 0 0 show that A2 = 1. where I is the unit matrix.

1 —1 0 0
I —2 1 0
1 —3 3 .1

§ 205. Periodic Matrix.

Definition. A square matrix A is called periodic, if A" = A, where k is
a positive integer.

If k is the least positive integer for which Ak+t = A, then A is said to be
of period k.

ldernpotent matrix.
Definition. A square matrix A is called idcrnpotent provided it satisfies

the relation A 2 = A.
Symmetric Idempotent Matrix.
Definition. A square matrix A is called symmetric ideinpoteni if A A'

and A 2 = A, where A' is the transposed matrix of A, (See § 208 Page 69).
Solved Examples on § 205.
Ex. 1 (a) Show that the matrix A = 2 -2 —4 is idempotent.

	

—1	 3	 4
1 —2 —3

(Rohilkhand 96)
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Sot. A 2 = A.A1 2 -2 —4	 2 -2 -4
I-i	 3	 4	 ---I	 3	 4.

[ 1	 --2 _-	 i 1 -2 -3j

=	 2•2-2(-- 1) -41	 2(-2)-23 - 4 (- . 2)	 2 (-4)-24 -4 (--3)

-1 . 2+3-1)+41 _1(-2)+3.3+4-2)-1(-4)+34+4(-3)
1-2-2 (- 1)- 31	 1 (-2)- 23-3 - 2)	 1 (-4)- 24-3 - 3)

=[

2 -2  -4=A
1	 3	 4
1 -2 -3

Hence the matrix A is idempoteni.
Ex. 1. (b) Show that the matrix A 	 2 -	 - 51 is iden'ipotent.

-1	 4	 5

	

1 -3 -4	 (Avadh9l)

Sot A2 =A.A= 2 -3 -5 X 2 -3 -5I
-1	 4	 5	 -1	 4	 5

	1 -3 -4	 1 -3 -4

= 4±3-5 -6-12+15 -10-15+20
-2-4+5	 3+16-15	 5+20-20

2+3-4 -3-12+12 -5-15+16

= 2-3 -5=A
-1	 4	 5
1 -3 -4	 -	 -

Hence the matrix A is idempo(ent.
Ex. 2. If A and B are idempotent matrices, then show that AR is

deinpotent if A and B commute.

SoL If A is the idcmpotcnt, then A 2 = A and if B i s iiernpotciit then

B2 -B	 .Ji)
And if A and B commute, then AB = BA	 Ui)

Now (AB)2 (AB'.(AB)
= A (BA) B, b y as,.ociafive law
= A (AB) B. from (ii)

(AA) (BR), by associative law

=A2B2
- AB by (i)

Hence AB is idrmpctciI
Ex. 3. If A is .in idem potent matrix, then the matz-i 14 - I -A i

idempotent and AR - 0 - BA.
Sol We know IA = Al = A.	 (See x 1 Pgc (34)
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Also A being an idumpntcnt matrix, we have A 2 = A.
Sincc I and A are square matncc. so 1-A is also a square matrix and

lhLrcforc we

(l-A)2	 I--A)(1-A)
= (I - A) I (1 - A) A, by distributive law

Al IA + A2

I - A -- A + A, from (I). (ii)and 12= 1

or	 (I AY = I -- f, i e I - A or B is an idempotent matrix by definition.

Again AU = A (1 - A) = Al -. A 2 , by distributive law

= A -A, honi ) and (ii)
i.e	 AB=0.

And	 BA = (I - A) A = IA - A 2, by distributive law
= A - A =0.

Ex. 4. Show that if A and B are matrices of order n x n and sucL' that

AB = A and BA = B, then A and B are idempotent matrices.

Sol We have ABA = (AB) A = (A) A,	 . AB = A (given)

or	 ABA =A 2 	(i)

Also	 A B A = A P.A)=A(B),	 .' BA=B (given)

	

=AB=A	 . AB=A (given)
or	 ABA =A	 ..(ii)

From (i and (ii). we have A 2 = A i.e. A is idempotent.
In a similar manner, we can prove that

HAD B (AB) = B (A),	 '. AB = A (given)

	

BA B,	 . BA = B (given)
01	 BAB=B	 ...(iii)

Also	 BAR (BA) B = (B) B,	 .' BA = B (given)

or	 BAB = B2	(iv)

Fn,m ( i ii) 	 I1v, we have B 2 = B i.e. B is idempoLent.	 Hence proved.

Exercises on § 205
Ex. It /i aid H are iderr.poent, then A + B will be idempotent if

AR BA 0, wherc 0 is the p ull matrix.

lint (4 R) . A2 AR 4 BA + B . A -r 04 0 # RJ
§ 21 06. 1.n ,, o!u1O" Matrix.
D!'iriio'i. A square ruatno, A is	 i!	 Involutory provided it satisfies the

relaten .'\	 where I is tie idi ntits mar ix,
c	 npTe. 'h- matrix A = I	 1	 ,rvo1utoiy matrix,

i,&.
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since A2=1l o]4i	 0
L0 —1] [0 —1

=ri . i+ oo	 1•0±0.(-1)	 1 = 1 1 01=!.
0-1+(- 1).0 0-0+(—1) ' (-1)] [0 1]

Solved Examples on § 206.
Ex. 1. Show that the matrix A —5 —8	 0 i.sinvolutory.

3	 5	 0
1	 2 —1	 (Rohilkhand9l)

Sol. A= 5 —80x-5	 8	 0
3	 5	 0	 3	 5	 0
1	 2 —1	 1	 2 —1

= (-5)(-5)+(-8).3+01 (-5)(-8)+(-8)5+02
3 .(-5)+53+0l	 3•(-8)+55+0•2
l.(-5)+23+(— 1)•1	 1(-8)+25+(— 1)2

(-5)0+(-8)0+O(— 1)
3•+50-i-0(— 1)

-	 l•0+20+(-1)(-1)

= 25-24+0 40-40+0 0+0+0 = 1 0 0 =1
—15+15+0 —24+25+0 0+0+0	 0 1 0

—5+6-1 —8+10-2 0+0+1	 0 0 1

Hence the given matrix A is involutory.
Ex. 2. If A is any square matrix of order n and In is the identity

matrix of order n, such that (J — A) (I + A) = 0, then show that A is
invotoy matrix.

SoL Given that (I — A) (1 + A) =0

or I+I0•A—A•Ia--A2=O

or 10+A—A—A2=0,
(See Ex. 1. Page 64)

or	 In - A2 = 0 or A2 In i.e. A is involutory by definition..
* 207. Nilpotent Matrix. 	 (Avadh 93)
Dthnition. A square matrix A is called Nilpotent matrix of order m,

provided i satisfies the relation A'= 0 and Am.l * 0, where in is a positive
integer and 0 is the null matrix.

For exile, the matrix A = 10 ii is a nilpotent matrix,
[0 Oj

since	 A=[0 ii ^O,
[o 0]

A2 =[0 l l x IO 1 1 = 10-0+ 10 O•1 + 1-0

L0 OJ [0 0] [0.0+0-0 O•1+00
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=fo 01=0,
[o oj

A3 = A2 • A = 0.A 0.

i.e	 A is a matrix which is not itself a zero matjix though its powers are zero

matriccs and so it is a nilpotent matrix (Another definition of nilpotent

matrix).
Solved Examples on § 207.
Ex. Show that A= 1	 2	 31 is a nilpotent matrix of order 2..

1	 2	 3
-1 -2 -3

So!. Given A	 12	 3 0
1	 2	 3

-1 -2 -3

A2 = 1	 2	 3 x	 1	 2	 3
1	 2	 311	 23

-1 -2 -3 H -2 -3

=	 11+21+3(-l)	 ] . 222+3(-2)	 l•3+2-3+3(-3)

1 . 1 + 2-1 + 3 (-1)	 1-2 + 22 + 3 (-2)	 1-3 + 2-3 + 3 (-3)

-1 . 1-2I-3(-1) -l2-22-3(-2) -l3-2-3-3(-3)

= 0 ()= 0, where 0 is the null matrx of order 3.
o 0 0
030

L

i.e. A2 = 0 but A * 0. Hence A is a nilpotent matrix of order 2.

Exercises on § 2-07
Ex. 1. Show that the matrix(is nilpotent.

1-7 a' -abJ

Ex. 2. Show that	 I	 I31 is a nilpotent matrix of order 3.

52	 6
- 2 -1 -	

(Avadh 93. 90)

[JJmt Po'e that A3 = 0, A2 * 01:
** 20. Tram-posed Matrix. 	 (Agra 94)

Definition. The matrix of order n x m obtained by interchanging the rows

and columns of a matrix A of order ii x n is called the transposed matrix of A

or Iranspc	 f the maz:u A and is denoted by A' or A t (read as A transpose).

Another Definition. If A = (aj) be a matrix of order i'i x n, then the

matrix B [h,] of order n x m, such that by ajg is I'ncwn as transposed matrix

'f A or the trw-i cpnse of the matrix A and is denoted by A'or A.
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For example: If A =r1	
5] then A' = 1 21

2 4 sJ	 3 4
56

Note 1. The element a ij in the ith row and jth column of A stards in jh
row arid ith column of A'.

Note 2. The tianspose of an in x ii matrix is an n "< m matrix.
2 09. Some Important Theormns on Transposed Matrices.

Theorem I. The transpose of '1e sum of two itarlces is the sum of their
transpose i.e. (A + B)' = A' +- B'.

Proof. Let A = [a,,) and 1i thU]
Then A+B=1a0 +h0]. tC:jJ, say

thcn	 aij-t-

	

(A -B)'r-[d,j], w here d11 =c for all 1	 iç,n . I 5 jn
i.e. d,=a,J+!.'.J. for all I ^i'm, I :5j<n

or	 (A+B)'=[c}=[a,+h,j]
Also A'= [,1, whcrefj,a,. for all I:51m.	 'j5n

and	 B'=fgfi). where , 1 1=h 1 for all I !^i:5rn, I
A+B'=EJ)1- [gjil=[fj,-i-gj,

	

=[aj+b,]	 ...(ii)
From (i) and (ii) we get (A - B)'= A'+ B'

'Theorem H. The transpose of the transpose of a matrix is the pratris
itself i.e. (A')' = A.	 (Meerur 95, 94)

Proof. Let A = [a,j ] be an ir x n matrix. Then A' i.e. the trsnpose of A is
n x m matrix and (A')' i.e. the tra1pusc of A' (Or the transpose of A) is an
in X n matrix.

Therefore the matrices A and (A) are both rn x n matrices and hence
comparable.	 .

Also, the element in tne jib row and jth column of (A')'.
= the element in the jth row and ith column of A'

the element in the ith row and jib column of A
i.e. the corresponding elements of (A')' and A we equal

From (1) and (ii), we conciude that (A')' = A.	 Hence roved.
Theorem 111. If A is any in x ii r,ratrir, then (kA)' kA', where k is any

number

Proof. Let A = [a,j] be any p't x n matrix. Then kA is a!ao in x n inatnx
and therefore (kA)' i.e. the transpose 'f the matrix kA is an n x m nutrix.

Also A', the transpose of the matrix A, is n x. in matrix and kA' is also an
n X in matrix.

Thus wc find that the matrices (kA)' and kA' are both n x in matrices ar.d
hence comparable.	 . (i)

Again the clement in ith row and jib col'irnn of (kA)'
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= the element in jth row and ith column of kA

= k times the clement in jdi row and iLh column of A 	 (Note)

= k times the element in ith row and jth column of A' 	 (Note)

= ka1	
(Note)

the element in ith tow and jth column of kA'

i.e. the corresponding elements of (kA)' and kA' are equal	 (ii)

From (I) and (ii), we conclude that (kA)' = kA'.	 Hence proved.

Theorem IV. The transpose of the froduct of two matrices is the

product in reverse order of their transpose i.e. (AB) = B'A'.
(Garhwa! 95. 93.' Gorakhpur 96, Rohilkhand 94)

Proof. Let A = [atj and B = tht1 be the two matrices of orders i n x n and

n X p respectively.
Let C AB (gik] x [bkjl = [cv], say

where C is a matrix of order m x P.
'I

The element in the ith row and jth column of AB is c 9 =	 a1k bAlçj.

k1

This is also the element in the ith row and jththlumn of (AB)'. 	
(i)

The elements in the jth row of B' are hi1. h21, b3j ..., hnj and elements in

the ith column of A' are aI. at 2. GO,	 a,,,. Then the element in the jth row and

ith column of B'A' is

b*j aik	 E akhk=ciJ	 (ii)

k=i	 k-i

Hence from (i) and (ii) we conclude that (AB)' = WA'.

Note. The statement of theorem IV is called the reversal rule for the

transpose of a product.

Solved Examples on § 208 to § 209.

Ex. 1. Write down the transpose of the matrix Ai 2 4

16 8 1

Sol. Let A' be the required transpose of the matrix A. Then A' = matrix

obtained by interchanging the rows and columns of the matrix A 	 1 6
28
4 1 Arts.

Ex. 2. Verify that (B) t (A)' (AB) t , when'

(a) Al2 11, B' 11	 2	 01
[4	 5 - 3,]	 (Budenkhand 91)

(b) A=F1	 2 3],B=	 1 2

L 
—2 ij	 2 0

—1 1
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(c) A=[ 2 4 - 1 1, 5= 3 4 5

	

[-1 0	 2]	 —1 2 7
	2 1 

01
	 (Avadh 92)

	

Sot (a) Here A t = [2], Bt =[_  1	 4

	

2	 5
0 —3

Bt Ar	 1	 4 x[2]=	 1-2+4-I = 6
	—2	 5	 i 	 —22+5-1

	

0 —3	 02-3-1	 —3

Also AB=[2 1 ] x ri —2	 0

	

[4	 5 —3

[2 . 1 + 1-4 2 (-2) + 1-5 2-0 + 1 (-3)]
=[6 1 —3].

(AB) transposed matrix of AS

=	
=	 from (i)

	

31	 Hence proved.

(b) Here A= 	 3 , B = [l 2 —1

	

2 —2	 [2 0	 1

	

3	 1

BA = [1 2 —lix 1	 3

	

[2 0	 ij 2 —2
3	 1

= 1 1-1+2.2-- 1.3 1•3+2(-2)-1-1
[2-1+0-2+1 .3 2-3+0(-2)+1.1

= 12 -21
[5	 7]	 .(ii)

Also AB= [ 1	 2 31x 1 2
[3 —2 ij	 2 0

—1 1

411+22+3(—l) 1-2+2.0+3-11=12 1
[3•1-2 .2+1(-1) 3-2-2-0+1-111-2[-2 7]

(AB)' = transposed matrix of AS

[2	 21 = BY, from (ii).
L5	 7]	 -	 Hence proved.
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(c) Here A t = 2 -1 and Bt 3 -1 2
4	 0	 4	 21

—1	 2	 5	 70

BA r3	1 2)(	 2 —1
4	 21	 4	 0
5	 7 0	 —1	 2

= 3•2—l•4+2(-1) 3(-1)—l0+22 = 0
4 .2+24+1(—l) 4(-1)+2-0+12	 15 —2
5 2 + 74 + 0 (— 1) 5 (— 1) + 7-0 + 02 	 38 - 5	 •.. (iii)

Also AB = 2 4 -1 x 3 4 s]
[-1 0	 2] —1 2 7

210

	

=1 2-3+4(— 1)— 12	 24+4-2— 11	 25+47— 1-0
[- 1-3+0(— 1)+2-2 - 14+02+21 - 1.5+0-7+2-0

=10 15 38
Li —2 —5

... (AB) = transposed matrix of AB

0	 1 =Bt At ,from (iii).
15 —2
38 - 5 	Hence proved.

	

*FL 3 If A= 1 —1 0 and B= 4	 1	 0
2	 13	 2-3	 1
4	 18	 1	 1-1

then verify (AB)' = I3 At.	 (Meerut 93, 9))

Sot. AB = I - 1 01 x 4	 1	 0
2	 1 3j	 2-3	 1
4	 1 81	 1.	 1 —1

	

=Fl-4- 12+0-1	 1-1 + 1-3+0-1	 10— 1-1 —01
24-4- 1-2+3-1	 2•1 - 1-3+3-I	 20+ 1 . 1 —3-1

4-1-13+8-i 4-0+1-1-8-1

C, r	 AB r 2	 4 —1 andso(AB) t [ 2 13 26

	

132-2	 4	 2	 9
26 9 -	 --2 —7

	

Again At=r1 2 41 and B t 42	 i
—1	 1	 1	 1	 --3	 1

0	 1 —i
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B t A ! =4	 2	 lx	 124
1	 -3	 1	 -L	 I	 1

	

o	 1 -1	 0 3 8

= 41-21+10 42+21+1-3 44+21 + 18
11+3-1+10 12-31+13

	
1-4-3-I + 18

01-11-10 02+1-I- 13 044 1-1 -1.8

=	 2	 13	 26 =(AB)t. from (i)
4	 2	 9

-1 -2 -7
	 Hence proved.

Ex. 4. If A =[ cosa sin C( verify that AA' 12 = A'A.
sin a cos ci]

Sol. Here A' =F,cos a - sin cx
a	 cos a

AA' =1 COS Ci sin ci i [cos cx - sin cx
sin a cc's a] [sin a	 cos a

	

[	 cos2 a+ sin  a	 -cos asin cx+ sin acos ci

	

sin a cos a + COS a sin a	 sin a + cos2 a

=[i 01=12.
[0 ij

Sintilarfly we can prove that
A'A[cosu _sinaix[ cos cc sina

	

[sin a	 cos a] [-sin a cos ci

[	 cos2 a+ sin  a	 cos a sin a - sin a cos a

	

k in a ccs ci - cos cx sin u	 sin  a + cos2 a

= 1 1 01=12.
[U 1]

Hence AA' - 12 A'A.

Exeriises on § 208 -- 209

E. 1. If A = 1? 3] , 	 [3 0], verify that (AB)' = B'A'. where

[1 2]	 [	 2]

A', B' are transposes of A and B.
Ex. 2. If A = I - 1 1 and B = 4	 1	 0

2	 13	 2-3	 1
4	 1	 8 ..	 1	 1-1

then verify that (AB)' = WA'.
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Ex. 3. If Ar I 2 4	 il and B=[ •

H' 0	 2]	
H'

prove that (AB)' and WA' arc cual.

Ex.4. 11, A=2 31 . B= [3 41, then verify that JAB I' = B'At
10 ij	 L 2 ']

Ex. 5. if A = 1	 I	 1 1 and B	 {) I
223	 32	 -
2 4 9]
	

1 1	 0

then verily that (AB) = BIAt.

210. Complex conjugate (or conjugate) of a Matrix.
Definition. The matrix obtained from any given matrix A of order pit ( n

with complex elements r by replacing its elements by the corresponding
conjugate J,MPICX numbers is called the complex conjugate or conjugate of A

denoted by A and is read as 'A conjugate.'
or	 if A = [a,,] and d is the complcx conjugate of the clement aj then

A rz[], for all I	 I in, 1 5j Sn.

For c.xarnp: If A	 1 + i 2 + 3i1

L2	 3ij'

then	 [i—i 2_3]

Real Matrix.	 (.1vadh 93)
Dcfnition. A matrix A is called real provided it satisflcc the relation

A=A
Imaginary Matrix.	 (A'adh 93)
Definition. A. inatni A is called imaginary provided it satisfies the

relation A = - A

211. 'rheorerrLs on complex conjugate of a matrix.
Theorem I. It A = [a,,] be an" 'ri x n malrix with complex elements cijj,

then the coniples conjugate of A is the matris A itself	 -

Proof By definition (given in § 210 above) we know that A = [, for
all 15 i!5 in, I j :5 n and	 is the complex conjugate of aj.

i.e. the clement in the Ith row and jth column of complcx cuniugate of A i.e. A.
the complex corugate of element in ith row aiidjth column of A.
The clement in the ith row and jth column of the complex conjugate

of A i.e. A.

= the complex conjugate of the clement in oh row and jth column of A
the complex conj ugate of	 (Note)
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= au i.e. the clement in the ith row and jth column of A. 	 (Note)

i.e. the corresponding elements of A and the complex conjugate of A are equal.
(i)

Also it is evident that A, A and its conmplex conjugate are in x n

matrices and hence comparable. 	 .. (ii)

From (I) and (ii), we conclude that the complex conjugate of A is

equal to A or A = A.
Theorem II. If A = [ay] he any rn)< a matrix with complex elements ajj,

then )A=XA.
Proof: By definition, we know

A = [], for all I 15 I !^ m, I 5j !^ a and aij is the complex conjugate of

ay.
Also ?cA = [Xat1 ], for all I i:5 m. I !^j ,5 n.

:.A=[Aajj]=Rajj], for all l!^i5m,l!^-i!^n 	 (i)
and we know that 1E = j . j. where z, Z2

are any two complex numbers,

Again ) A = [bij], where b = X aij for all I :5 i!5 m, I :!^j n

for all 1 5i5m, 1 !^j5n.	 ...(ii)

From (i) and (ii) we conclude that the corresponding eleme 	 of A.A

and A. A are equal. Also it is evident that A.A and A. A are matrices of the same

order. Hence we conclude that X.A = A.
Theorem M. If A and B are two matrices conformable to addition, then

A+B=A+B.
Proof : Let A = [a 3) and K = [b,] be any two matrices of order in X n.

Then as these matrices are'given as conformable to addition, so we have
A+ B= [a j+ b1j] for all I i5m, 1 j5n.	 '(I)

Also A =	 and B = [!j, by definition.
...(ii)

for all 1 :^i:5rn, I 15j!5n

and also as F1  + = Zl+Z2, where zi, Z2

are any two complex numbers.

Again from (i), we have

A + B = complex conjugate of {ay + b]

= complex conjugate of (c0), where Cif = aij + bij

[ .]—[a+bI for all I:5m1<j<fl

i.e.	 A + B = Fa,1 + b01, for all 1 :5 i!5 m, 1 Sf 15 a	 (iii)
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from (ii) and (iii) we conclude that the corresponding elements of

A + B and A + B are equal. Also it is evident that both A + U and A + B are

matrices of order m x n as A and B are given as conformable to addition.

Hence we conclude that A + B = A + B
Theorem IV. If A = [a,1] be any m x n matrix and B = [bjk] he any n x p

matrix i.e. if A and B are conformable to the product AR then AU=Aff.

Proof : Since A and B are conformable to the product AB, so

AB [a] x [h3 k] = EcL where Cik = aij bk, for all 1 :5 i !^ m, I :5 k p and there
is summation on j, where j= 1,2,3........ n.

Also A= [:j]. for all 1!^im, I :5j!^,r

and	 B=1b1A]forl:5j:^n,1:5k:5p

	

A B is defined and we have A H =	 x [ jk] [a1kl

where d, k =a ij l jk for 311 I ^;i:^m, I !^k !^p and j= 1,2........n.
Again All = complex conjugate of AB i.e. [ck]

or	 AU [CzkI, where Ck a,3 b3k

17 k) = 1,jJk1,	 ...
for any complex numbers zi and Z2

= [dikl, since (-I,k = ay bjk for all I 5i !^m.

l5kp and j=l,2..... n 	...(ii)
From (i) and (ii), we conclude the All = AR.

§ 212. Tr n.spoed Conjugate of a Matrix.
Definition. The transpose of corijugage of a matrix A i.e. (A7 is defined

as transposed conjugagc or tranjugate A and is denoted by A i . e. A t = (A
For example : If A=[l +1 2+311,

2	 3i

then	 A=[' 2-3i]

A0 = tran spose of A = (A'

=[1—i	 2 
1[2-31 —31j

** 213. Theorems on Transposed conjugate of a matrix.
Theorem 1. Fo r any matrix A, (A)' = (A')

i.e. the transposed conjugate of a matrix is equal to conjugate of its transpose.

Proof: Let A = (o ) l he any m X n matrix

	

Then by definition, A = [i11 1, for all I	 i <	 and I:	 ii.

(A)' = transpose of A,
i.e.	 (X)' = [bp] , where [b1 is n x ,n inrix and h11

for all I -Si!^m, I Sjn
Again A transpose of A i.e. [ay]

—6
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= ( i ii. where i	 Ojj aiRl Lcs ax no matrix toi all

I	 in:,	 jn
(A)'	 coiiiplcx ( ' iij ugak' 01 A'

= 1i1. by deflniti.n.

= T111 SIflCC ( 'ji	 Ui1

01	 = ! hjL sncc	 5. where [hp] is n x in matrix br

	

all I	 K to, I	 j it

From (i) and (ii), we conclude [hat A' (V).

Theorem II. For wiv lIiOlfl A, ( A O ) C =

Proof Let A 0 B i.e. B = (A
Then B' = transpose of B

transl)osc of (A)'
A, since we kiiw (A')' A	 Sec Ili. II Page 70

= i. oinplex Conjugate of B	 .. Sec'Ili. I above
complex conjugate Of A	 (Note)

= A, since sc know A A	 ... See Tb. I Page 75

i.e.	 BC = A. since B0 = ( B') = (B)'	 See Th. I above
Ci.e.	 (A") = A. since A = B.	 Hence proved.

Theorem Ill. (a). I'or an y rnatrz A, (kA)0 = kA 0, where k iv a sea/a,
Proof : By definition, we know that

(kA)0 =

= (-k c) '. by Tb. II Page 76
= (A)', by Ill. 1!! Page 70

=kA 0.  since A is a scalar.	 Hence proved.

	

Theorem Ill h}. [fir wiv Fnatrix A, tk A)	 A0, aijere k is cri
roniplek FlUfn/'er

Proof B y, definition, we know that

(kA)', h lii. ii Page 76

= (kA)'. by Tb. Ill Vace 7))

= TA 	 (s ) ' AC. by definition.	 lkncc proved.
Theorem IV. if A aid B arc no 'natn(-es rnnJr'nab1e to avldiiu'n, flier

A + 11)	 A C s	 it ':rut 90
Proof : B y definition. v e havL

(A + B)" — (A+B' (A })' '' \ + R = A + B
Se 'th Ill i',e' 70

= (A)' + (B) , l	 1 h. I P:•icc 70

= A 0 it'. b y dcl nition.	 n	 N1' l
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\. If A wrd B art, two MOO roo's o'onfo,mahc lo the pmdrui

AR. then	 ( A it)°o 
)E) A0

I'r of	 H	 (AB', by du fin t i)l
r. (\ if), by Iii. 1V Page 7

by Th. IV Page 7	 (Note)

	-= B Ae, ,y definition.	 I1CnCC proved

Fxampie: Find t A , A' and () for the matrix

=[+i 3-ii
[21	 S j

Solution, A =[i - 1 3 + 51
2i	 5 -	 See § 2 10 Page 75

	

(A)' ii flS0SC of A [i —'	 —. 21]
[3 -4 5 i S ,j	

See § 208 Page (

	

A' Tr:nispose of A = i + i	 211
3 - Si 5 j1See § 208 Page oc

	

A' - conjugate of A' = [t -- 	 - 1 = (A
[3+si 5 j

A° = con ugac lronspoSC of A	 I --	 - 211 = A'
5 j

9conjugate tsajlsr rlse of Aand	 A	 =

1+1
[21 5 

214. S ymmetric and skew-s ymmetric matrices.
tat Symmetric Matrix.	 (Agra 94; Avadh 92)

[)viurtition. A square ir.atrix A = kI is caflcd syrmnrtnc provided

=	 far all vaIi.c. of and

For cxunp1c A	 1 --3 5

—3	 2 7
[5	 73

N,te. 1.\ is also syrnrnrtrlc, if k :s scalar.
(b) Sicw-vmiiietric Matrix.	 A'ro1 4 tn/i 92

I)if'niion. A 'narc' matrix A = la ' I is :aOcJ skew	 rnmt'tric providc

tb	 ap. tar a1 VOjll',-S of i and j.
aOl t'xau plc A '[ 0	 1 — 3

—1	 0	 5
—5	 0
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Note. kA is also skew-symmetric, if k is scalar.
§ 215. Theorems on Symmetric and Skew-symmetric matrices.
Theorem I. A square matrix A is symmetric if A = A'.	 (Kanpur 90)
Proof: Let A be an a x a square matrix i.e. A = [a,,,), for all I 5 i !^ a and

I :5j5n.

If A is symmetric matrix, then by definition, we have

[ a I = [aj,J, for all I SiSnand 15j!^n

Also, by definition,

A' = [h] such that by 	for all 1 !^i5n, i:^jn ...Scc § 208 Page 69
or	 A'=[aj], for a]l I:5i n, 1:5j!^n

= [a,j], from (i).

Hence A' = A.
Conversely ifA=A'. Then A must be a- square matrix
Also A = A' = [a,j ] = [aji], for all I 15 i 5 a, 1 15j !^ a

= a,1 =a11 , for all I	 i!^n, 1:^j:5n
A is a symmetric matrix. 	 Hence proved.

Theorem 11. A square matrix A is skew-symmetric tff A' = - A.
Proof: Let A be an axa square matrix i.e A=[aq] for all I !^in and

I	 j!^n.
If A is a skew-symmetric matrix, then by definition, we have

[a,,]=[—a,), for all I !^i!^n, I !^jn
Also, by definition. A' = [b,1 ], such that bq = aji.

for all 1 f:-i:^n, I 5j!^n.	 ...Sce § 208 Page 69
or	 A'=[aji] for all I!^i_'n, l!^j:^n

= - [- a1 ] = - [d,j], from (i).

Hence A' = - A.
Conversely if A' = -A, then A must be a square matrix.
AIo A' = - A = (a1 - [a,1], for all I :5 i :^ a, I 15j 5 a

=5 a, = - a,1

for all I !^i!^n, l !^j!^n

A is a skew-symmetric matrix. 	 Hence proved.
***Theorem HI. Every square matrix can be uniquel y expressed as the

sum of a symmetric and a skew-s-vnimetric matrices.

(Atudh 94, 92, 90; Bundelkhand 95; Meerut 93)
Proof: Let A he a square matrix, then we can write

(i)

since 1 A, - A' are conformable to addition, A being a square niatrix. 	 (Note)

Now (. (A + A'))' = transpose of 1 (A + A')

= (A+A')'	 ...by § 209Th. III Page 70

= (A' + (A')')	 ...by § 209 Th. I Page 70
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(A'+ A)	 ... by2 .O9Th.11 Page 7O

	or	 (. (A + A'))' = (A + A'),	 as matrix addition is commutative.

Therefore, by definition, 1 (A + A) is a symmetric matrix	 ...(ii)

Again {. (A — A'))' = (A — A')'	 by § 209 Th. III Page 70

(Note)

= (A'+{(— 1)(A')') 	 ...by § 209Th. I Page 70

= (A'+(— 1) (A')')	 ...by § 209Th. III Page 70

= A'+ (— 1) A)	 by § 209 Th. Ii Page 70

=(A'—A)=((— 1)2A'+(-1)A}	 (Note)

A'+ A)

	or	 {. (A — A'))' = — 1 (A — A'),	 as maIne addition is commutative.

Therefore, by definition, (A — A') is a skew-symmetric matnc.	 ...(iii)

Hence from (i), (Ii) and (iii), we find that the matrix A can be expressed

as the sum of a symmetric and a skew symmetric matrices.

To prove that the representation (i) is unique, let
AA1+A2.	 (iv)

hcre At is symmetric and At is skew-symmetric.

'Ihen	 Ai = Ai'

	

and	 A = - A2'	 ...(vi)

From (Iv), we have	 A' = (At + A2)'
byTh.I209 Page 7O

	

Or	 A' = A  — A2 from (v). (vi)	 (vii)

Adding and subtracting (iv) and (vii), we get
A + A' = 2A1 and A — A' = 2A2

	

or	 At = (A + A') and A2 = (A — A')

Iron (iv). we get A = (A + A') + (A — A'), which is the same as (I).

	

Hence the representation (i) is unique.	 Hence pioved.

Solved Examples on § 214 and § 2 15

Ex. I. Show that the inatric A =	 9	 6 7 is skew-symmetric.

	

—6	 0 8
- 7 — 8 01	 (Meerul 94)

Soi. in too gi Yen inatnx, we find that
all = 0, (2 = 6 = — 6121, 013 = 7 = — 031, 022 = 0. a23 = S = — 032, 033 = 0

	

i.e.	 a 1 =—a,1 for all I :^i!^3. 1 <j< 3.

Hence by definition [Sec § 2 . 14 (b) Page 791 the given matrix A is

skew-symmetric.
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Ex. 2. If A =13 1 - 11, then show that AA' and A'A are both
1	 2j

symmetric matrices.
Sol. Here A'= 3 0

11
—1 2

AA'=[3 I — lix 3 0
[o 1	 2]	 1	 1

—1 2

=[3-3+I-1—I(-1) 30+1-1-1.2
[0 . 3+1 . 1+2(-1) 00+11+22

=[ ii - i], which is a symmetric matrix.
[-1	 5j	 [See § 214 (a) Page 79]

Similarly A'A = 3 0 x [3 1 -
i	 i	 [o	 1	 .2

—1  2

=	 33+00	 31+0-1	 3(—l)+0-2

	

1-3+1-0	 1-1+1-1	 1(-1)+1-2
—13+20 —1-1+2-I —l(—I)+2-2

= 9 3 - 3 which is a symmetric matrix
32	 1

—3 1	 5	 [See § 2-14 (a) Page 791

*Ex. 3. (a). If A and B are both skew-symmetric matrices of same
order such that AB = BA, then show that AB is symmetric.

Sot. If A and B are both skew-symmetric matrices.
then	 A=-A'  and B=-B'

Also given that AB = BA
= (— B') (— A'), from (i)
= B'A'= (AB)'	 See Th. IV § 209 Page 71

or	 AB = (AB)' i.e. All is a symmetric matrix. 	 Hence proved.
Ex. 3 (b). If A is a symmetric matrix, then sh'w that kA is also

symmetric for any scalar k.
Sol. Here (kA)' = kA',	 Sec. § 2-09 Th. Ill Page 70

= kA, -.- A' = A, A being symmetric
Hence kA is symmetric, if A is so.
**EX. 4 (a). Find the symmetric and skew-symmetric parts of the matrix

A= 1 2 4
681357
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Sol. (Refer Theorem ill § 215 Pages 80-8 L)
Here A' = transpose of A

=163
285
417

The symmctflC part of A = (A + A')

1

1 2	 I 6 3)
6 8 1	 2 8 5
3 s 7]	 4	 1 7

1+1 2+6 4+3	 28	 7

6+2 8+8 1+5	 8 16	 6

3+4 5+1 7+7	 7	 6 14

= 1 .4

48
37	 Ans.

And the skew-synimetn . rt of A	 (A - A')

=( I 2	 1- I
6 8 1	 2	 5

5 7	 4 1 7

1—i 2-6 4-3 =-[ 0 —4	 I

6-2 8-8 1-5	 4	 0 —4

[	
1	

[—i	 4	 0

L	
Ans.

x Ex . 4 (li) Express given matrix A as sum of a symmetric and

skew-symmetric matrices. A = 6 8 5
423
1	7 ij	 (Agra 93)

Sol. From Theorem III § 2.15 Pages 80 - 81 we find that the symmetric

and skcw- mnicric prt o a matrix A are 	 (A + A) and	 (A - A')

	

respectivciy hs sum is evedent1: A.	 (Note)

A	 (A + A') 4 (A - A')	 (1)

I'NI'W A	 ti .inspose of A = 6	 1	 I
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A+A685+641
423	 827
1 .7	 1	 5	 3	 1

= 6+6 8+4 5+1	 12 126
4+8 2+2 3+7	 12 4 10
1+5 7+3 1+1	 6 10	 2

• ! (A+ A)'= 	 12 12	 6 = 6 6 3
2	 2 12	 4 10	 6 2 5

	

6 10	 2	 3 5 1

which is evidently a symmetric matrix as a1 = aji for all values of i and 
And A - A'= 6 8 5j - 6 4 I

423	 8 27
171	 531

=6-6 8-4 5-1= 04	 4
4-8 2-2 3-7	 -4 0 -4
1-5 7-3 1-1	 -4 4	 0

1

0 44 0 2 2
-4 0 -4 -2 0 -2

	

-4 A	 0	 -2 2	 0L

which is evidently a skew-symmetric matrix as 	 = - a for all values of i, I
From (i), we get

A=6 63+ 02	 2
6 2 5	 -2 0 -2
3 5 1	 -2 2	 0

= sum of a symmetric and skew-symmetric matrices, as proved above.
**Ex. S. If A is any square matrix, show that AA' is a symmetric

matrix.
Sol. (AA')' = transzxsc of AA'

= (A')' A'	 See Th. IV § 209 Page 71
= AA'	 .. See Di. II § 209 Page 7(

i.e.	 AA' = (AA')'. Hence AA' is a symmetric matrix by definition.
*Ex. 6. If A be a square matrix, show that A + A' is symmetric anc

	

A - A' is a skew-symmetric matrix. 	 (Meerut 99
Sol. If A is a square matrix, then

See § 2.09Th. [Page 7(
... see 2.09Th.1t Page 7

= A + A' , by commutative law Of addition
Hence by definition A + A' is symmetric.
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Again (A - A') '= A' - (A')',	 ...See § 2.09 Th. I Page 70
=A'—A	 ... See 2.09 Th. ll Page 7O
= - (A - A')

Hence by definition A - A' is skew-symmetric.

'EX. 7. If A is skew-symmetric matrix, then show that AA' = A'A and A2

is symmetric.
Sol. If A is a skew-symmetric matrix, then we know that

Pre-multiplying both sides of (i) by A, we get

AA'=—A.A=—A2	 ...(ii)
Post-multiplying both sides of by A, we get

A'A=—AA=—A2 	...(iu)
From (ii) and (iii) we conclude that AA' A'A
Further we can prove (as in Ex. 5 Page 84) that AA' and A'A arc

symmetric matrices. Hence from (ii) and (iii) we find that - A2 is a symmetric

matrix or A 2 is a symmetric matrix, as we know that kA is also symmetric if k

is scalar and A is symmetric. 	 Hence proved.

Exercises on § 2.14 - * 2.15
'EL I. If A and B are symmetric (or skew-symmetric) matrices, then so

is A + B.
Ex. 2. If A and B are symmetric matrices, then prove that AB + BA is

symmetric and AB - BA is skew-symmetric.
Ex. 3. Show that all pqsitive integral powers of a symmetric matrix are

symmetric.
Ex. 4. If A is any matrix, then show that A'A is a symmetric matrix.
(Hint : See Ex. 5 Page 84)

Ex. 5. If A is a symmetric matrix, then show that A.A' = A'A and A2 is
symmetric.

(Hint: See EL 7 above)
Ex. 6. What is the main diagonal of a skew symmetric matrix?

(Kanpur 90)

[Hint : See § 2.14 (b) Page 19. Each element is zero].
Ex. 7. What is the transpose of a symmetric matrix? 	 (Kanpur 90)

[Hint : See Th. I § 2.15 Page 80].	 Ans. The matrix itself.

Ex. 8. A is a skew symmetric matrix. How will be An ? n is any positive

integer.
'Ex. 9. Prove that every diagonal elementbf a skew-symmetric matrix is

necessarily zero. 	 (Garhwal 91; Kanpur 94)

(Hint: In the case of skew-symmetric matrix, we know
a ) =— aJE for all values of i and j

If i=j, then Cjj=C 1j for all i

i.e. Cu + ajj = 0 or 2aj = 0 or a =0
i.e. all diagonal element of a skew symmetric matrix are necessarily zero.)



86	 .	 Matrices

***216 Hermitian and Skew-Hermitian Matrices.

(a) Hermitian Matrix.	 (Avcidh 95, 91, 90)

Definition. A square matrix A such that A = A is called Hermitian i.e.

the matrix [a,) is Hermitian provided a j =_aji, for all values of i andj.

For example: A=	 I	 cs-i3 y±i
	cL-43	 ni	 x+iy

	

Y— i8 x — iy	 n

(b) Skew-Hermitian Matrix. 	 -	 (Avadh 91, 90)

Definition. A square matrix A such that A' = - A is called

skew-Hermitian i.e. the matrix [aij ) is skéw-Hermitian provided ajj =- aji for

all values of i and j.
For example: A=	 21	 —cx—i	 —3+i

	

a— in	 —i 	 —y+i
	3+1	 7 + i8	 0

§ 2.17. Theorems on Hermitian and Skew-Hermitian Matrices.
*Theorem I. The diagonal elements of a Hermitian matrix are

necessarily real.	 (Avadh 95)

Proof: Let [a(j) be a n x n Hermitian matrix, then according to definition

[as given in § 2.16 (a) above], we have
a11 =ja, for all 1 5 i S n, 1 Sf S n

Now the diagonal elements are an, where 1 5 i S n.

From (i), we have a1=a11 , for all I S i S n	 .(ii)

Ifaa=+i where a and 3 are real,

then	 iiji =a - if

F?öm(ii),weget a+i— a— i

or	 2i,=O or (30
.. au = cx + i (0) = a, which is purely real.	 -

Hence the diagonal elements of a Hermitian matrix are necessarily real.
Hence proved.

Theorem U. The diagonal elements of a skew-Hermitian matrix are

either purely imaginary or zero.	 (Avadh 90)

Proof Let [a0] be an a x a skew-Hermtian matrix, then according to

definition [as given in § 2.16 (b) above] we have

	

a0 =—aj , for all 1 5 1 5 a, I	 a.

Now the diagonal elements are aj, where I S i S n.

From (i), we have aj = -.	 , for all 1 5 i S a.
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If a, = a + i, where a and 3 are real,

hen
From (ii), we get a + i = - (a - iJ)

or	 a+i—a+i3 or 2cx=0 or cx=O
a ii = 0 + i(3 = i3, which i purely imaginary and can be flero if = 0,

Hence the diagonal elements of a skew-Hermitian matrix are eiit

purely imaginary or zero.
**Theorem III. Every square matrix (with complex elements) can be

uniquely expressed as the sum of a Hermitian and a skew-Hermitian matrices.

(Garhwal 92)

Proof. Let A be a square matrix. Then we can write

(i)

Now (A+Au)=A+A	 ... See 2.11 Th. III Page 76

F
A+A°) ={A+} =(A)'+ (A0)', ...See.2.O9 Th. I Page 7O

= AE) (A0)', by def. (A)' = A0 ,	 See § 2.12 Page 77

= AE) (A0).

Now (A0)' = transposed conjugate of A0
= transposed conjugate of (A)',	 ...See § 2.12 P. 77

= transposed matrix of (A)',

since conjugate of A is A	 ...See Th. I Page 75

=A, '. (A')'=A	 ...See2.O9 Th. I Page 7O

From (ii) we get, {(A + A0) = A0 + A = A + A0,

as addition of matrices obey commutative law.

By definition (See § 2.16 (a) Page 86) we find that A+A E) is a

Hermitian matrix.

Again {(_A0)}=(A_A0)(A)_ç)

= AE) A, as above

By definition (Sec § 2.16 (b) Page 86) we find that A - A 0 is a skew-

Hermitian matrix.
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From (I) we conclude that the square matrix A is the sum of a
Hermitian and a skew-Hermitian matrices.

Solved Examples on § 2.16 - § 2.17.
Ex. I (a). Is A=	 3	 7-41 —2+51

7+41	 —2	 3—i
—2-51 3+1	 5 j

a hermitian matrix?
SoLA'=	 3

7-41
—2+51

AF	 3
7+4i

—2.—Si

—2-51
3+i

5

—2+51 =A
3—i

5

7+ 4i
—2
3—I

7 - 41
—2
3+1

Hence by definition [See § 2.16 (a) Page 861, the given matrix A is
hermitian.

Ex. 1(b). Prove that the matrix A=	 I	 1—i 2
1+1	 3	 I

2	 —i .0

is Hermitian.

	

SoLA'= 1	 1+i
•	 1—i	 3

	

2	 i

...	 I	 I — i
1+1	 3

	

2	 —i

A is Hermitian.

	

Ex. 2.IfA=	 3
2+ 3
3-si

(Avadh 91; Rohilkhand 97)

2
—z
0

2 =A
V

0

...See § 2,16 () Page 86
2-31 3-i-51

5
—i	 7

then prove that A Is Hermitian. 	 (Meerut 96)

SoLA=	 3
	

2+ 3i
 

35j =B(say)
2-31 5
3+51
	

7

Then B' 	 3
	

2-31 3 + 5i
2+31
	

5
3—Si 7



Hermitian and Skew-symmetric Matrices 	 89

B'=	 3	 2+31 3-51 =B
2-31	 5	 —i
3+5i	 1	 7

B i.e. A is Hermitian.	 ...See § 2.16 (a) Page 86
Ex. 3. Show that A=	 1	 3+21 -2-il,

—3+21	 0	 3-41
2—i	 —3-41 —21

is skew-Hermitian Matrix.	 (Rohilkhand 95)

Sol. Here A'=	 i	 —3+21	 2—i
3+21	 0	 —3-41
—2—i 3-41	 —21

A'=	 —i	 —3-2i	 2+i].
3-2i	 0	 —3+4i

	

—2+1 3+41	 2i	 (Note)

I	 3+2i-2--i =—A
—3+21	 0	 3-41

	

2—i	 —3-4i —21

Hence by definition [See § 2.16 (b) Page 861, the given matrix A is
skew-Hermition.

Ex. 4. If A and B are Hermitian, then show that AB is Hermitian if
and only if A and B commute.

Sol. If A and B are Hermitian matrices, then we have

and B(B)'=B0

Then (AB)E' = B8Ae ,by § 2.13 Th. V Page 79

= BA, by (1) above

= AB, if A and B commute

i.e.	 (AB) =AB or (AB)'=AB, . A0=(A)
Hence by definition AB is Hermitian.
Converse of this can be proved to be true by reversing the above

calculations.
Ex. 5 (a). If A is a Hermitian matrix, then show that IA is

skew-Hermitian.	 (Kanpur 90)

Sol. If A is a Hermitian matrix, then

we have	 A=A	 ...See § 2.16 (a) Page 86

Also	 A=Ae	 ... see 2.l2 Page 77

..Here	 A=A'=AE)
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.0	 .0
NOW	 (tA) =—:A , .

See § 2.13Th. 111 (a) Page 78

= - (iAO)

or

	

	 (iA)° = - (IA) , from (i)	 ...(ii)

Also from § 2.16 (h) Pagc 86 we know that if A is a skew-Hermitian

matrix, then A' = - A = A°, from (i)

And from (ii), we find that - (IA) = (iA)°, hence (iA) is a skew-
Hermitian-matrix.

Ex, S (b). If A is a skewHermitian matrix, then show that iA is
Hermitian.

Sol. If A is a skew-Hermitian matrix, then we have
—A =A'	 See § 2.16 (b) Page 86

Also	 A'=A0	 ... See 2.l2 Page 77

—A=A'=AE)	(i)

Now .	 (iA)9 - iA0,	 7 = -
See § 2.13 Th, 111(a) Page 78

=--i(—A), from

or

	

	 (iA)° = iA	 (ii)
Also from § 2.16 (a) Page 86 we know that if A is a Hermitian matrix,

then A' A = A°, from (i).

And from (ii) we find that (iA) = (iA) 9, hence IA is a Hermitian matrix.

Ex. 6. If A is any square matrix, show that AA0 and A°A are
Hermitian.

Sol. (AA) =(A®)0 A0	...by 2.13 'M. V Page 79

=AA0	... by2.13Th.Il Page 78

By definition (See § 216 (a) Page 86). AA0 is Hermitian.

Similarly (A° A)0 A0 (A0)0	...by § 2.13Th. V Page 79

=A0 A	 ...hy2.13Th.11 Page 78

By definition (See § 2:16 (a) Page 86), A0 A i Hermitian.
Ex. 7. Show that A is Hermitian 1ff AU Hermitian.

So!. Let  be Hermitian; then A = A0	(i)

Now (A)® = transposed conjugate , of A

= transposed matrix of A, since (A) A
Sec § 2.l1 Th. I Page 75
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= A' = (A ®)', by (i)
= transpose of transposed conguate of A

= conguate of A, (B')' = B

i.e., (A) ® = A

Hence by definition, A is a Hermitian matrix

Again if A is Hermitian, then we have

= transposed conjuage of A
= transponsc of A

or	 A=A'

Now A® = (A)', by definition
= (A')', by (ii)

i.e.,	 A e =A,
Hence by definition A is Hermitian.

91

by § 211Th.! Page 75

...(ii)

by §209 Th. II Page 70
Hence proved

Exercises on § 2.16 - § 2.17
Ex.1. If A =	r	 I + 1 2 - 3 , then slow that A is skew—Hermitian

— I+i	 21	 1

	

—2-3i —1	 0

Ex.2. Show that A =	 0	 2— 31 - 2 1 is skew—Hermitian.
—2-31	 0	 —3+41

2-1 3+41	 0

Ex. 3. Show that A is skew-Hermitian iff A is skew-Hermitian.
[hint See Ex. 7. Page 901
Ex. 4. Give an example of matrix which is skew symmetric but not

skew- Herm itian.
Ex. S. If A and B are Hermitian matrices, show that AB+BA is

Hermitian and AB - BA is skew-Hermitian.
Ex. 6. Show that every square matrix can be uniquely expressed as

	

P + IQ. where P. Q are Hermitian.	 (GcirhwI 95; Rohilkhand 91)

[[lint See Th. 111 Page 87, Ex 5(a) Page 891.
* 2.18. The inverse of a matrix.

(Avadh 91; Th4ndelkhand 93; Garhwal 91)

If for a given square matrix A. there exists a matrix B such that
AB = BA = I where I is an unit matrix, then A is called non-singular or

Invertible and B is called inverse of A and we write B = A' (read as B equals
A inverse).

Here A is the inverse of B and we can write A = B'
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If B i.e., A 1 does not exist, then A is called singular.
Note 1. If AB and BA are both defined and equal then the matrices A

and B should both be square matrices of the same order.
Note 2. Non-square matrix has no inverse.
For example : 1 1 211_ 2 	 1 1=[ 1 °1=

L3 
4][	 j [° I]

Each matrix in the product is the inverse of the other.
§ 2.19. Theorems on Inverse of a matrix.
'Theorem I. If a given square matrix A has an inverse, then it is

unique or there exists one and only one inverse matrix to a given matrix.
(Bundelkhand 93, 91)

Proof. Let us suppse that B and C are two possible inverses of A. Then

we must have (See § 2 . 18 above).
AB=BA=I

and

	

	 AC=CAI	 ..(ii)
From (1) and (ii), we get AB = AC, each being equal to 1

or	 B(AB)=B(AC)
or	 (BA)B=(BA)C	 ... See § 109 Prop. IPage 26
or	 LB IC, from (i)
or	 B C	 ...See E. Page 64

Hence there cannot be two inverses of A.
**Theorem IL if A and B be two non-sin gluar or invertible matrices of

the same order then AB is also non-singular and

(AB)- ' = B' A1
(Avadh 91; Bundelhkand 95. Garhwal 92; Gorakhpur 97; Purvanchal 97, 94)

Or
The inverse of a product is the product of the inverse taken in the reverse

order
This is also known as the Reciprocal Law for the inverse of a product.

Proof. A' and B 1 exist since A and B are non-singluar.

(AR) (B 1 A) = A (BB') A', by associative law

=AIA'AA',	 ...See Ex. l. Page 64
=1	 ... See 2l8 Page 9l

And (B 1 A 1) (AB) B 1 (A 1 A) B, by associative law

=B 1 (1)B,	 A1A=I
...See Ex. 1. Page 64

=1.	 ... See 2l8,Page9l

(B' A' ) (AB) = (AB) (B' A1)
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i.e., B' A' is the inverse of AR or (AB)' =	 A 1 and as such AB is
also non-singluar.

Note : For more details on inverse of matrices see chapter V of this
book.

** 2. 20. Orthogonal Matrix.
Definition. A square matrix A is called an orthogonal matrix if AA' = I,

where I is an identity matrix and A' is the transposed matrix of A. (Kanpur 97)

Theorems on Orthogonal Matrices.
Theorem I. For any square matrix A, rf AA' I, then A'A = I.
Proof : Since AA' = I, so A is invertible (i.e. A possesses an inverses)

and there exists another matrix Is such that
AB=BA=I

(See § 218 Page 91)

Now B = RI = B (AA'), AA' = I (given)
= (BA) A' = IA', from (i)

i.e.	 B=A'
From (i), we gel AA' = A'A = 1. 	 Hence proved.

Theorem II. If A is on orthogonal matrix, then A' is also orthog'onal.

Proof: By definition if A is an orthogonat matrix, then
AA' = A'A = I

or	 (AA')' = (A'A)' = I, transposing and remembering I' I
or	 (A')' A' = A' (A')' = I. 	 by Th. IV § 2 . 09 Page 71
or	 A' is orthogonal by definition.	 Hence proved.
i.e.	 Transpose of an orthogonal matrix is also orthogonal.

Theorem Ill. If A is an orthogonal matrix, then A 1 is also orthogonal.

Proof: By definition if A is orthogonal, then
AA' = A'A = I

or	 (AA')-' = (A' A) 1 = I,

taking inverse and remembering I - = I

or	 (A')1 A 1 = A 1 (A'it = I.	 by Th. II § 219 Page 92

or	 (A-!)' A 1 A 1 (A)' I	 (Note)

Ci	 A' is orthogonal by definition.	 Hence proved.
i.e.	 Inverse of an orthogonal matrix is also orthogonal.

Theorem IV. For any orthogonal matrices, A and B, show that AB is an

orthogonal matrix.

Proof: If A and B are orthogonal matrices, then by definition we have
AA'=A'A=I

and

	

	 BB'=B'B=I	 (ii)
(AB) (AB)' = (AB) (WA') by Th. IV § 209 Page 71
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= AR B'A' A (BB') A'	 (Note)

= AIA' from (ii).
= AA' = I, from (i).

Similarly, we can prove that
(AB)' (AB) = B'A' AB, by Th. IV § 209 Page 71

=B'IB, from (i).
= B'B = I, from (ii).

Hence AB is an orthogonal matrix by definition.

§ 221. Unitary Matrix.

Definition. A square matrix A is called an unitary matrix if A0 = I,

where I is an identity matrix and A 0 is the transposed conjuage ofA.

Theorems on Unitary matrices.

Theorem I. For any square matrix, if AA° I, then A0 A = I.

Proof : Since .AA° = 1, where I is the Unit matrix, so we find that A is

invertible and there exists another matrix B such that
AB=BA=I

Now B = RI = B (AA 8), AA8 =I (given)

= (BA) A8 = LAO, from W.

	

i.e.	 B=A0

From (i), we get AA O=A 8 A=1 	 Hence proved.

Theorem II. If A is an unitary matrix, then A' is also unitary.

Proof: By definition if A is an unitary matrix, then

AA O =A 0A=I

	or	 (AA°)8 = (A9 A)8 I, taking transposed conguate and

remeribering that 10 = I	 (Note)

	

or
	 (A8)0 A0 = A8 (A (3)0 = 1, using § 209 Th. IV Page 71

	

or
	 AA  = A8 A = I, since (A 0)0 = A

	

or
	 (AAe) (A0 A)' 1, taking transpose of each side

	

or
	 (A°)' A' A' (A8)' = 1, using § 209 Th. IV Page 71

	

or
	

(A')0 A'= A' (A')0 i	 (Note)

	or
	 A' is an unitary matrix.	 Hence proved.

Theorem Ill. If A is an unitary matrix then A 1 is also unitary.

Proof: By definition if A is an unitary matrix, then

AA O=A 0 A = I

	

or
	 (AA0Y' = (A0 A)- ' = 1, taking inverse

	

or
	 ( A81 A-1 = A' ( A°r' = 1,	 by Th. II § 219 Page 9
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or	 (A_1)8 A 1 = A 1 (A')8 = I	 (Note)

or	 A' is an unitary matrix by definition. 	 Hence proved.
Theorem IV. For any two unitary matrices A and B show that AB is an

unitary matrix.	 (Bundelkhand 91)
Proof: If A an B are unitary matrices then by definition we have

4eAeA=I

and

	

	 BB8 = B8 B = 1	 ...(ii)

(AB) (AB) e = (All) (Be A8); by Th. V § 213 Page 79

= A (EU8) A8 = AlA8, from (ii)

= AA8 = I, from (i)
Similarly (All)8 (AB) = Be A8 AB, by Th. V. § 213 Page 79

= B8 LU, from (1)

=Be B v I, from(ii)
Hence AB is an unitary matrix.	 Hence proved.
Solved Examples on §220 and § 221.
Ex. I. Show that the matrix 1- 1 	 2	 2 is orthogonal.

	

2-1	 2

	

2	 2	 1	 (BundeLkhand 95)
Sot. Let A= ! —12	 2

2 —1	 2
2	 2-1

Then A'= —1	 2	 2

	

2 —1	 2

	

2	 2 —1

	

A'A=—1	 22x-1	 2	 2

	

2-1	 2	 2-1	 2

	

2	 2 —1	 2	 2 —1

= (-1).(-1)+2.2+2.2 (-1).2+2.(-1)+2.2
2.(—l)+(-1).2+2.2 2.2+(— 1).(—l)+2.2
2(— 1)+2,2+(— 1)2 22+2.(— 1)+(— 1).2

(- l).2+2.2+2(— 1)
2.2 *(— 1) 2+2.(— 1)
2.2+2.2+(— l)(— 1)

9 0 0 = 1 0 0 =1

	

090	 010

	

099	 001

Hence the given matrix A is orthogonal.
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Ex. 2. Verify that the matrix
A= 1/'J3	 I/46 — I1q2j is orthogonal.

1/3 —2/46	 0
1/43	 1/I6	 1/42

Sol. Here A'=	 1/43	 1143 1113
1/46 —2/I6 1/6

—1/I2	 0 . 1/12

A'A= 1/43	 I/43 1/431 x F 1t43	 1/46 —1/I2

	

1/46 —2/46 ii'I€	 1t43 —2/46	 0
—1/I2	 0	 1/12	 1/43	 1t46	 1/'12

=11	 1	 1	 2	 1	 -1	 1

1	 2	 1	 141	 —1	 1

+0+

=[

I 0 0 = I.	 Hence A is orthogonal.
o	 i	 c
001

**Ex. 3. Show that the matrix A = [ cos a sin 	 is orthogonal.
sin (x cos a]

-	 (Bundelkhand 91; Kanpur 97)
Sol. A'=[ cos a — sina

[sin a	 cos a

A'A = Icos a - sin al[ cos a sin a
[sin a	 cosa][— sina

[sin cos

2 a+sin 2 ct	cosasina—sinacosa
 acos U - cos a sin a	 sin2 U + cos 2 cx

= 11 01 = I	 Hence A is orthogonal.

Ex. 4. Prove that the matx 1 [ 1
	 i±i] unita.

(Meerut 96)

iF	 1	 I+i
Sot. Let A=[ i i	 -

ei1	 I	 1+i
Then 	 II_j	 —1
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OA=
 ii	 I	 14-il	 ii	 i	 l+i

A	 [11	 - 1 ]X[ 1 	 i	
—I

=[ LI +(I +i).(I—i)	 1(1 ++(1+i)(— I)
+(— I) (I—i) (1 —i)(I -i-i)+(- 1) (- I)

=i +	 0	 ]=1[31 O=[ 01=1
0	 i — i + i 	 0 3] [0 IJ

Hence A is an unitary matrix.

Exercises on § 2-20 - * 221

	Ex. I. Show that the matrix A = 	 I	 i is unitary.

	

EL 2. Show that the matrix 1	 2	 1 is orthogonal.

	

.	 i	 3

	

2	 2	 _1

	

3	 3	 3

EL 3. For any two orthogonal matrices A and B, show that BA is an
orthogonal matrix.

EL 4. For any two unitary matrices A and B, show that BA is an unitary
matrix.

Ex. S. Prove that the following matrix is unitary

	

13

'+o	 (—l+i)
 +i)

Ex. 6. Prove that a real matrix is unitary if it is orthogonal.
(Rohilkhand 93)

§ 2-22. Partitioning of Matrices.
Submatm.
Definitioa. A matrix obtained by striking off some of the rows and

columns of another matrix A is defined as a sub-matrix of A.
For example ifA=12 3 I,then

5 7]

[2), [3), [5) etc.
12 31,[3 1]ctc. are all sub— matrices ofA

1	 iL	 7]

It is sometimes found useful to subdivide a matrix into sub-matrices by
drawing lines parallel to its rows and columns and to consider these
sub-matrices as the elements of the originzll matrix.
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Consider the matrix
A= xiyI1:ajI

X2 Y2 Z2 : a2 52
X3 Y3 Z3 : a3 03

P1 qi rj : al bi

P2 q2 r2 a2 b2

Let An = x Yi ZI ;Al2=al
X2y2Z2 	cX2 1'12
X3 )'3 Z3	 tX3 33

Azi=pi qi ru; Au=1ai bi
Ip2q2rj	 L02

Then we may writeA= An Al2I 
Azi A

The matrix A is then said to have been partitioned and the dotted lines
indicate the partitions. Here it is obvious that a matrix can be partitioned in
several ways. The elements An, Al2, A21 and Azi are themselves matrices and
are the sub-matrices of A.

Identically partitioned matrices.
Two matrices of the same size are known as identically partitioned

matrices if when expressed as matrices of matrices (i.e. when partitioned) they
are of the same order and the corresponding submatrices (or elements) are also
of the same size. Such matrices are said to be additively coherent.

For example

	

123:75	 and 124:30

	

456:98	 205:46

	

234:23	 102:12

	

567:45	 254:34

	

458:67	 262:56

Two matrices A and B, which are conformable to the product AB, are
called multiplicative coherent if A and B are partioned in such a way that
columns of A are partitioned in the same way as the rows of B are partitioned.
Here the rows of A and columns of B can be partitioned in any way.

For example
LetA= 1 0 0 0 and B= 2 3 5

2 0 0 01	 3 7 1
2 3 1 1	 4 0 2

251



Partitioning of Matrices	 99

1cre A is a 3 x 4 matrix and B is a 4 x 3 matrix, so these are
conformable to the product AB (i.e. the product AB exits). Now if write

A= 1 00:0 and B= 2:3 5

210:0	 3:71
4:02

231:1
2:5 I

then the partitioning of the columns of A is in the same way as the partitioning
of the rows of B. (Here we note that after third column in A the partitioning
has been done and in B the partitioning has been done after third row). Thus
according to definition given above the matrices A and B are called
multiplicative coherent.

Exercise on § 2•22

Ex. Compute AR using partitioning
A= 1 0 0 1 B= 1 0 01

0102	 010
0013	 000

312

MISCELLANEOUS SOLVED EXAMPLES
Ex. 1. Show that	 12	 3 is the inverse of 3 -2 - 1

2	 5	 7	 -4	 1-1
	-2 -4 -5	 2	 0	 1

So!.	 12	 )	 3-2-1
2	 5	 7	 -4	 1 -1

-2 -4 -5	 2	 0	 1

=	 1.3 + 2 (-4) + 3.2 	 1 (-2) + 2.1 + 3.0	 1 (- 1) + 2 (- 1) + 3.1
2.3 + 5 (-4) +7.2	 2 (-2) + 5.1 + 7.0	 2 (- 1) + 5 (- 1) + 7.1

-2.3-4(-4)-5.2	 -2(--2)-4.l--5.0 -2(-1)-4(-1)-5.1

1	 0 0] =I, where I is an unit matrix.

010
o 0 1

Hence	 12	 is the inverse of	 3 -2	 1
2	 5	 7	 -4	 1-1

-2 -4 -5	 2	 0	 1

*Ex. 2. If A is a non-singular matrix, then prove that
All = AC -> B = C, where B and C are square matrkcs of the same .rder.

(Kanpur 96)

Sol. Since A is non-singular matrix, so A exists.
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Now AB = AC = A 1 (AR) = A 1 (AC),

prcmultiplying both sides by A'

(A 1 A) B = (A 1 A) C,
by associative law of multiplication

=W=IC,

B = C,	 lB = B etc.	 Hence proved.
**Ex 3. If product of two non-zero square matrices Is a zero matrix,

then prove hat both of them are singular matrices
Sot. Let A and B be two non-zero n x ,z matrices.
Given that AS 0, where 0 is the a x a null matrix.

Let us suppose that B is non-singluar matrix then l' exists.

Then AS =0 =a (AR) W = OB_1 post multiplying both sides by B"

= A (BB 1 ) =0,	 by associative law of multiplication.
(Note)

Al 0,

which is against hypothesis as A is a non-zero matrix.
Hence 0 is not a non-singular matrix i.e. B is a singlu.ar matrix.
Similarly we can prove that A is also a singluar matrix.

Ex. 4. Expresi the following matrix as the sum of a hermitian and
a skew hermitian matrix:

A= 2+31 1—i 2+1
3	 4+31 S	 (Kumaun 92)

1	 1+i	 21

Sot. From § 217 Theorem m Page 87 we know that

A=(A+A0)+(A—A8)

i.e. the hermitian and skew-herinitian parts of the matrix A are

(A + A0) and (A - A8) respectively.

Now we know that A8 (A)'	 ...(ii)

where X= 2-31 1+12—i
3	 4-31	 5

1	 1—i	 —2.1	 (Note)

From (ii) we have A (A)' = transpose of A
=2-31	 31

l+i	 4-3i 1—i
2—i	 5	 —2i	 (iii,
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A+A= 2+31 1—i 2+ 11 + 2-3i
3	 4+31	 5	 1+1

2iJ	 2-i

	

= 2+31+2-31	 1-1+ 3
3+1-hi	 4+3i+4-3i

1+1+5

101

3	 1
4-3i 1—i

5	 —2i

2+1+1
5 + I— i
21-21

4 P 4-i 3+1
4+1	 8	 6-1
3—i 6+1	 0

Hermitian part of the given matrix A

=(A+A)	 4	 4—i 3-,-!
4+1	 8	 6—i
3—i 6-i-i	 0

Again A—A6 2+31 1—i 2+1 - 2-3i	 3
3	 4+31	 5	 1+1	 4-31 1—i
I	 1+i	 2i	 2—i	 5	 —21

2+31-2+31 1-1-3	 2+i-
3 	 4+31-4+31 5-1+i
1-2-i-i	 1+i-5	 21+2i

=	 6i	 —2—i 1+1
2—i	 61	 4+1

—1+i - . 4+1	 41

Skew-hermitian part of the given matrix A

61	 —2—i I+i
2—i	 61	 4+1

	

—1+1 —4+1	 41

Hence from (i), we have the given matrix A

4	 4—i 3+1 +	 61	 —2—i 1+i
.1+1	 8	 6--i	 2—i	 61	 4+i

L3	
6+1	 0	 —1+1 —4+1 41

which i the sum of a hermitian and a shcw-hermitian matrix (as proved above).

EXERCISES ON CHAPTER II

Ex. 1. Show that
1 0 0 0] is the inverse of	 I
2100	 —2
4 2 1 0	 0

L2	
8

(Hint. See Ex. I Page 99)

o 00
1	 00

—2	 1 0
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Ex. 2. If A be any square matrix, then show that A + A is Hermitian.

Er. 3. If A and B are symmetric and they commute, then A 1 B and
At W 1 aré'symmetric.

Er. 4. Show that every square matrix can be expressed in one and only
one way as P + iQ. where P and Q are Hermitian.

Ex. S. If B is any square matrix, show that B'AB is symmetric or
skew-symmetric according as A is symmetric or skew-symmetric provided
B'AB is defined.

Ex.-6. If A and B are two non-singular square matrices of the same order,
which of the following-statements is true

(i)A+BB+A;
(ii) (AB)' A'B';

(iii) (AB)-' = A 1 B'

(iv)A.A'=I => A'= A-'
(v) A + A' is a symmetric matrix,

Er.. 7. If A is Hermitian,such that A2 = 0, show that A = 0, where 0 is
the zero matrix.

Er. 8. Show that every skew-symmetric matrix of odd order is singular.
Ex. 9. When is a matrix said to be invertible?
[Hint: See * 2 . 18 Page 91).
Ex. 10. If D = diag [d1 d2..., dr],

dId2 ... dn*O, what will be D1?

Er. 11. If non-singular matrices A and B commute, then

(i) A' and B and (ii) A 1 and B1
also commute.


