Chaj:ter IX '
Quadratic Forms

- . §9.01. Quadratic Form.
Definiton. A homogeneous polynomial of the type |

n n
qXAXE I a;x;x (1)
i=1 j=1
whose coefficients a,-_,-' are elements of the field F is known as a quadratic form
over F in the variables x|, x5, ..., x,,.

For Example. x% +2x% + ng + 8xyx3— 6xax3 is a quadratic form in the
variables x,, x5, x3. Here the matrix of the form can be written in many ways
according as the cross product terms 8x, x5 and — 6x,x5 are seperated to form the
terms @)X X3, a3,x3x; and aps Xy X3, @3 X3 X5,

' Here we shall agree that the matrix A of quadratic form be s'ymmetric and

shall always separate the cross-product terms so that ai; = aj

q =X% + 2.1’% o ng + 8,!1.1’3 . 61'2X3
=[x xpx3]( 1 0  4||*1]..see Ex. 1 (b) Page 223 of this chapter
0 2 =3||x
14 =3 5||x

=Xl 0 4(X= X’AX
0o 2 -3
4 -3 5

The symmetric matrix A = [a;;] is known as the matrix of the quadratic form
and the rank of A is called the rank of the quadratic form.

If the rank of the form is r <n, then the quadratic form is called singular
otherwise non-singular.

Transformations.

The linear transformation X = BY over F carries the quadratic form (i)

above with symmetric matrix A over F into the quadratjc form
(BYYA(BY)=(YB)ABY)=Y' (B'AB)Y ..(ii)

with symmetric matrix B* AB.

Equivalent Quadratic Forms.

Definition. Two quadratic forms in the same variables xy, x;,...,x, are
called equivalent if and only if there exists a non-singular linear transformation
X =BY which logc(hcr with Y = IX, where I is the identity matrix, carries one
of the forms into the other.
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As B’AB is congruent to A, we have

I. The rank of a quadratic form is invariant under a non-singular
transformation of the variables.

2. Two quadratic forms over F are equivalent over F iff their matrices are
congruent over F.

A quadratic form of rank r can be reduced to the form

byy: + by + byys + ... + byt b 20 (i)
in which only terms in the squares of the variables occur by a non-singular linear
transformation X = BY. '

§ 9.02. Lagrange’s Reduction.

The reduction of a quadratic form to the form (iii) of § 9.01 above can be
carried out by a method or procedure called Lagrange's Reduction, which
consists of repeated completing of the square.

From example q = x? + ?.xg + ng + Bxyx3 — 6xpx3 can be reduced to form
(iii) of § 9.01 above as follows :—

q=.rf +2.x%+ ng + 8xjxy — Gxary
= (& + Bxyxs + 16x3) + 263 = 1123 - 63913
=(x + 413)2 + % (4.1‘% - 12xx3) = 1 l_tg

= (x; + 4xy)” + 3 (42 - 12608y +9x3) -24-15
- 230 2 '
= (.Yt + 4X3) + 5 (2[2 = 3.1'3) = '2— X3
2 2 2
=y1+(172) y2-(31/2) y3.
where y| = x| +4x3, ¥y2 = 2x7 — 3x3, y3 = x3.
§ 9.03. Real Quadratic Forms.

Let a real quadratic. form g =X'AX be reduced by a real non-singular
transformation to the form blyf * bzyg v F b,yz'. b; # 0. If one or more of the
b; are negative, then there exists a non-singular transformation X = CZ, where
C is obtained from B (see § 9.01 Page 220 of this chapter) by a sequence of row
and colutmn transformations which carries g into

R R R Y - WLy | ()
in which the terms with positive coefficients precede those with negative coeffi-

cients.

Now the non-singular transformation
si=NhY o i= 1,2 won®
SJ'=Z".j=r+ I,r+2,...,n

carries (1) into the canonical form
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s%+s§+s§+...+s§—s§+|—...—sE. -.(ii)

Thus, as the product of non-singular transformations is a non-singular
transformation, we have every real quadratic form can be reduced by a
non-singular transformation to the canonical form (i) above, where p, the
number of positive terms is called the index and r is the rank of the given

quadratic form.- ;

Example. In Ex. 3 (c) Page 225 the quadratic form q= .rf + ng - 7x§
—4x;x; + 8x;x3 was reduced to ¢, = yf = 2y§ + 9)'_‘;'. The non-singular
transformation y| = z;, y; = 23, y3 = z; carries g, into gy = z% + 9z§ . ng'and the
non-singular transformation z; = s, 73 =153/3,23=53/¥2 reduces q; 1o

2.3 2
CI3=S|+S2—S3. ]
Also in Ex. 3 (c) Page 225 we have
’ _V.I =X _2Y2+4I3,y2=.l'2‘-413,y3 =X3

or Xp =yt 2y, 4 4y3, 0 =yy + dy3, x3=y;
or X = +253+45,0=0+45,xn=2,
or Xy =51+ 2(53/V2 + 4 (5p/3), xy = (53/92) 4 4 (52/3), x3 = 5,3

or Xy =851+ (4/3) 53 4 N2s3.x3= (4/3) 53+ (1/2) V253, x3 = (1/3) 5,

or X=[1 a3 V2 |8
0 4/3 (1/2)\2
0 123 0

: - ! : 2 2
is the non-singular linear transformation that reduces-g to g3 =s) 4 55 = s§.

. The quadratic form is of rank 3 and index 2..
§ 9.04. Complex Quadratic Forms ’ .
Let the compiex quadratic form X'AX be reduced by a non-singular

transformation to the form bl_yf + b;_y% Hom b,yf, b,#0.
Eﬁdcnlly the non-singular transformation
i=VNb)yii=1,2,....r
Z;=Yj FErE Lo 2 sz

carries b,_vf+b2_v§+ +b,_x-f into zf+z§+ +zf. ' S (1|
Solved Examples on § 9.01 to § 9.04
*Ex. 1. Write the following quadratic forms in matrix notation :
“(a) .rf +4y i, + 3.@:
2 2 i
(b) X7 = 2x3 = 3x3 + 4xya; + 6xpx3 - Bxpxy. (Garhwal 95)

Sol. Let ] + axyxy + 365 = X'AX =[x, x,) [(” GZJ[H]

az by (1)

X 2
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since A is a symmetric matrix
Le. _x'f + 4y xp + 3x§ =[ax; +axxy  axypt byxy]| 4
X2
= [(GIII G (Iz."z) X+ (02.1'| % h],\'z) ).'2]
2 2 2 2
= X + 4)'1_\'2 + 3X2 =dapx + Zale.r:, + bl"z
Comparing coefficients of x?.xlxz and a% on both sides, we get
ay=1,a7=2,b=3.

From (i), xf+4x,x2+3x§:)i’{l 2})( .
2 3 ’

2 2
(b) Let xj - 2x3 - 3:(_‘?; + dxpxp + 6xpx3 — 8x0x3
=X'AX = ["l X3 _le ay bl. Cy X b ’
b] b2 <2 X2
cp € C3 X3

- A is a symmetric matrix
=[apxy + bt oy xp b topxy €)X 6% + 3] [ A1
X2
X3
= Halt'l + h].lz + (‘1.(’3) X+ (L 1*1 + }121'2 + ('2.1‘3) X+ ((';Xl + g + C'}X’3) X}]
3 2
= le - ?_Ii = 3.!; D 4,([.\'2 + 6.1’11'3 = 8.1'21’3
z 2
=apxy+ h:xg + oy 2byxpxy + 200 X3+ 2091517
= al= l.b?_:fz.f"z':f3,bl =2,(']=3,('2=*4.
.o 2
. From (i1), we have x% = 2x§ - 303 + 4xpxp + 6y — Bxoxg

=X| 1 2 31X
2 -2 -4 Ans.
3 -4 -3

Ex. 2 (a). I'ind the matrix of the quadratic form xf‘+ 2x§— 5x§ — XyX2
+ 4xax3 - 3x3x; and verify that it can be written as a matrix product X'AX.
(Garhwal 94, 93)

Sol. Let .1'? 4 2.\'5 ~ S_\'_:i — xpxg + 4xory — 3x5x)

=X'AX = [.x.] xy 53] 4 by ¢ I—-\'l .

b, by cllx; ' (D)

(&] Cy €3 X1

since A is a symmetric matrix
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=lapx +bxy+cix3 bix + baxy+cpxy  oyxp+cxgy + oyl [ X
X
X3
= [(@yx) +byxy + cpx3) Xy + (byx) + baxg + €3x3) X5 + (c)x, + X3 + €3x3) X3)
el xf + 2:% — Sxi = X1 Xp + 4xox3 — 3x3x;
= a,xf + ng% + c3x§ +2b1x1x3 + 2¢9x9x3 + 2¢)x3x
Equating coefficients of like terms on both sides, we get
a1=1b,=2,c3=-5,2b;=-1,2c=4,2¢,=-3
From (i), we have the given quadratic form
=[x x x] 1 =172 -3722](%

-1/2 2 2| x;
: -3/2 2 =5|x3
The required matrix of the given quadratic form
= 1 -1/72 =372
-1/2 2 2 Ans.
~ 32 2 -3
Also [x; x; x3]‘ 1 -1/2 -322|[%
-1/2 2 2| x
- 372 2 =5||x
=[x[—%.r2—%x3 ——;‘1[4-2.!'2‘1-23'3 —%x,+2x2—513] X
A Xy
X3

=().‘| —%XQ—%I:;).\'] +(‘-%,\'l +2.x2+2.r3)x2+(—%x| +2x2—513)x3

= xf + ng = 5.\7:24 = xp X3 + 4xp13 — 3x3x, - Given quadratic from.
: Hence proved.
Ex. 2 (b). Find the matrix of the quadratic form G = x* + y2'+ 322+
4xy + Syz + 6zx and express it is the form G = X’AX, where X’ = (x, y, z)
(Garhwal 96)
Sol. Let G=):2+y2 +37° +4.ry+5yz+6zr
=X'AX=[xy J|D b eaffx] ,
by b, cfly| o)
12 9 since A is @ symmelric matrix
=lax+by+ciz bx+by+caz cx+cy+ cyy]l x
, ¥
z
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=[ax+byy+cx+ (hx + by + ) y + (e x + ¢y +€32) 2]
= x2+y2+3z2+4xy+5yi+6zx
= = a,.r2 + b?yz + (.'322 +2bxy + 2cpyz + 201 2x
= a|= l,bzz 1.(’3=3,2b| =4.2C1=5.2C‘;‘—'6
= a= 1.b2: ].C3=3.b| :2,C2=5/2.('| =3,
From (i), weget G=X'AX=[xy z] |1 2 Filkx
2 1 52|y N (i)
3 572 3|z
which gives the required matrix A=|1 2 3
2 1 572
3 5/2 3 Ans.

and G can be expressed in the form X" A X by (ii).

is

Ex. 2 (c). Write out in full the quadratic form in Xy, X3, X3 whose matrix
2 =2 5

-2 30
5 0 4 -
Sol. Here X’'AX =[x, x» x3]| 2 -2 5|
= 3 0}]x
5 0 4||x
= [2.\?1 —2x5+5x3 — 2.1’1 + 3.1’2 + 0.1'3 5.\’] +0.x2+4,t3] x|
. X
|

= [(2¢ = 2x3 + 5x3) X1 + (= 2x) + 3x) x5 + (5x] + 4x3) X3]
= []’J% - 2xpx) + Sx3xp — 2x1x9 + 3x§ + Sxpxy+ 4x§]
= (207 + 323 + 4x] —dx,x, + 10xjx3]

Required quadratic form is

2x¥ + 3x§ + 4.1:% —dxxq + 10x)x3. _ An.s.
Ex. 3. Reduce the following by Lagrange’s Reduction :
@X(1 2 4|\X; MxXi0 0 1|X
2 6 -2 0 1 -2
4 -2 18 1 -2 3

(c)g= x% + 2x§ = 7x§ —4xx; + 8x1x3

Sol. (@) X'[1 2 4]X=[xxxl[l 2 4|*%
2 6 -2 2 6 -2|lx
4

-2 18| 4 -2 18||xs
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=[x;+ 20 +4x3 2x) +6xy - 23 4x; - 2xp + 18x3] | X
X2
~3
= [(x) + 2xy + 4x3) x; + (2x) + 6xy — 2x3) x5 + (4x) — 2xy + 18x3) x3]
= [} + 623 + 1823 + 4x,x — 4xpx3 + 8x,x3)
q= x% + 6:% + 18:% +4x1xy — 4xoxy + 8xpx3
= {x} +4x) (xp + 2x3)) + 622 + 185} — 4xor,
= (] + 4x) (x4 203) +4 (x + 2x3)°) + 6% + 1853 = Ay — 4 (xp + 2x)°
= (X142 (5 + 2xp)) + 623 + 18x3 — dxpxy — 423 — 1623 - 1613,
= (xy + 20y + 4x3)° + 243 + 223 - 20xx3
o= () + 20+ 4x3)° + 2 (x5 - 10xpx3) + 202
= (x; + 2xp + 4x3)° + 2 (x§ — 10x,x3 + 25x3) — 48x3
= (¥ + 26y + 4x3)” + 2 (x - 5x3)° - 4843
=i +2y5 - 48y3. _ * Ans,
where y) =x) + 2xy + 4x3, y; = x5 - S5x3,y3=x3.
®xfo o 1]X=[x »ullo 0 1]*5

0 1 -2 0 1 -2{x

1 =2 3 ' 1 =2 3||x
=[x 04+x0+x31 x,0+x;1 —2x4 xp = 2xp + 3x3] | X1
. . 1,
X3

= [(x3) x| + (xz = 2x3) x5 + (x) = 2x3 + 3x3) x3]
= [x% + 3,\% + 2xyx3 - 4xzx5] _
=} +33+ 22327~ 4zy2), using x) =23, x5 =7, x3 =25
= [ zf -4z,7, + 4z§ (z% - 22,23)]
= [(z; - 225)* - &5 S 22323+ 23) + 23]
=[(z; = 222)° = (2, - )’ +23)
9=(21-20)" - @2~ 23 + 3
=yi-y%+3.
where  y =21=25=x- 23, y,= -3 =x3-x, y3=23 = x,
(©) g =x +2x} = 7x3 - dxyxy + 8xyxy
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2 2 2
= [Xl —4Xl (x1~2x3)} +2.X2—7.l'3
2 2
= (o = dx; (xy = 2xg) + 4 (xa — 2x3)) + 203 = 7xd — 4 (xp — 2x3)°
= (%= 2 (rg = 209)) 2 + 28 - T3 — 4 (] - Ay + 4x3)
=(x;—2xp + -’-1.):3)2 - Zx% + 16xxq — 23x§

=(x; -2 + 4,r3)2 ~2 (x% - Bxaxy + |6,r§) + 9x§ (Note)
= (x) = 20y + 4x3)? - 2 (32 — 4%5)" + 9%

R 2 2 :
=¥1-22+%3 Ans.

whereyl =X| - 212 + 4I3. Ya=Xx9—= 413. Y3 =X3.
' Exercise on § 9.01 - § 9.02
Ex. 1. Write Zx% - 6xjx; + x% in matrix notation .
Ans.X’[ 2 -3 0|X
-3 00
0 01

Ex. 2. Write out in full the quadratic form in x;, x;, x3 whose matrix is
2 -3 1
-3 2 4
1 # =5 2 2 2
Ans. 2xj — 6xpxy + 201x3+ 2x5 + Bxpxy = 5x3
Ex. 3. Reduce the following by Lagrange’s reduction :
Xo 1 2|X '
1 I =1]. Ans.yf—y§+8y§
2 -1 0O
[Hinl : Use X =13, X X3 = Zz]

§ 9.05. Definite and Semi-definite Forms.

Definition (i) A real non-singular quadratic form ¢=X'AX, [A|#0, inn
variables is known as positive definite if its rank and index are equal. Thus, in
the real field a positive definite quadratic form can be reduced to the form
y% + y% F o F yi and for any non-trivial set of values of the x's, ¢ > 0.

(i) A real singluar quadratic form ¢=X'AX,|A|=0 is as .positive
semi-definite if its rank and index are equal i.e. r=p<n.

Thus in the real field a positive semi-definite qudratic form can be reduced
to the form y% + y% + ...+ yf, r<n and for any non-trivial set of values of the
x's,q20.

(iii) A real non-singular quadratic form ¢ =X'AX is known as negative
defnite if its index p=0ie.r=n,p=0.

Thus in the real field a negative definite form can be reduced to the form

- yf - y% - ... —yE and for any non-trivial set of values of the x's, g < 0.
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(iv) A real singular quadratic form q=X'AX is known as negative
semi-definite if its index p = 0i.e. r<n, p =0.
*Thus in the real field a negative semi-defnite form can be reduced (o the
form - yf —y%_— - y,z, and for any non-trivial set of values of the x’s, g < 0.
- Note 1. If g is negative defnite (semi-definite), then — q is positive definine
(semi-defnite).
Note 2. For positive definite quadratic form, if g = X"AX is positive definite
then | A |> 0. ' ‘
§ 9.0&. Definite and Semi-definite Matrices.
~ Definition. The matrix A of a real quadratic form ¢ =X aX is known as
definite or semi-definite according as the quadratic form is definite or
semi-definite. Thus
(i) A real symmetric matrix A is positive definite iff there exists a
non-singular matrix C, such that A = C'C.
(ii) A real symmetric matrix of rank r is positive semi-definite iff there exists
a matrix C of rank r, such that A = C'C. )
§ 9.07. Principal Minors.
Definition. A minor of matrix A is known as principal if it is obtained by
deleting certain rows and the same numbered columns of the matrix A.
Note 1. The diagonal elements of a principal minor of the matrix A are
diagonal elements of the matrix A.
Note 2. Every symmetric matrix of rank r has at least one principal minor
of order r different from zero. y
Note 3. If the matrix A is positive definite, then every principal minor of
the matrix A is positive. ) s "
Note 4. If the matgix A is positive semi-definite, then every principal minor
of the matrix A is non-negative. i '
Exercises on Chapter IX
« Ex. 1. Reduce the square matrix A into diagonal form and interpret the
result in terms of quadratic form :
A= 6 -2 2 ,
-2 3.-1 . (Garhwal 94).
2 -1 3

Ex. 2. Reduce the quardative form Ztl[’ +x% = 3x§ = 8xax3 = dxax) + 12x1x;

to normal form. (Garhwal 93)
@
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(A) VERY SHORT AND SHORT ANSWER TYPE QUES_TIONS
Ch. V Rank and Adjoint of a Matrix

1. Define rank of a matrix. (Purvanchal 2000) [See § 5- 02 Pages 1-2]
2. Find the rank of the matrix A, where
A=l -1 2 -3
4 1 O 2
0 30 4 ‘
0 10 2 (Meerw 2001)
: [Hint : Do as Ex. 11 (b) P. 28]
Ans. 4
3.Reduce the matrix| 1 3 4|tonormal form. 0o
-2, 1 -1 ~ (Kanpur 2001)
3 -1 -2
I,-0
o ae[al]
4. When is a matrix said to be in Echelon form ? " (Purvanchal 98)
[See § 5-04 Page 36]
5. Write down the four normal forms of a_mati’ix. [See §5-03 Page 15]
6. Define adjoint of a matrix. © [See § 5:08 Page 43]

7. Show that adjoint of the matrix | @ 0 Ofisjbc 0 0
0 b0 0 ca O

” 0 0 ¢ 0 0 ab
8. How will you use the notion of determinant to complete the inverse of a
non-singular square matrix ? : [See Th.1 rcsult (iv) Page 50]
9. F1nd the inverse of the matrix [cos &~ sin a
sin®t  cosQ [See Ex. 15 Page 67]

“cosa  sina|
Ans. )
-sina cos o

10 Ifa®+b%+ C+d = 1, then show lha[ the inverse of the matrix
a+ib c+:d] {a—ab —c-id
—c+id a-ib c—id a+ib [See Ex. 18 Page 70]
11. Find the rank of an m X n matrix, every element of which is unity.
’ Ans. 1.
[Hlnt See Ex. 9 Page 96]
12. A, B, P and Q are matrices such that adj. B=A,|P|=|Q]|=1, then
adj (Q'B P h=PAQ. (Kanpur 2001)
Ch.Vi Solution of Linear Equations '
13. Express in matrix form the system of eéquations :
9x+ 7y +3z=6,5x+y+4z=1;6x+8y+2:=4 . [See Ex. 1 Page 106}

182/1/0Q
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" 14. Define a homogeneous linear equation. [See § 6:10 Page 144|
15. Solve the simultaneous equations given below :
x+y+2z-3 2x+2y+3z2=7;3x-y+2z=1,2x-y~z=2 ,
(Kanpur 2001) Ans. x=2,y=3,z=1
Ch. Vil Characterlstlcs Equations of a Matrix
16. What do you understand by the characteristic equation of the matrix A?
. [See § 7-02 (iii) Page 160]

" 17.What is eigen value problem ? [See § 7-02 (v) Page 160]
18. Obtain the characteristic equation of the matrix{ 1 0 2
' - 0 21
2°.0 3

(Meerut 2001) Ans. 13 61*+7142=0
19. State Cayely-Hamilton's Theorem.
20. Find latent vectors of the matrix|a h g
0 b 0
00 ¢
Ch. VIII Lineafr Dependence of Vectors .
21. Define hncarly dcpendem and llnearly independent set of vectors.
(Kanpur 2001) [See § 8-03 Page 211]
22. Show that the set of vectors V;={1,2,3),V,=(1,0,1}) and V3=
(0,1, 0) are linearly independent. - [See Ex. 1 Page 212]
23. Find a linear relation, if any, between the linear forms of the fol!owmg
system fi =x+y+z,f=y-2z,f3=2x+3y.
Ans. 2f| + f, f3 [See Ex. 3 Page 217]

[See Ex: 25(a) Page 200]

Ch. IX Quadratic Fom'ns

24. Define a quadratlc form. [See § 9-01 Page 220]
25. What do you understand by the rank of a quadratic form. 7
[See § 9-01 Page 220]

26. Write the quadratic form corresponding to the matrix (3? ‘g ‘; i

-4 -2 0
(Kanpur 2001) Ams. - 4x xy
(B) OBJECTIVE TYPE QUESTIONS
(I) MULTIPLE CHOICE TYPE :
Select (i), (i1}, (iii) or (iv) whichever is correct :
Ch. V Rank and Adjoint of a Martix

1 The rank of the matrix| 3 4 5 |is
4 56
- ‘2 34
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(i) o (ii) | (iii) 2 (iv) none of these
_ (Kanpur 290!)
2. The rank of the matrix 0 2 3|
0 4 6
06 9
(i) 0 (ii) 1 iii) 2 (iv) 3
3 lfA be a-matrix, which one of the following is a number :
(1) A (ii)adj A | (iii) rank’A (iv) none of these
4. 1f A’ be the transpose of the matrix A, then
(i) rank A" > rank A (ii) rank A" = rank A
(iii) rank A" <rank A (iv) none of these

5, If by a series of elementary transformations an n- -rowed square matrix A

is reduced to the form % 3} the rank of A is

O
i)n+r (ii) r (lii)n—r (iv)n~
6. The rank of the matrix| 1 1 1 |is ‘ ’
2 3 4
7 4 9 16
0 (i) 1 (iii) 2 (iv) 3
: 202 =1 3 15, -
7. The rank of the matrix L3 2 0 21]:5 .
(i) 1 (i) 2 (iii) 3 - (iv) none of these
8. The rank of the matrix (1 6 S 5]is
3 18 15 3
1 6 5 1}.
(i) 4 (ii) 3 (iii)2 (iv)1
9, The value of a for which the matrix|2 3 1|is singular, is
32 -1
a-l 3
(i) - (i) -1 (iii) 1 (iv) 2

10. The necessary and sufficient condition ‘that a square matrix may
possess an inverse is that it be

(i) singular (ii) trigngular .

(iii) non-singular -(iv) none of these

11. If A is non-singular matrix, then (A_l)_l is

M1 i) A~ (iii) A (iv) AA™
(Kanpur 2001)

12. If a non-singular matrix A is symmetric, then Alis
(i) skew-symmetric . (ii) Hermitian
(iii) diagonal ' (iv) symmetric
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i & [Hinl:See§5-llTh.VPagc77l

Ch. VI Solution of Linear Equations
13. The system of equations i
x+2y+2=2,3x+5y+52=4,2x+4y+3z=3 hasa
(i) unique solution (ii) infinite solution
(iii) trivial solution (iv) none of these .
. . : [See Ex. 5(a) P.110]
14. The system of equations

3x-y+2=0,-15x+ 6y - 5:=0, 5x—2y+2z=0hasa

(i) unique solution . ‘ (ii) trivial solution

(iii) infinite solution . o (iv) none of these

15. The tQeorem ‘every square matrix satisfies its characteristic equation’
is named after '

" (i) Cramer (ii) Hamilton  (iii) Newton (iv) none of them
Ch. VIl Characteristic Equations of a Matrix
" 16.If A be any matrix and I the‘idcntity matrix, then A — Al'is known as
- (i) characteristic polynomial of A (ii) spectrum of A
(iii) characteristic matrix of A (iv) none of these

(l) TRUE OR FALSE TYPE :

" Write “T” or “F” according as the following statements are true or false :
Ch. V Rank and Adjoint of a Matrix
1.Therankof A=[1 0 0]is2. d
0 I50
0 0 1 ' . " (Agra 90)
" 2. All equivalent matrices have the same rank. )
3. If every minor of order p of a matrix A is zero, then every minor of order
higher than p is not necessarily zero.

4. If at least one minor of order r of the matrix A is not equal to zero, then
rank of A2 r. : :

’ 1 2 3
5.Therankof A=|2 5 - 8[is2. )
4 10 18 (See Ex. 1(a) P. 2]
1 2 3land ; _g _f g are equivalent.
6. The matrices |2 5 4 .
37 ol |5-2 -9 14
4 -2 -4 8

7. If the elements of a row of a matrix are multiplied by a non-zero
number, then the rank of the matrix remains unaffected.
8. The rank of a matrix is equal to the rank of the transposed matrix.



Objective Type Questions Ch. Vo IX 5
9. The rank of the product matrix AB of two manices A and B is bess than
the rank of either of the matrices A and B.
10. If A and B arc two n x n matrices, then
Adj (AB) # (Adj B) » (Ad] A)
001l
ILIFA=|0 | Ofthen A" =A
100

12. The nccessary and sufficient condition that a square matrix . may
possess an inverse is that it be singular. o

13. The inverse of transpose of a matrix is not the transpose of the inverse.

14. The inverse of the inverse of a matrix is the matrix itself.

15. If A is any square matrix, then (adj. A)*I =ad) (A"I).

16. Inverse of a matrix A exists if A is singular.

17.1f A is a matrix of order n X n, then A" !is also of the same order.
Ch. VI Solution of Linear Equations

18. A consistent system of equations has no solution.

19. A consistent systent of equations has-either one solution or infinitely
many solutions.

20. A system of m linear equations in n unknowns given by AX=K is
consistent if the matrix A and the augmented matrix A* of the system have the
same rank.

Ch. VIl Characteristic Equation of a Matrix

21. The matrix A — Al is known as the charactenistics matrix of A, when I
is the identity matrix. s ' :

22. Every square matrix satisfies its characteristic equation.

23. The characteristic roots of a Hermitian matrix are either purely
imaginary or Zero.

24. The characteristic roots of real skew-symmetric matrix are purely
imaginary or zero. )

25. The characteristic roots of a unitary matrix are of unit modulus.

Ch. VIl Linear Dependence of Vectors

26. The sct of vectors Vy = {1.2,3), V2= {1,0.1) and V3= {0, 1,0} are
linearly dependent. ’
27. If there be n lineariy dependent vectors, then none of these can be

expressed as a linear combination of the remaining ones.
[See Th. I § 8-04 Page 214]

-

Ch. IX Quadratic Forms

2 : . . .
28. x|+ ?_x% + ng —8x, x3+ 6x; x3 is a quadratic form in the variables
Xy, X9, Xq.

29—



6 Matrices

(1) FILL IN THE BLANKS TYPE :
Fill in the blanks in the following - —
Ch. V Rank and Adjoint of Matrix

1. Rank of the-null martix is .................. . (Kanpur 2001 )
o Il @
2. Rank of the matrix [0 g I] [ R . (Kanpur 2001) -
3. If a matrix A of order m x n can be expressed as {g 8} then rank of A
I8 sz _ (Meerut 2001)

4, All .............. matrices have the same rank.

5.1f every minor of order p of a matrix A is zero, then every minor of order
.. p is definitely zero.
. 6. lfa matrix A does not possess any minor of order (r+ 1) then rank of A

.
: 13 4],
7. The rank of the matmt[2 6 8]:5 —— :
111
8. The rank oflhc_malri:; 2 2 2Vi8 ..oinemnnnes .
; F 3 3
9. The rank of a matrix is ......_.. to the rank of the transposed matrix.
10. The adjomt of the malnx[o g is. B i
11.JfAbea squan: matrix of order n, then -
A (adjA)=(adjA)A=.. ... . (Meerut 2001)
12.If A and B are two n x n matrices, then
: (AdjB) e (AdjA)=.......... [See § 509 Th. 111 P.50]
l3.IfAbcannxnmatnxandel¢0then :
|AdjA |=... [See § 509 Th. 11 P, 50)
14. A and B are two matrices such that AB =1, then
adjB=........ (Kanpur 2001)
[Hint : We know B™' aTi’aT andhere B = A, - AB=1
-adjB=A .|B|)
15 If A is a non- smgular matrix, then (A~ ) veemy Where AT s the
inverse of A. '

16. The inverse of a matrixis ............ .
, 17. A singular matrix has no . .
18. A mamx when mull:pllcd by lts inverse giventhe ............. malrix.
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Ch. Vi Solution of Linear Equations

19. Inconsistent equations have ............... solution. g

20. A consistant system of equations has either orfe solution or ...... Yo
solutions.

21. A homogeneous system of n linear equations in n unknowns, whose
determinants of coefficients does not vanish, has only the ........ solutien.

22. A set of simultaneous homogeneaus equations expressed in matrix
form as AX = O has non-trivial solution if ............ s (Kanpur 2001)

23. A system of m non-homogeneous linear equation AX = B in n
unknowns is called ........... iff ranks of A and [A, B] are equal,  (Meerur 2001)

[Seec § 6-07P. 119, § 6-06 P. 118]

Ch. VIl Characteristic Equation of a Matrix

24. The sct of all cigen values of the matrix A is called the ............ of A,
[See § 7-02 (iv) Page 160]
25. The determinant | A — AI] is called the characteristic ........... of the
matrix A, when I is the identily matrix.
26. Every square matrix ......cccocoeeeeene its characteristic equatian.
o (Meerut 2001)
27. Characteristic roots of skew-Hermitian matrix are either zero or ...........
(Kanpur 2001)
28. All the characteristic roots of a real symmetric matrix are .............
29. The characteristic roots of a Hermitian matrix are all ...... Fresigissviss ;
30. The characteristic roots of an orthogonal matrix are of ......... modulus.
31. Two ..ocvueeeens matrices have the same characteristic roots. ' ;
: (Kanpur 2001)
¢ [See § 7-05 Th. I Page 167]
Ch. VIl Linear Dependence of Vectors

32. The set of vectors V;={1,2,3],V,={1,0,1} and V3= {0, i.O} are

linearly ............... . [See Ex. 1 P.212]
33 The set of vectors X;=[2,3,1,-1},X;=[2,3,1,-2] and
X3=1[4,6,2,-3]islinearly ..o s (See Ex. 1 Page 213]

Ch. IX Quadratic Forms

34. The quadratic form in xj, x5, x3 of the matrix| 2 -2 5
: =2 30
5 0 4

ANSWERS TO OBJECTIVE'TYPE QUESTIONS
(1) Multiple Cholce Type :

1. Giiy, 2. -Gi) 3. Gii); 4. (i); 5. (i); 6. (v’
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8

7. (i 3 A iy i i IZ (1v).
13, (1): 13 i6. ().

(1) True & False Type :

. B Z T & B 4 T -85 F @ Foo7 1
& T 9 T 10 F W T 12 F 1% 1°' I T
I5. T 16 F 17T 18 B 19 T 0. T 20
2% T 23 K 24. T. 25. T 26. F: 27. F; 28. |

(I11) Fill in the blanks Type :

L.0:2.2; 3. r 4. cquivalent: S higher than; 6. <:7.1: 8. 1- 9. cqual;

h 0Of
10. [(J a]’ .
HL[A e L:12. Adj (AB): 13. | A [" "' 14.A o | B|; 15. A; 16. unique:
17. inverse; 18. unit; 19. no; 20. infinitely many: 21. trivial:
22. the rank of A < number of unknowns: 23. consistent; 24, spectrum;
25. polynominal 26. satisfics, 27. purely imaginary; 28. real; 29. rcal:
30. unit; 31. mutually reciprocal; 32. independent; 33. dependent:

34. fo+ 31% + 4x§ —dxy v+ 0% by



