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Preface

Application of computer-oriented numerical methods has become an in-

tegral part of the life of all the modern engineers and scientists. The

advent of powerful small cofl)ptitCrS and workstations has tremendously
increased the speed, power and flexibility of numerical cOmPuting,
Recognizing the importance of computers and numerical computing, all
the universities now offer courses in both computing and numerical
methods in their engineering curriculum. They are also trying to inte-
grate computer-oriented numerical analysis into other courses such as
mathematics and computer science. It is believed that students who can
understand, enjoy, and successfully apply the methods of numerical com-
puting to solve problems make better logicians and thereby better engi-

neers and scientists,
The contents of this book are dei ., ,ed from a study of curricula offered

by various universities across the country. The book cover' both the
introductory topics and the more advanced topics such as eigenvalue
problems and partial differential equations. The primary goal is to pro-
vide students with a sound introduction of numerical methods as well as
to make the learning a pleasurable experience. Logical arrangement of
topics, clarity of presentation, and illustration through examples aid the
student to become more and more adept in applying the methods.

There are a number of books in this field. Why another book? This
book is uniquely different from many other books in a number of ways.
The salient features are:

• Presents a detailed account of process and characteristics of numer-

ical computing
• Discusses the concept of computing using modern computers.

• Places emphasis on the nature of computer arithmetic which is

different from real arithmetic in a number of ways.
• 'e concept, cause and consequence of errors in the application of

numerical computing have been highlighted.
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• An overview of FORTRAN 77/90 has been given which would serve
as an introduction to the beginners and as a reference to those who
have already learned this language,

• Mathematical derivation of each method is given to build the read-
er's understanding of numerical analysis.

• Wherever possible, algorithms of computing are given in pseudocode
using boxes.

• A variety of solved examples that would sharpen the skills in both
the theory and application of numerical computing are provided.

• computer programs for almost all numerical methods discussed
have been presented in both FORTRAN 77 and ANSI C languages.

• A separate diskette version of the book is available; the diskette
contains the source codes of programs in FORTRAN 77 and C lan-
guages,

• Programs are designed using the modern modular and structured
programming concepts. These modules can be used as building
blocks in other programs.

• Error analysts of each method is presented.
• Each chapter begins with a statement of need and scope giving a

preview of what is coming later.
• Each chapter ends with a summary and a set of key terms that

remind the reader what has been covered and discussed.
• Review questions provide an opportunity to the reader to test his

understanding of the concepts.
• Numerous end-of-chapter practice exercises are an important sup-

plement to the text. They would not only improve the understand..
ing of algorithms but also enhance the application skills.

• Programming projects give students ample opportunities to prac-
tice their skills of scientific progranlining.

I have exerted a conscious effort to make the book student-orzentedand student -friendly. I hope the students would find the book not only
interesting but also useful.

I wish to acknowledge the many helpful suggestions of reviewers
which have certainly improved both the content and quality of the mate-
rial. It is the persuasion and encouragement of Dr N Subrahmanyam
and Vibha Mahajan of Tata McGraw-Hill that has made the publication
of this book possible. Thanks are due to K Balakrishnaa and J R Pratil)ha
whose excellent word processing skills made the preparation of the book
in its present form much easier and possible.

The book is full of equations and formulas that contain a large num-
ber of variables, subscripts, superscripts, etc. I shall be grateful, if the
readers could communicate to me any errors they discover.

I dedicate this book to my wife Sushila who is the inspiration in all
my work.

F BALAGLIRtJSAM-Y
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