
CHAPTER

4
Modern Theory of Solids

One of the great successes of modem physics has been the application of quantum
mechanics or the Schrodinger equation to the behavior of molecules and solids. For
example, quantum mechanics explains the nature of the bond between atoms, and its
consequences. How can carbon bond with four other carbon atoms? What determines
the direction and strength of a bond? An intuitively obvious outcome from quantum
mechanics is that the energy of the electron is still quantized in the molecule. In addi-
tion, the application of quantum mechanics to many atoms, as in a solid, leads to en-
ergy bands within which the electron energy levels are almost continuous. The electron
energy falls within possible values in a band of energies. It is nearly impossible to
comprehend the principles of operation of modern solid-state electronic devices with-
out a good grasp of the band theory of solids. Since we are dealing with a large num-
ber of electrons in the solid, we must consider a statistical way of describing their
behavior, just as we mse the Maxwell distribution of velocities to explain the behavior
of gas atoms. An equally important question, therefore, is "What is the probability that

an electron is in a state with energy E within an energy band?'

4.1 HYDROGEN MOLECULE: MOLECULAR ORBITAL

THEORY OF BONDING

Consider what happens when two hydrogen atoms approach each other to form the
hydrogen molecule. This is the H—H (or H2 ) system. Let us examine the energy levels

of the H—H system as a function of the interatomic distance R. When the atoms are in-

finitely separated, each atom has its own set of energy levels, labeled Is, 2s, 2p, etc.
The electron energy in each atom is —13.6 eV with respect to the "free" state (electron
infinitely separated from the parent nucleus). The energy of the two isolated hydrogen

atoms is twice - 13.6 eV.
As the atoms approach closer, the electrons interact both with each other and with

the other nuclei. To obtain the wavefunctions and the new energy of the electrons, we
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need to find the new potential energy function PE for the electrons in this new envi-
ronment and then solve the Schrodingcr equation with this new PE function. The new
energy is actually lower than twice —13.6 eV, which means that the H 2 formation is

energetically favorable.
The bond formation between two H atoms can be easily explained by describing

the behavior of the electron within the molecule. We use a molecular orbital ,, which
depends on the interaction of individual atomic wavcfunctions and is regarded as an
electron wavefunction within the molecule.

In the 112 molecule, we cannot have two sets of identical atomic or ,, orbitals, for
two reasons. First, this would violate the Pauli exclusion principle, which requires that,
in a given system of electrons (those within the H 2 molecule), we cannot have two sets
of identical quantum numbers. When the atoms were separated, we did not have this
problem, because we had two isolated systems.

Second, as the two atoms approach each other, as shown in Figure 4. 1, the atomic
, wavefunctions overlap. This overlap produces two new wavefunctions with differ-

ent energies and hence different quantum numbers. When the two atomic wavefunctions
interfere, they can overlap either in phase (both positive or both negative) or out of phase

H
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Figure 4.1 formation of molecular orbitals, bonding, and onhbonding [*,and
1 when two H atoms approach each other.

The two electrons pair their spins and occupy the bonding orbital 	 -
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(one positive and the other negative), as a result of which two molecular orbitals are

formed. These are conventionally labeled tI',, and as illustrated in Figure 4.1. Thus,

two of the molecular orbitals in the H—H system are

= *i,(r) + 1 (r8 )	 14.11

= 1'(r) - rfrj(ru)	 14.21

where the two hydrogen atoms are labeled .4 and B, and rA and r C are the respective

distances of the electrons from their parent nucleus. In generating two separate molec-

ular orbitals	 and	 from a linear combination of two identical atomic orbitals

we have used the linear combination of atomic orbitals (LCAO) method.

The first molecular orbital is symmetric and has considerable magnitude be-

tween the nuclei, whereas the second r,L,.,is antisymmetric and has a node between the

nuclei. The resulting electron probability distributions I 2 and I,,l 2 are shown in

Figure 4.2.
In an analogy to hydrogenic wavefunctions, since u., has a node, we wculd

expect it to have a higher energy than the ', orbital and therefore a different energy

quantum number, which means that the Pauli exclusion principle is no longer violated.

We can also expect that because I/,) 2 has an appreciable electron concentration be-

tween the two nuclei, the electrostatic N], and hence the total energy for the wave-

function ,will be lower than that for i.,as well as those for the individual atomic

wavefuitctions.

Of course, the true wavefunctions of the electrons in the H 2 systetn must be deter-

mined by solving the Schrodinger equation, but an intelligent guess is that these must

look like v',, and i,.. We can therefore use 	 and V', in the Schrodinger equation,

with the correct form of the PE term V, to evaluate the energies E0 and E. of	 and

•. respectively, as a function of R. The PE function V in the FT—H system has

positive FE contributions arising from electron—electron repulsions and proton—proton

(a) Electron probability distributions for bonding and anlibonding orbitals , and

(b) hues representing contours of constant probability darker lines represent

greater relative probability).

Figure 4.2
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Figure 4.3 Electron energy in the system comprising two hydrogen atoms.

repulsions, but negative PE contributions arising from the attractions of the two elec-

trons to the two protons.

The two energies, E and E0 ., are widely different, with E, below E l , and E,.

above E 1 ,, as shown schematically in Figure 4.3a. As R decreases and the two H atoms

get closer, the energy of the ', orbital state passes through a minimum at R = a. Each

orbital State can hold two electrons with spins paired, and within the two hydrogen

atoms, we have two electrons. If these enter the orbital and pair their spins, then

this new configuration is energetically more favorable than two isolated H atoms. It

corresponds to the hydrogen molecule H2 . The energy difference between that of the

two isolated H atoms and the E. minimum energy at R = a is the bonding energy, as

illustrated in Figure 4.3a. When the two electrons in the H 2 molecule occupy the

orbital, their probability distribution (and hence, the negative charge distribution) is

such that the negative PE, arising from the attractions of these two electrons to the two

protons, is stronger in magnitude than the positive PE, arising from electron-electron

repulsions and proton-proton repulsions and the kinetic energy of the two electrons.

Therefore, the H molecule is energetically stable.

The wavefunction 0, corresponding to the lowest electron energy is called the

bonding orbital, and is the antibonding orbital. When two atoms are brought to-

gether, the two identical atomic wavefunctions combine in two ways to generate two

different molecular orbitals, each with a different energy. Effectively, then, anatomic
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energy level, such as E 1,, splits into two, E and E,.. The splitting is due to the inter-
action (or overlap) between the atomic orbitals, Figure 4.3b schematically illustrates
the changes in the electron energy levels as two isolated H atoms are brought together

to form the H 2 molecule.
The splitting of a one-atom energy level when a molecule is formed is analogous

to the splitting of the resonant frequency in an RLC circuit when two such circuits are

briight together and coupled. Consider the RLC circuit shown in Figure 4.4a. The cir-

cuit is excited by an ac voltage source. The current peaks at the resonant frequency w0,

as indicated in Figure 4.4a. When two such identical RLC circuits are coupled together

and driven by an ac voltage source, the current develo, s two peaks, at frequencies

o and w2 , below and abovee, as iUusted in Figure 4.4b. The two peaks at w1 and

10 2 are due to the mutual inductance that cobp(e4he two circuits, allowing them to
interact. From this analogy, we e'an intuitively accqi the energy splitting observed in

Figure 4.3a
Consider What happs When two He eloms come together. Recall that the Is

orbital has paired electrons and is fulL The Is atomic energy level will again split into

two levels, E and Eu ., associated with the molecular orbitals and 
as lus-

trated in Figure 4.5. However, in the He-He system, there are four electrons, so two

occupy the i/re orbital state and two go to the orbital state. Consequently, the
system energy is not lowered by bringing the two He atoms closer. Furthermore, quan-
tum mechanical calculations show that the antibonding energy level E. shifts higher

than the bonding level E shifts lower. By the same token, although we could put an

additional electron at E. in H2 to make H, we could not make H 2'- 	 placing two

electrons at Eu..
From the He-He example, we can conclude that, as a general rule, the overlap of

full atomic orbital states does not lead to bonding. In fact, full orbitals repel each other,
because any overlap results in an increase in the system energy. To form a bond
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/	 Figure 4.5 Two He atoms have four

ET_'
	 electrons. When He atoms come together,

two of the electrons enter the F, level and
He-atom	 He-He	 He-atom	 two the E,• level, so the overall energy in

system	 greater than two isolated He atoms.

between two atoms, we essentially need an overlap of half-occupied orbitals, as in the

H2 molecule.

fil!tIi HYDROGEN HALIDE MOLECULE (1*) We already know that H has a half-occupied Is orbital,
which can take part in bonding. Since the F atom has the electronic structure Ic 2 2s' p 5 , two of
the p orbitals are hill and one j orbital, p,, is half full. This means that only the p, orbital can
participate in bonding. Figure 4.6 shows the electron orbitals in both Hand F. When the H atom
and the F atom approach each other to form an HF molecule, the orbital of H overlaps the
P, orbital of F. There are two possibilities for the overlap. First, i., and p, can overlap in phase
(both positive or both negative), to give a ', orbital that does not have a node between H and F,
as shown in Figure 4.6. Second, they can overlap out of phase (one positive and the other neg-
ative), so that the overlap orbital '' has a node (similar to v',. in Figure 4.1). We know from
hydrogen atomic wavelunctions in Chapter 3 that orbitals with more nodes have higher ener-
gies. The molecular orbital 0, therefore corresponds to a bonding orbital with a lower energy
than the 4r,, orbital. The two electrons, one from 4, and the other from jr,, enter the 0, orbital
witlr spins paired, thereby forming a bond between H and F.

Full p

Figure 4.6 H has ann half-empty s/ir,orbitol
F has one hall emptyp, orbital but full py and p, orbitols. The overlap between if', and p. produces a
bonding orbital and an ontibonding orbital. the two electrons Fill the bonding orbital and thereby forma
covalent bond between H and F.
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42 BAND THEORY OF SOLIDS

411 ENERGY BAND FoRMATION

When we bring three- hydrogen atoms (labeled A, B, and C) together, we generate

three separate molecular orbital states,*., *b, and from three*,, atomic states.

Again, this occurs in three different ways, as illustrated in Figure 4.7a. As in the

case of the 112 molecule, each molecular orbital must be either symmetric or anti-

symmetric with respect to center atom B.' The orbitals that satisfy even and odd

requirements are

= *i(A) + 0 1,(B) + ik 1 (C)	 [4.30]

= *i,(A) - *i,(C)	 14.361

= *(A) - *,,( B) + ',(C)	 14.3c1

where *15(A), *i,(B), and *,,(C) are the Is atomic wavefunctions centered around

the atoms A, B, and C, respectively, as shown in Figure 4.7a. For example, the wave-

function *,,(A) represents *,,(TA), which is centered around A and has the form

exp( — rA/a0), where A is the distance from the nucleus of A, and a,, is the Bohr radius.

Notice that * t (B) is missing in Equation 4.3b, so *b is antisyminetric.

The energies E, E, and E of ,	 and Ii can be calculated from the

Schrodinger equation by using the PE function of this system (the PE also includes

proton—proton repulsions). It is clear that since 	 *6, and , are different, their

energies E, E, and E are also different. Consequently, the Is energy level splits into

three separate levels, corresponding to the energies of , and i/ce, as depicted by

Figure 47b. By analogy with the electron wavefunctions in the hydrogen atom, we can

argue that if the molecular wavefunction has more nodes, its energy is higher. Thus, ,,

has the lowest energy E, 'b has the next higher energy Lb, and i, has the highest

energy E, as shown in Figure 4.7b. There are three electrons in the three-hydrogen

system. The first two pair their spins and enter orbital * at energy E, and the third

enters orbital *b at energy E5 . Comparing Figures 4.7 and 4.3, we notice that although

H2 and H3 both have two electrons in the lowest energy level, H 1 also has an extra elec-

tron at the higher energy level ( E6 ), which tends to increase the net energy of the atom.

Thus, the H 3 molecule is much less stable than th e 132 molecule.2

Now consider the formation of a solid. Take N Li (lithium) atoms from infinity

and bring them together to form the Li metal. Lithium has the electronic configuration

1 5 2 23 1 , which is somewhat like the hydrogen atom, since the K shell is closed and the

third electron is alone in the 2s orbital.
.Based on our previous discussions, we assume that the atomic energy levels will

split into N separate energy levels. Since the Is subshell is full and is close to the nucleus,

It will not be affected much by the interatomic interactions; consequently, the energy of

T6	 is Itut ih. ,noleal. .4-8-C, when A. B, ond C ore idar6cot otoss, is symrnelrk with rnspd to B

eoth wai itast hone odd an nen parity jChopler 3.

See G. Peeeni.t'ood R. Soy, tlnderiondrng Cheoniky. San Frondco: Ndden-Ooy, kr., 1972, pp. 682-687
Ian on onceIandaon*ion.
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this slate will experience only negligible splitting, if any. Since the Is electrons will stay

close to their parent nuclei, we will not consider them during formation of the solid.

In the system of N isolated Li atoms, we have N electrons in N orbitals at the

energy E, as illustrated in Figure 4.8 (at infinite interatomic separation). Let us

assume that N is large (typically, 1023). As N atoms are brought together to form the

solid, the energy level at E2, splits into N finely separated energy levels. The maximum

width of the energy splitting depends on the closest interatomic distance a in the solid,

as apparent in Figure 4.3a. The atoms separated by a distance greater than R = a give
rise to a lesser amount of energy splitting. The interatomic interactions between N4i
orbitals thus spread the N energy levels between the bottom and top levels, E B and E,

respectively, which are determined by the closest interatomic distance a. Put differently,

E8 and ET are determined by the distance between nearest neighbors. It is obvious that

with N very large, the energy separation between two consecutive energy levels is very
small; indeed, it is almost infinitesimal and not is exaggerated as in Figure 4.8.

Remember that each energy level E, in the Li metal of Figure 4.8 is the energy of
an electron wavefunction *j(i) in the solid, where did(') is one particular combi-

nation of the N atomic wavefunctions There are N different ways to combine N
atomic wavefunctions tk, since each can be added in phase or out of phase, as is ap-

parent in Equations 4.3a to c (see also Figure 4.7a and b). For example, when all N

are sumned in phase, the resulting wavefunction 'Ijd(l) is like fr.., in Equation 4,3a,

and it has the lowest energy. On the other hand, when N	 are summed with

alternating phases, + - 	 the resulting wavefunction ',0jd(N) is like ifr, and it
has the highest energy. Other combinations of 	 give rise to different energy values
between LB and E.

The single 2s energy level E, therefore splits into N (- 1 23 ) finely separated
energy levels, forming an energy band, as illustrated in Figure 4.8. Consequently,
there are N separate energy levels, each of which can take two electrons with opposite
spins. The N electrons fill all the levels up to and including the level at N12. There-

fore, the band is half full. We do not mean literally that the band is full to the half-
energy point. The levels are not spread equally over the band from E8 to E, which

means that the band cannot be full to the half-energy point. Half filled simply means
half the states in the band are filled from the bottom up.

We have generated a half-filled band from a half-filled isolated 2s energy level.
The energy band resulting from the splitting of the atomic 2s energy level is loosely
termed the 2s band. By the same token, the atomic Is levels are full, so any Is band that
forms from these Is states will also be full. We can get an idea of the separation of en-
ergy levels in the 2s band by noting that the maximum separation, E - E8 , between

the top and bottom of the band is on the order of 10 eV, but there are some 1023 atoms,

giving rise to 10 energy levels between E8 and Er. Thus, the energy levels are finely

separated, fonning, for all practical purposes, a continuum of energy levels.
The 2p energy level, as well as the higher levels at 3s and so on, also split into

finely separated energy levels, as shown in Figure 4.9. In fact, some of these energy
levels overlap the 2s band; hence, they provide further energy levels and "extend" the

2s band into higher energy levels, as indicated in Figure 4.10, which shows how en-

ergy bands in metals are often represented. The vertical axis is the electron energy. The
top of the 2s band, which is half full, overlaps the bottom of the 2p band, which itself

20-
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Figure 4.9 As Li atoms ore brought together
from infinity, the atomic orbitals overlap and
give rise to bonds.
Outer orbitals overlap first. The 3s orbitals give
rise to the 3s band, 2p orbitals to the 2p band,
and so on. The various bands overlap to
produce a single band in which the energy is
nearly continuous.

Figure 4.10 Ina metal, the various energy
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is overlapped near the lop by the 3s band. We therefore have a band of energies that

stretches from the bottom of the 2s band all the way to the vacuum level, as depicted

in Figure 4.11. The reader may wonder what happened to the 3d, 4s, etc., bands. In the

solid, the energies of these bands (including the top portion of the 3s band) are above
the vacuum level, and the electron is free and far from the solid before it can acquire

those energies.
At a temperature of absolute zero, or nearly so, the thermal energy is insufficient to

excite the electrons to higher energy levels, so all the electrons pair their spins and fill

each energy level from En up to an energy level EFo that we call the Fermi level at OK,

as shown in Figure 4.11. The energy value for the Fermi level depends on where we take
the reference energy. For example, if we take the vacuum level as the zero reference, then

for the Li metal, EFO is at —2.5 eV. The Fermi level is normally measured with respect to

the bottom of the band, in which case, it is simply termed the Fermi energy and denoted

EEO . For the Li metal, E,0 is 4.7 eV, which is with respect to the bottom of the band. The

Fermi level has considerable significance, as we will discover later in this chapter.
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Figure 4.11 Typical electron energy band
diagram for a metal
All the valence electrons are in an energy
band, which they only partially fill. The top of
the band is the vacuum level, where the
electron is Free From the solid (P = 01.

At absolute zero, all the energy levels up to the Fermi level are full. The energy
required to excite an electron front Fermi level to the vacuum level, that is, to
liberate the electron from the metal, is called the work function q) of the metal. As the
temperature increases, some of the electrons get excited to higher energy levels. To de-
termine the probability of finding an electron at an energy level li, we must consider
what is called "particle statistics," a topic that is key to understanding the behavior of
electronic devices. Clearly, the probability of finding an electron at 0 K at some energy
E < EFU is unity, and at E > EFO, the probability is zero. Table 4.1 summarizes the
Fermi energy and work function of a few selected metals.

The electrons in the energy band of a metal ate loosely bound valence electrons
which become free in the crystal and thereby form a kind of electron gas. It is this elec-
tron gas that holds the metal ions together in the crystal structure and constitutes the
metallic bond. This intuitive interpretation is shown in Figure 4.9. When solid Li is
formed from N atoms, the N' electrons fill all the lower energy levels up to N12. The
energy of the system of N Li atoms, according to Figure 4.9, is therefore much less
than that of N isolated Li atoms by virtue of the N electrons taking up lower energy
levels. It must be emphasized that the electrons within a band do not belong to any
specific atom but to the whole solid. We cannot identify a given election in the band
with a Certain Li atom. All the 2s electrons essentially form an electron gas and have
energies that fall within the energy hand. These electrons are constantly moving
around in the metal which in terms of quantum mechanics means that their wave-
functions must be of the traveling wave type and not the type that localizes the electron
around a given atom (e.g., in the hydrogen atom). We can represent each elec-
tron with a waveveclork so that its momentum p is hk.

Table 4.1 Fermi energy and work function of selected metals

Metal

Ag	 Al	 Au	 Cs	 Cu	 Lt	 Mg	 Na

(eV)	 45	 4.28	 5.0	 2,14	 4,65	 2.3	 3.7	 2.75
Eva(eV)	 5.5	 11.7	 5.5	 1.58	 7.0	 4.7	 7.1	 3.2



Empty states

EFO

n	 p.,

2%	 ci.Apvu 4 • MOU€R1THEORYO€SOUDS

PROPERTIES OF EILCfiONS IN A BAND

Since the electrons inside the metal cTystal are considered to be "free," their energy is

KE. l'hese electrons occupy all the energy levels up to EF0 as shown in the band dia-

gram of Figure 4.12a. The energy E of an electron in a metal increases with its mo-

mentum p as p2 /2m g . Figure 4.12b shows the energy versus momentum behavior of

the electrons in a hypothetical one-dimensiO0al crystal. The energy increases with mo-

mentum whether the electron is moving toward the left or right. Electrons take on all

available momentum values until their energy reaches EFO. For every electron that is

moving right (such as a), there is another (such as b) with the same energy but moving

left with the same magnitude of momentum. Thus, the average momentum is zero and

them is no net current.
Consider what happens when an electric field ¶E is applied in the -x direction.

The electron a at the Fermi level and moving along in the +x direction experiences a

force eE along the same direction. It therefore accelerates and gains momentum and

hence has the energy as shown in Figure 4. 12c. (The actual energy gained from the

field is very small compared with EFO, so Figure 4.12c is highly exaggerated.) The

electron a at Epo 
can move to higher energy levels because these adjacent higher lev-

els are empty. The momentum state vacated by a is filled by the electron immediately

below which now gains energy and moves up, and so on. An electron that is moving in

the -x direction, however, is decelerated (its momentum decreases) and hence loses

energy as indicated by b moving to b' in Figure 4.12c. The electrons that are moving

in the +x direction gain energy, and those that are moving in the -x direction, lose en-

ergy. The whole electron momentum distribution therefore shifts in the +x direction as

in Figure 4.12c. Eventually the electron a, now at a', is scattered by a lattice vibration.

E

^^ -	 - ^'l AE

I),	 P.	 I,,

-Xe.---	 I	 —'--,x	
p >0

P.
14

Figure 4.12
(a) Energy band diagram da metal.

(b)
In the absence of a field, there ore on many eleckons moving nght as there ore moving left. The motions of two elecons

at each energy cancel each other as for a and b.

(4 In the presence do Field in the -x direction, line eledroir a occelerasen and gains energy to a' where it is scattered to on

empty state nece ErobsiI moving in the -x direction. The average of allmomenta values is along 	 +x direction and results;

in a net electric current.
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Typically lattice vibrations have small energies but substantial momentum. l'he scat-
tered electron must find an unoccupied momentum state with roughly the same energy,
and it must change its momentum substantially. The electron at a' is therefore scattered

to an empty state around EFO but with a momentum in the opposite direction. Its mo-
mentum is flipped as shown in Figure 4.12c. The average momentum of the electrons
is no longer zero but finite in the +x direction. Consequently there is a current flow
in the -x direction, along the field, as determined by this average momentum p.
Notice that a. moves up to a' and b falls down to b'. Under steady-state condutiion, lat-
tice scattering simply replenishes the electrons at b' from a'. Notice that for energies
below b', for every electron moving right there is another moving left with the same
momentum magnitude that cancels it. Thus, electrons below the b' energy level do not
contribute to conduction and are excluded from further consideration. Notice that elec-
trons above the b' level are only moving right and their momenta are not canceled.
Thus, the conductivity is determined by the electrons in the energy range A E from b'
to a' about the Fermi level as shown in Figure 4.12c. Further, as the energy change
from a to a' is orders of magnitude smaller than E 0, we can summarize that conduc-
tion occurs by the drift of electrons at the Fermi level, 3 (If we were to calculate LE for
a typical metal for typical currents, it would be 10 -6 eV whereas EFO is 1-10 eV. The
shift in the distribution in Figure 4.12c is very small indeed; a' and b', for all practical
purposes, are at the Fermi level.)

Conduction can be explained very simply and intuitively in terms of a band dia-
gram as shown in Figure 4.13. Notice that the application of the electric field bends the
energy band, because the electrostatic PE of the electron is -eV(x) where V(x) is the
voltage at position x. However, V(x) changes linearly from 0 to V, by virtue of
dV/d.r = Since E = -eV(x) adds to the energy of the electron, the energy band
must bend to account for the additional electrostatic energy. Since only the electrons
near EFO contribute to electrical conduction, we can represent this by drifting the elec-
trons at EFO down the potential hill. Although these electrons possess a very high mean
velocity (.106 ms), as determined by the Fermi energy, they drift very slowly
(10_10 ms- ')with a velocity that is drift mobility x field.

When a metal is illuminated, provided the wavelength of the radiation is correct,
it will cause emission of electrons from the metal as in the photoelectric effect. Since
<?s is the "minimum energy" required to excite an electron into the vacuum level (out
from the metal), the longest wavelength radiation required is hc/A =

Addition of heat to a metal can excite some of the electrons in the band to higher
energy levels. Thus heat can also be absorbed by the conduction electrons of a metal.
We also know that the addition of heat increases the amplitude of atomic vibrations.
We can therefore guess that the heat capacity of a metal has two terms which are due
to energy absorption by the lattice vibrations and energy absorption by conduction
electrons. It turns Out that at room temperature the energy absorption by lattice vibra-
tions dominates the heat capacity whereas at the lowest temperatures the electronic
contribution is important.

nonre books (incledng the brot edition of this exthooh( tin staled drat the electrons at F,o on goin energy Iroen
the fi&4 and conatbule to condoclion but not those deep in the bond (below W). This inn ninn,nlded statement of the
lect thot of  level below E,0 there in one electron moving along in the +x dnect.on and gaining energy and
another one at the none energy but nrcvvng elan9 in the direction and losing energy so that on overage electron
d this lend does not gain energy.
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Figure 4.134.13 Conduction in a metal is
due to the drift of electrons around the Fermi
level.
When a voltage is applied, the energy band
is bent to be lower at the positive terminal so
that the electrons potential energy
decreases as it moves toward the positive
terminal.

Figure 4.14 The interior of Jupiter is
believed Ia contain liquid hydrogen,
which is metallic.

SOURCE: Drawing adopted hoer I Hey and
P. Wolters, The Ononlurn Urüvnoe,
Cambridge, MA: Combedge Univeorty Press.
1968, p.96. figure 7.1.

Molecular hydrogen and
helium

Liquid metallic hydrogen (with
helium)

Possible rocky core

tops (the atmospheric layer is
- ratively thin ompared with Jupiter's

size)

*fJ'l!t1 MEtAlLIC LIQUID HYDOG€N IN JUPITER AND ITS MAGNETIC Fifli) The surface of Jupiter,

as visualized schematically in Figure 4.14, mainly consists of a mixture of molecular hydrogen
and He gases. Deep in the planet, however, the pressure is so tremendous that the hydrogen mo-
lecular bond breaks, leaving a dense ocean of hydrogen atoms. Hydrogen has only one electron
in the Is energy level. When atoms are densely packed, the Is energy level forms an energy
band, which is then only half filled. This is just like the Li metal, which means we can treat liq-
uid hydrogen as  liquid metal, witls electrical properties reminiscent of liquid mercwy. Liquid
hydrogen can sustain electric currents, which in turn can give rise to the magnetic fields on
Jupiter. The origin of the electric currents are not known with certainty. We do know, however,
that the core of the planet is hot and emanates heat, which causes convection currents.Temper-
ature differences can readily give rise to electric currents, by virtue of thermoelectric effects, as

discussed in Section 4.82
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WIWMAJCES A ME1AL? The Be atom has an electronic structure of 1s 22s 2 . Although the Be i€l!U!t
atom has a full 2s energy level, solid Be is a metal. Why?

SOWFION

We will neglect the K shell (Is state), which is full and very close to the nucleus, and consider
only the higher energy states. In the solid, the 2s energy level splits into N levels, forming a 2s
band. With 2N electrons, each level is occupied by spin-paired electrons. The 2s band is there-
fore full. However, the empty 2p band, from the empty 2p energy levels, overlaps the is band,
thereby providing empty energy levels to these 2N electrons. Thus, the conduction electrons are
in an energy hand that is only partially filled; they can gain energy from the field to contribute
to electrical conduction. Solid Be is therefore a metal.

FERMI SPEED Of CONDUCTION ELECTRONS IN A METAL In copper, the Fermi energy I1:!lil!tl•
of conduction electrons is 7.0 eV. What is the speed of the conduction electrons around this
energy?

SOIJURON

Since the conduction electrons are not bound to any one atom, their PE must be zero within the
solid (but large outside), so all theirenergy is kinetic. For conduction elections around the Fermi
energy Eyj with a speed U, we have

—mv = E0

so that

/2(1.6 x 10 - J(eV)(7.OeV)
n,= !- t =l.6xlO ms

(9.1 x 10- " kg)

Although the Fermi energy depends on the properties of the energy band, to a good ap-
proximation it is only weakly temperature dependent, so 0F will be relatively temperature in-
sensitive, as we will show later in Section 4.7.

4.3 SEMICONDUCTORS

The Si atom has 14 electrons, which distribute themselves in the various atomic energy
levels as shown in Figure 4.15. The inner shells (ii = I and n = 2) are full and there-
fore "closed." Since these shells are near the nucleus, when Si atoms come together to
form the solid, they are not much affected and they stay around the parent Si atoms.
They can therefore be excluded from further discussion. The 3s and 3p subshells ar
farther away from the nucleus. When two Si atoms approach, these electrons strongly
interact with each other. Therefore, in studying the formation of bands in the Si solid,
we will only consider the 3s and 3p levels.

The first task is to examine why Si actually bonds with four neighbors, since the
3.s orbital is full and there are only two electrons in the 3p orbitals. The full 3s orbital
should not overlap a neighbor and become involved in bonding. Since only two 3p or-
bitals are half full, bonds should be formed with two neighboring Si atoms. In reality,
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Figure4.15 TheelectronicstructureofSi. 	 I	 His

Figure 4.16

(a) Si is in Group IV in the Periodic Table. An isolated Si atom has two electrons in the 3s
and two electrons in the 3p orbitals.

)b) When Si is about to bond, the one 3s orbital and the three 3p o'brioh become
perturbed and mixed to form lout hybridized orbitals, 	 wiled sp3 orbitals, which ore

directed toward the corners of a tetrahedron. The 	 orbital has a large major lobe and a

small back lobe. Each	 orbital takes one of the four valence electrons.

the 3s and 3p energy levels are quite close, and when five Si atoms approach each

other, the interaction results in the four orbitals *(3s), t'(3p,), *(3p,), and 'J'(3p)
mixing together to form four new hybrid orbitals, which are directed in tetrahedral
directions; that is, each one is aimed as far away from the others as possible, as illus-
trated in Figure 4,16. We call this process up 3 hybridization, since ones orbital and

three p orbitals are mixed, (The superscript 3 on p has nothing to do with the number
of electrons; it refers to the number of p orbitals used in the hybridization.)

The four up 3 hybrid orbitals, Ohyb, each have one electron, so they are half occu-

pied. This means that four Si atoms can have their orbitals *hyb overlap to form bonds

with one Si atom, which is what actually happens; thus, one Si atom bonds with four
other Si atoms in tetrahedral directions.
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In the same way, one Si atom bonds with four H atoms to form the important gas

Sill4
, known as silane, which is widely used in the semicond9ctOr technology to fabri-

cate Si devices. In Sill4
, foul hybridized orbitals of the Si atom overlap with the Is

orbitals of four H atoms. In exactly the same way, one carbon atom bonds with four

hydrogen atoms to form methane, CH4.
There are two ways in which the hybrid orbital *hyb 

can overlap with that of the

neighboring Si atom to form two molecular orbitals. They can add in phase (both pos-
itive or both negative) or out of phase (one positive and the other negative) to produce

a. bonding or an antibonding molecular orbital 1/r 8 and i/A respectively, with energies

E8 and EA. 
Each Si-Si bond thus corresponds to two paired electrons in a bonding

molecular orbital rj'. In the solid, there are N(5 x 1022 cm -1) Si atoms, and there

are nearly as many such 1/tB 
bonds. The interactions between the 1/re orbitals (i.e., the

Si-Si bonds) lead to the splitting of the E D energy level to N levels, thereby forming

an energy band labeled the valence band (VB) by virtue of the valence electrons it

contains. Since the energy level 
ED is full, so is the valence band. Figure 4.17 illus-

trates the formation of the VB from E.
In the solid, the interactions between the N number of 1/r 4 orbitals result in the

splitting of the energy level EA to N levels and the formation of an energy band that is

ml
	

(Is)
	 Id)

hyb
	 00(>	

Conduction band

Energy gap, E,

35	

VB

Si atom

hyb	

1c
Figure 4,11 (of Formation of energy bonds in the Si crystal first involves hybridization

of 3s and 3p orbitals to four identical 	 orbitols, which are at 109.5' to each oilier as

shown in (b). cf orbitals on two neighboring Si atoms can overlap to Form *n or *u.

The first is bonding orbital (full) and the second is an antibonding orbital (empty). In the

crystal, *, overlap to give the valence band (fuI and 'A overlap to give the conduction

band (empty) )d).
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completelyempty and separated from the full valence band by a definite energy gap 
Er.

In this energy region, there are no states; therefore, the electron cannot have energy
with a value within Eg . The energy band formed from N 'frA orbitals is a conduction
band (CB), as also indicated in Figure 4.17.

The electronic states in the YB (and also in the CB) extend throughout the whole
solid, because they result from N* 11 orbitals interfering and overlapping each other.
As before Nifr8 , orbitals can overlap in N different ways to produce N distinct wave-
functions that extend throughout the solid. We cannot relate a particular electron to
a particular bond or site because the wavefunctions VIA corresponding to the VB ener-
gies are not concentrated at a single location. The electrical properties of solids are
based on the fact that in solids, such as semiconductors and insulators, there arc certain
bands of allowed energies for the electrons, and these bands are separated by energy

gaps, that is, bandgaps. The valence and conduction bands for the ideal Si crystal
shown in Figure 4.17 are separated by an energy gap, or a baridgap, Er, in which
there are no allowed electron energy levels.

At temperatures above absolute zero, the atoms in a solid vibrate due to their
thermal energy. Some of the atoms can acquire a sufficiently high energy from thermal
fluctuations to Strain and rupture their bonds. Physically, there is a possibility that the
atomic vibration will impart sufficient energy to the electron for it to surmount the
bonding energy and leave the bond. The electron must then enter a higher energy state.
In the case of Si, this means entering a state in the CB, as shown in Figure 4.18, If there
is an applied electric field E, in the +x direction, then the excited electron will be
acted on by a force —e!, and it will try to move in the —x direction, For it to do so,
there must be empty higher energy levels, so that as the electron accelerates and gains
energy, it moves up in the band. When an electron collides with a lattice vibration, it
loses the energy acquired from the field and drops down within the CB. Again, it
should be emphasized that states in an energy band are extended; that is, the electron
is not localized to any one atom.

Note also that the thermal generation of an electron from the VB to the CB leaves
behind a YB state with a missing electron. This unoccupied electron state has an
apparent positive charge, because this crystal region was neutral prior to the removal
of the electron. The YB state with the missing electron is called a hole and is denoted
h. The hole can "move" in the direction of the field by exchanging places with a

ru 4.18 Energy band diagram ofa 	 >
iemiconductor.

a'CS is the conduction band and VI is the 	 UCB
01valence band, AIOt(, the YB is lulwithotlihe	 0

i	 Ivalence electrons. 	 EI	'	 4	 A
UI	 I

I Thermal
F

excitation

YB
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neighboring valence electron hence it contributes to conduction, as will be discussed

in Chapter 5.

CUTOFF WAVELENGTH Of A Si PHOTOOETKTOR What wavelengths of light can be absorbed

by a Si photodetector given E = I I eV? Can such a photodetector be used in fiber-optic com-

munications at light wavelengths of 1.31 Am and 1.55 Urn?

SOLUTION

The energy bandgap E of Si is I .1 eV. A photon must have at least this much energy to excite

an electron from the yR to the CB, where the electron can drift. Excitation corresponds to the

breaking of a Si—Si bond. A photon of less energy does not get absorbed, because its energy will

put the electron in the bandgap where there are no states. Thus, hr/A > E gives

	

he	 (6.6x IOJs)(3 x 10' ms_I)

	

Eu	 (1.1 eV)(I.6 x iO' J/eV)

=I.13x 10 5 m 	 or - l.lUm

Since optical communications networks use wavelengths of 1.3 and 1.55 Am, these light waves

will not be absorbed by Si and thus cannot be detected by a Si photodetector.

4.4 ELECTRON EFFECTIVE MASS

When an electric field ¶E is applied to a metal, an electron near the Fermi level can gain
energy from the field and move to higher energy levels, as shown in Figure 4.12. The

external force F t = e'E, is in the x direction, and it drives the electron along x. The

acceleration of the electron is still given by a = Fm/m,, where nu, is the mass of the

electron in vacuum.	 -
The law Fr i = ma cannot strictly be valid for the electron inside a solid, because

the electron interacts with the host ions and experiences internal forces F UI as it moves

around, as depicted in Figure 4.19. The electron therefore has a PE that varies with dis-

tance. Recall that we interpret mass as inertial resistance against acceleration per unit

[eF
a=-

flIt
F	

Vacuum	 ]	
Crystal

lalmdkrcec all  plied t00n 	
)AnexI force çad'

eledron in a vacuum results in on occeler' 	 iron in a crystal results iu an aceleraicn

otion a	 FJm.	 F /m.

Figure 4.19
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applied force. When an external force F 1 is applied to an electron in the vacuum level,
as in Figure 4.19a, the electron will accelerate by an amount

a= F—	 14.4)
in'

as determined by its mass m, in vacuum.
When the same force F 1 is applied to the election inside a crystal, the accelera-

tion of the electron will be different, because it will also experience internal forces as
shown in Figure 4i9b. Its acceleration in the crystal will be

F,., 1 + Fin,
=	 (4.51M,

where F11 is the sum of all the internal forces acting on the election, which is quite dif-
ferent than Equation 4.4. To the outside agent applying the force F 1, the electron will
appear to be exhibiting a different inertial mass, since its acceleration will be different.
It would be most useful for the external agent if the effect of the internal forces in P

could be accounted for in a simple way, and if the acceleration could be calculated from
the external force F alone, through something like Equation 4.4. This is indeed
possible.

In a crystalline solid, the atoms are arranged periodically, and the variation of F11,
and hence the PE, or V (x), of the electron with distance along x, is also periodic. In
principle, then, the effect on the electron motion can be predicted and accounted for.
When we solve the Schrodinger equation with the periodic PE, or V(x), we essentially
obtain the effect of these internal forces on the electron motion. It has been found that
when the electron is in a band that is not full, we can still use Equation 4.4, but instead
of the mass in vacuum vn, we must use the effective mass m of the electron in that
particular crystal. The effective mass is a quantum mechanical quantity that behaves in
the same way as the inertial mass in classical mechanics. The acceleration of the elec-
tron in the crystal is then simply

F,1
auYu =	 14.6)

The effects of all internal forces are incorporated into m. It should be emphasized
that m, is obtained theoretically from the solution of the Schrodinger equation for the
electron in a particular crystal, a task that is by no means trivial. However, the effec-
tive mass can be readily measured. For some of the familiar metals, m is very close
to m. For example, in copper, m = in, for all practical purposes, whereas in lithium
m = 1,281nr, as shown in Table 4.2. On the other hand, m for many metals and

olie 42 Effective ma rn of electrons in 	 -

MetI	 Ag, Au	 B!	 Cu	 IC	 Li	 ta	 tft -

099	 LIe	 OW	 1.03	 1.12,	 tt	 .t-	 it- . 13	 O.
-.
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semiconductors is appreciably different than the electron mass in vacuum and can even

be negative. (m depends on the properties of the band that contains the electron. This

is further discussed in Section 5 . 11.)

4.5 DENSITY OF STATES IN AN ENERGY BAND

Although we know there are many energy levels (perhaps — to') in a given band, we

have not yet considered how many states (or electron wavefunctions) there are per unit

energy per unit volume in that band. Consider the following intuitive argument. The

crystal will have N atoms and there will be N electron wavefunctions *i *2.....

that represent the electron within the whole crystal. These wavefunctions are con-

structed from N different combinations of atomic wavefunctions, *A. *, as

schematically illustrated in Figure 4.20a, 4 starting with

*1 = *A + *5 + *C + \l'D +"

all the way to alternating signs

In)

Figs*sl2O

(al In the solid thew are N atoms and N extended electron wavetunctiorss Irons 0 1 all the way

There are marry wayelunctionra, states, that have energies that loll in the central regions of the

energy band.

)b) Ike distribution 01 slams in the energy bond; darker regions have a higher number 01 stoles.

(c) Sdensolic representation 0116 density 01 stales E) versus energy E.

as nsMmaticoly dspid.d 5. figs. 4.20a it obviously hd arIs the KM is

oudwsrfleth1lU0m515505.0	
bono3OIdear.
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and there are N(lO 23 ) combinations. The lowest-energy wavefunction will be con-
structed by adding all atomic wavefunctions (all in phase), and the highest-energy
wavefunction will be O N from alternating the signs of the atomic wavefunctjons which
will have the highest number of nodes. Between these two extremes, especially around
N12, there will be many combinations that will have comparable energies and fall near
the middle of the band. (By analogy, if we arrange N = 10 coins by heads and tails,
there will be many combinations of coins in which there are 5 heads and 5 tails, and
only one combination in which there are 10 heads or 10 tails.) We therefore expect the
number of energy levels, each corresponding to an electron wavefunction in the crystal,
in the central regions of the band to be very large as depicted in Figure 4.20b and c.

Figure 4.20c illustrates schematically how the energy and volume density of elec-
tronic states change across an energy band. We define the density of states 9(E) such
that g(E) dE is the number of states (i.e., wavefunctions) in the energy interval E to
(E + dE) per unit volume of the sample. Thus, the number of States per unit volume
Lip to some energy E' is

S,(E') =1 9(E)dE	 I4.

which is called the total number of states per unit volume with energies less than E'.
This is denoted S,(E').

To determine the density of states function g(E), we must first determine the num-
ber of states with energies less than E' in a given hand. This is tantamount to calculat-
ing S,(E') in Equation 4.7. Instead, we will improvise and use the energy levels for an
electron in a three-dimensional potential well. Recall that the energy of an electron in
,a 	 PE well of size /. is given by

8,n,	
14.81

/)

Where" 1 , ',, andn 1 are integers 1.2 .......The spatial dimension L of the well now
refers to the size ot the entire solid, as the electron is confined to he somewhere inside
that solid. Thus, L is very large compared to atomic dimensions, which means that the
separation between the energy levels is very small. We will use Equation 4.8 to de-
scribe the energies of free electrons inside the solid (as in a metal).

Each combination of n1, n2, and n3 is one electron orbital state. For example,
= 0I,I.2 is one possiblç orbital state. Suppose that in Equation 4.8 E is given

as E. We need to determine h&w many combinations ofn j , nz, ri3 (i.e., hOw many ')
have energies less thais E',as given by Equation 4.8. Assume that (n + n + n) = mm'2.

The object is to enumerate all possible choices of integers for mm I' a 2 , and n 3 that sat-
isfy n + n + n	 r12.

The two-dimnsional case is easy to solve. Cóñsider n + n,' < ' 2 and the two-
dimensional n .space where the axes are n and 111, as shown in Figure 4.21. The two-
dimensional space is divided by lines drawn at n 1 = 12,3, ... and mm 2 = 1,2,3....
Into infinitely many boxes (squares), each of which has a unit area and represents a
possible state ili,,,. For example, the state n 1 = I, 11 2 = 3 is shaded, as is that for
III	 2, ii'	 - 2.
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'a2

111 	 = 
11 ,2

5

4

.3

- flj

O	 l2 3 4 5 6

-n2
n I =2,n2=2

Figure 4.21 Each stole, or electron wavefunction in
the crystal, can be represented by a box at ni, fl2

fl2

CI

Figure 4.22 In three dimensions, the volume defined
by a sphere of radius n and the positive axes ni n,
and n, contains all the possible combinations of positive
nr, i'n, and n3 values that satisfy n + n + n

n32  	 '2

itn'3)

Clearly, thearea contained by n1 'a 2 and the circle defined by n12 = n -f- n 22 (just like

r2 = x 2 + y2 ) is the number of states that satisfy n + n	 p552 This area is 1 (71n12).

In the three-dimensional case, n + n 22 + ts < '2 is required, as indicated in Fig-

ure 4.22. This is the volume contained by the positive 'a h 112, and n5 axes and the sur-

face of a sphere of radius 'a ' . Each state has a Unit volume, and within the sphere,

p2 .f n +< 1,2 is satisfied. Therefore, the number of orbital states S015 (n) within

this volume is given by

114	 '\	 I
So,b(n') =	 l,,,jsrn'.)

Each orbital state can take two electrons with opposite spins, which means that the

number of states, including spin, is given by

S(n') = 2Sm.h(fl) =

We need this expression in terms of energy. Substituting n 2 = 8ni.L 1 E'/h 2 from

Equation 4.8 in 5(n '), we get

S(E') =
3h3

Since L 1 is the phyical volume of the solid, the number of states per unit volume

S,,(E') with energies E	 E' is

S5(E) = -	 14.91
3k3
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Furthermore, from Equation 4.7, dS/dE = g(E). By differenrting Equation 4,9
with respect to energy, we get

3/2
1iensiry 	

g(E) = (8 ir2 mP)(!f	 £1/2	
11.101T2 /

Equation 4.10 shows that the density of states g(E) increases with energy as E112
from the bottom of the band. As we approach the top of the band, according to our
understanding in Figure 4.20d, g(E) should decrease with energy as - E)"2,
where E, is the top of the band, so that as E -+ E,, g(E) -* 0. The electron mass
m, in Equation 4.10 should be the effective mass m as in Equation 4.6. Further, Equa-
tion 4.10 strictly applies only to free electrons in a crystal. However, we will frequently
use it to approximate the true g(E) versus F behavior near the band edges for both
metals and semiconductors.

Having found the distribution of the electron energy states, Equation 4. 10, we now
wish to determine the number of states that actually contain electrons; that is, the prob-
ability of finding an electron at an energy level F. This is given by the Fermi—Dirac
statistics.

As an example, one convenient way of calculating the population of a city is to
find the density of houses in that city (i.e., the number of houses per unit area), multi-

ply that by the probability of finding a human in a house, and finally, integrate the
result over the area of the city. The problem is working out the chances of actually
finding someone at home, using a mathematical formula. For those who like analogies,
if g(A) is the density of houses and f(A) is the probability that a house is occupied,
then the population of the city is

n=f f(A)g(A)dA
City

where the integration is done over the entire area of the city. This equation can be used
to find the number of electrons per unit volume within a band. If F is the electron en-
ergy and f(E) is the probability that a state with energy F is occupied, then

n =
 Bat,dJ 

f(E)g(E) dE

where the integration is done over all the energies of the band.

€fl'U!V1 X-RAY EMISSION AND THE DENSITY OF STAThS IN A MEW. Consider what happens when a
metal such as Al is bombarded with high-energy electrons. The inner atomic energy levels are
not disturbed in the solid, s6 these inner levels remain as distinct single levels, each one local-
ized to the parent atom. When an energetic electron hits an electron in one of the inner atomic
energy levels, it knocks out this election from the metal leaving behind a vacancy in the inner
cost as depicted in Figure 4.23a. An electron in the energy band of the solid can then fall down
to occupy this empty state and emit a photon in the process. The energy difference between the
elr.rgies in the band and the inner atomic level is in the X-ray range, so the emitted photon is an
X-ray photon. Since electrons occupy the band from the bottom E3 to the Fermi level F,, the
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Intensity of

emitted X-raysIN	 from Al	

Energy (eV)2^71'
50	 60	 70	 80

5	 60	 70	 80 
Energy (eV)

Ic) Solid	
iIiI

Vapor	
1

_______
Wavelength (rim)

24	 22	 20	 18	 16

Figure 4.23

)a)High.energy electron bombardment knocks out on electron from the closed inner [shell leaving

on empty state. M electron from the energy band of the metal drops into the [shell to fill the

vacancy and emits a soft Pay photon in the process.

)b)The spectrum )intensity versus photon energy) of soft Pay emission from a metal involves a

range of energies corresponding to transitions from the bottom of the band and From the F ermi

level to the I shell. The intensity increases with energy until around Ef where it drops sharply.

)c)and (d) contrast the emission spectra from a solid and vapor )isoloted gas atoms).

emitted X-ray photons have a range of energies corresponding to transitions from E N and E F to

the inner atomic level as shown in Figure 4.23b. These energies are in the soft X-ray spectrum.

We assumed that the levels above E F are almost empty, though, undoubtedly, there is no sharp

transition from full to empty levels at E, Further, since the density of states increases from E8

toward En, there are snore and more electrons that can (all down to the atomic level as we move

fronT E9 toward E. Therefore the intensity of the emitted X-ray radiation increases with en-

ergy until the energy reaches the Fermi Level beyond which there are only a small number of

elections available for the transit Figure 423c and d contrasts the emission spectra from an alu-

minum crystal (solid) and its vapor. The line spectra from a vapor become an emission band in

the spectrum of the solid.
The X-ray intensity emitted from Al in Figure 4.23 starts to rise at around 60 eV and then

Sharply falls around 72 eV. Thus the energy range is 12 eV, which represents approximately the

Fermi energy with respect to the bottomOf the band, tiiaIis, E, m 72-60 = l2eV with re-

sped toE,.

21-.
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_____________ DENSITY OF STATES IN A BAND Given that the width of an energy band is typically iO cV,
calculate the following, in per cni t and per eV units:

o	 'The density of slates at the center of the band.

6	 The number of states per unit volume within a small energy range k T about the center.

c	 'The density of states at k  above the bottom of the band

d The number of states per unit volume within a small energy range off T to 2k T from the
bottom of the band

SOLUTION

The density oh stales, or the tiuniher of states per unit energy range per unit volume g(E), is
given by

1/2

	

g(E) = (8,,2" '
) ( M

	
LI/i

which gives the number of states per cubic meter per Joule of energy. Substituting E = 5 eV, we
have

91 x tO	 .= (8,,2"')-	 (5 x 1.6 i< TO 11)111 = 9.50 x 10'6m-']-.'
1(6.620 x 10 -11)2

Converting to cm and eV we get

= (9.50 x 10m 3 1 ')(lt) 6 in
' cm 3 )(1.6x 10' 9 ) eV ')

= 1.52 x 10 cut 'eV I

If SE is a small energy range (such as liT), then, by definition, 9(E) SE is the number
of states per unit volume in SE 'In find the number of stales per unit volume within k 7' at the
center of the band, we multiply g by fT in (1.52 x TO O cm 'eV - ')(0.026 eV) to get
19x !O ciii . 'This is not a small number!

At k 7 above the bottom of the hand, at 300 K (k T = 0.026 eV), we have

1/2

	

I	 9.lxIO	 1
	(81r2'12 )l 	- I	 (02 x 1.6 x TO 19)i/2

[(6.626 x ID 34)2j

= 6.84 x 10 5 m1J'

Converting to cm'' and cV we get

= (6.84 x 10 m 3 J' t )(lO 6 m 3 cm ')(I.6 x ID 'JcV1)

= 1.10 x 1023 cm1eV

Within liT, the volume density of stales is

0.10 x 1021 cm 3 eV" t )(0.0266) = 2.8 x lO"cm''

This is very close to the bottom of the band and is still very large.
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TOIAI. NUMBER OF STATES IN A BAND

a. Based on the over lap of atomic orbitals to form the election wavefunclion in the crystal,

how many states should there be in a hand?

h. Consider the density of states function

/ ,
g(E) = (81r2i)j) £1/2

By integrating g(E), estimate the toial number of states in a band per unit volume, and com-

pare this with the atomic concentration for silver. For silver, we have E 5.0 = 5.5 eV and

4.5 eV. (Note that "state" means a distinct wavefunction, including spin.)

SOLUTION

a. We know that when N atoms Come together to form a solid, N atomic orbitals call

Niifferent ways to produce N orbitals oi2N states in he crystal, since each orbital has two

states, spin up and spin down. These states form the band.

6. For silver, Em) = 5.5 eV and 0 = 4.5 eV, so the width of the energy band is 10 eV. To

estimate the total volume density of states, we assume that the density of states 9(E)

	reaches its maximum at the center of the band £ =	 = 5eV. Integrating g(E) from

	

the botiorn of the band, E =0, to the center, E =	 yields the number of states per

unit volume up to the center of the hand. This is half the total number of states in the whole

band, that is,	 where S	 is the number of states per unit volume in the band and is

determined by

l6,r2''2	
5/2

= J	 9(E) dE = --- i) Er

5
•	 167r2'12 r 	 9.1 x 1.1l kg	

/2

1=	
(6.626 x 10"	 2] 	

(5 eV x 1.6 x 10	 11eV)'1'

= 5.08 x 10m = 5.08 x 1022 cni'

= 10.16 x 10 22 states cn1'

We must now calculate the number of atoms per unit volume in silver. Given the

nsily ii = 10.5 g ci,i 5 and the atomic mass M = 1 07.9 g mol 1 of silver, the atomic

concentration is

dN, -3
M AC =	 = 5.85 x 10 22 atoms cm

M.

or

Thus

As expec*cd. the density of slates is almost twice the atomic concentration, even

though we used a crude approximation to estimate the density of stales.



312	 CNAPIII 4 • MoDETiwoayorSouos

4.6 STATISTICS: COLLECTIONS OF PARTICLES

4A1 BOLTZMANN CLASSICAL STATISTICS

Given a collection of particles in random motion and colliding with each other, 5 we
need to determine the concentration of particles in the energy range E to (E + dE).
Consider the process shown in Figure 4.24, in which two electrons with energies E1
and E2 interact and then move off in different directions, with energies E3 and E4 . Let
the probability of an electron having an energy E be P(E), where P(E) is the fraction
of electrons with an energy E. Assume there are no restrictions to the electron energies,
that is, we can ignore the Pauli exclusion principle. The probability of this event is then
P(E1 ) P(E2). The probability of the reverse process, in which elections with energies
E3 and E4 interact, is P(E3)P(E4). Since we have thermal equilibrium, that is, the
system is in equilibrium, the forward process must be just as likely as the reverse
process, so

P(E1)P(E2) = P(E3)P(E4)	 [4.111

Furthermore, the energy in this collision must be conserved, so we also need

	

E 1 +E2 =E3 +E4	 [4.121

We therefore need to find the P(E) that satisfies both Equations 4.11 and 4.12.
Based on our experience with the distribution of energies among gas molecules, we
can guess that the solution for Equations 4.11 and 4.12 would be

/ E
pro1ia)ni4.	P(E) = AexP(__)	 14131

kT

where k is the Boltzmann constant, T is the temperature, and A is a constant. We
can show that Equation 4.13 is a solution to Equations 4.11 and 4.12 by a simple
substitution. Equation 4.13 is the Boltzmann probability function and is shown in
Figure 4.25. The probability of finding a particle at an energy E therefore decreases
exponentially with energy. We assume, of course, that any number of particles may
have a given energy E. In other words, there is no restriction such as permitting
only one particle per state at an energy E, as in the Pauli exclusion principle. The

term kT appears in Equation 4.13 because the average energy as calculated
by using P(E) then agrees with experiments. (There is no kT in Equations 4.11

and 4.12.)
Suppose that we have N1 particles at energy level E and N2 particles at a higher

energy E2 . Then, by Equation 4.13, we have

N2	/ E2—E1\

	

- = expJ— 
kT )	

14.141

'Fm c1M(
am mo'.iig .ro,.md	 am *i&doccanIimg to Ow WzwJ.8azma..	 c.



4.1 STA1ISTK COUOOFPflCLE5	 313

Interaction

Ei4E,

Figure 4.24 Two etedrons with initiol

WOVOtUflCI100S 01 and *2 at Fi and E2 interact

and end up at different energies E3 and E4.

Their corresponding wavefundions ore 03

and .

El

N(E)
N2 	N1

FIgure 4.23 The Boltzmann

energy dishibutian describes the

itatistics of particles, such as elections,

when there ace many more available

gow than the number oIparticles

If E2 E 1 >> kT, then N2 can be orders of magnitude smaller than N i . As the

temperature increases, N2 1N 1 also increases. Therefore, increasing the temperature

populates the higher energy levels.
Classical particles obey the Boltzmann statistics. Whenever there are many

more States (by orders of magnitude) than the number of particles, the likelihood of

two particles having the same set of quantum numbers is negligible and we do not

have to worry about the Pauli exclusion principle. In these cases, we can use the

Boltzmann statistics. An important example is the statistics of electrons in the con-

duction band of a semiconductor where, in general, there are many more states than

elections.

4.6.2 FERMI—DIRAC STATISTICS

Now consider the interaction for which no two electrons can be in the same quantum
state, which is essentially obedience to the Pauli exclusion principle, as shown in Fig-
ure 4.24. We assume that we can have only one electron in a particular quantum state

tc (including spin) associated with the energy value E. We therefore need those states

that have energies E3 and E4 to be not occupied. Let f(E) be the probability that an

electron is in such a state, with energy E in this new interaction environment. The prob-

ability of the forward event in Figure 4.24 is

f(E i )f (E2)1 I - f(E3)1[ I - f(E4)]

The square brackets represent the probability that the states with energies E 3 and E4

are empty. In thermal equilibrium, the reverse process the electrons with E 3 and E4

interacting to transfer toE 1 and E2, has just as equal a likelihood as the forward process.
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Paul Adrren Mourice Dirac 1902-1984) received 1he 1933
Nobel prize tar physics with Erwin SctrrIrdinger His hat
degree were in electrical engineering from Bristol Universily.
He ohiorned his PhD in 1926 from Cambridge University
under Ralph Pewter
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Thus, f(E) must satisfy the equation

f(E 1 )f(E 2 )[l - f(E i ) Il! - f(E 1 )J = f(E 3 )f(E 4 )ll - f(E1)J[l - f(E2)1 14.151

In addition, for energy conservation, we must have

E 1 +E5=E1+E4 	14.161

By an "intelligent guess,' the solution to Equations 4.15 and 4.16 is

f(E) =	 14.171

I + AexP)

whereA is aconstant. You can check that this is a solution by substituting Equation 4.17
into 4.15 and using Equation 4.16. The reason for the tern kT in Equation 4.17 is not
obvious from Equations 4.15 and 4.16. It appears in Equation 4.17 so that the mean
properties of this system calculated by using f(E) agree with experiments. Letting

A = exp(—EF/kT), we can write Equation 4.17 as

Fermi—Dirac	 f(E) =	 14.181
I—Ef\

statistics	 I + exp
E

i -- I
\ kT

where E F is a constant called the Fermi energy. The probability of finding an electron
in a state with energy E is given by Equation 4.18, which is called the Fermi—Dirac

functioi.

The behavior of the Fermi—Dirac function is shown in Figure 4.26. Note the effect
of temperature. As T increases, f(E) extends to higher energies. At energies of a Few
k  (0.026 eV) above E F , f(E) behaves almost like the Boltzmann function

—
1(E) =	

(E EF) 
I

1
kT	 J	

(E - Er) >> kT	 14.191
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E

TO

E,

Figure 4.26
The Fermi-Dirac function AE) describes the statistics a[ electrons in

f(E)	 a solid. The electrons interact with each other and the environment,

0	 1
2	 obeying the Pauli exclusion principle

Above absolute zero, at E = E, f(Er) = We define the Fermi energy as that

energy for which the probability of occupancy f(EF) equals il , The approximation to

f(E) 
in Equation 4.19 at high energies is often referred to as the Boltzmann tail to the

Fermi—Dirac function.

4.7 QUANTUM THEORY OF METALS

47.1 FREE ELECTRON MODEL6

We know that the number of states g(E) for an electron, per unit energy per unit vol-

ume, increases with energy as g(E) E 1 We have also calculated that the probabil-

ity of an electron being in a state with an energy E is the Fermi—Dirac function f(E).

Consider the energy band diagram for a metal and the density of states g(E) for that

band, as shown in Figure 4.27a and b, respectively.
At absolute zero, all the energy levels up to E  are full. At 0 K, 1(E) has the step

form at EF (Figure 4.26). This clarifies why E, in 1(E) is termed the Fermi energy.

AtO K, f(E) = I for  < E, and f(E) 0 forE >E, soat OK, Er separates the

empty and full energy levels. This explains why we restricted ourselves to 0 K or

thereabouts when we introduced Er in the band theory of metal.

At some finite temperature, f(E) is not zero beyond Ep, as indicated in Fig-

ure. 4.27c. This means that some of the electrons are excited to, and thereby occupy,

energy levels above Ef. If we multiply g(E), by f(E), we obtain the number of elec-

trons per unit energy per unit volume, denoted n. The distribution of electrons in the

energy levels is described by n  = g(E) f(E).

Since f(E) = I for E << E, the states near the bottom of the hand are all occu-

pied; thus, n  cx E'12 initially. As E passes through E, f(E) starts decreasing

I 6 TheIreeeIedroe
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_____________

	

	 = n
TK

I__ Rg(L) L__
g(E) 0	 f(E)	 n=9(Eft)

(ol

Figure 4.27

(a) Above 0 K, due to thermal excitation, some of the electrons are at energies above E,,

(b} The density of stoles, 9(E) versus fin the bond.

(c) The probability of occupancy of state at an energy f is 1(E).

)d( The product g(E)I(E) is the number of electrons per unit energy per unit volume, on the electron
concentration per unit energy the area under the curve on the energy axis is the concentration of
electrons in the bond.

sharply. Asa result, nE takes a turn and begins to decrease sharply as well, as depicted
in Figure 4.27d.

In the small energy range E to (E + dE), there are nF dE electrons per unit
volume. When we sum all tIE dE from the bottom to the top of the band (E = 0 to
E = E + (P), we get the total number of valence electrons per unit volume, n, in the
metal, as follows:

	

of best	 fTcr of best
g(E) 	 1n=J	 nEdE)	 4.201

0	 0

Since f(E) falls very sharply when E > Ep, we can carry the integration to
E = cc, rather than to (EF + (t), because! -+ 0 when E >> Ef . Putting in the func-
tional forms ofg(E) and f(E) (e.g., from Equations 4.10 and 4.18), we obtain

8n2

	

112 	

j	

E'12dE

E - Ef\	
14.211

	

V	
lfexp( 

kT )

11 we could integrate this, we would obtain an expression relating n and Er. At
0 K, however, EF = and the integrand exists only for  < Epj . If we integrate at
OK, Equation 4.21 yields

Fennienergv" h2 \ 13n\21'
atT=OK	 EFo(	 JI	 1	 14.221

8m/ \ 7 /
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It may be thought that EF is temperature independent, since it was sketched that

way in Figure 4.26. However, in our derivation of the Fermi-Dirac statistics, there was
no restriction that demanded this. Indeed, since the number of electrons in a band is

fixed, E  at a temperature T is implicitly determined by Equation 421, which can be

solved to express EF in terms of n and T. It turns out that at 0 K, E F is given by Equa-

tion 4.22, and it changes very little with temperature. In fact, by utilizing various math-
ematical approximations, it is not too difficult to integrate Equation 4.21 to obtain the

Fermi energy at a temperature T, as follows:

	

EF(T) = EFO{l -
	 (-)]	

14131 
Firmi

which shows that Er(T) is only weakly temperature dependent, since Go >> U.

The Fermi energy has an important significance in terms of the average energy E,

of the conduction electrons in a metal. In the energy range E to (E + dE), there are

o E dE electrons with energy E. The average energy of an electron will therefore be

1 EnedE	
14.241

Jn5dE

If we substitute g(E)f( E) for n E and integrate, the result at 0 K is
Average

3 
E,(0) = -EfO	 14.251 energy per

	5 	 electron atOK

Above absolute zero, the average energy is approximately Average

3 I	 5,r1kT\2	 energvper

	

E,(T)= -Emll+1l	 14.261

L	 12 \EFOI	
electron at

Since E>> kT, the second term in the square brackets is touch smaller thanm	

T(K)

unity, and E(T) shows only a very weak temperature dependence. Furthermore, in

our model of the metal, the electrons are free to move around within the metal, where

their potential energy PE is zero, whereas outside the metal, it is E + 4) (Figure 4.11).

Therefore, their energy is purely kinetic. Thus, Equation 4.26 gives the average KE of

the electrons in a metal

1	 3
= E.

where v is the root mean square (rms) speed of the electrons, which is simply called

the effective speed. The effective speed v, depends on the Fermi energy Epo and is

relatively insensitive to temperature. Compare this with the behavior of molecules in

an ideal gas. In that case, the average KE = kT, so mv 2 = kT Clearly, the aver-

age speed of molecules in a gas increases with temperature.

The relationship m U2 E 0 is an important conclusion that comes from the

application of quantum mechanical concepts, ideas that lead to g(E) and f(E) and so

on. It cannot be proved without invoking quantum mechanics. The fact that the aver-
age electronic speed is nearly constant is the only way to explain the observation that

the resistivity of a metal is proportional to T (and not T 312 ), as we saw in Chapter 2.
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4.7.2 CoNDuctioN IN METALS

We know from our energy band discussions that in metals only those electrons in a
small range AL around the Fermi energy E F contribute to electrical conduction as
shown in Figure 4.12c. The concentration n 1. of these electrons is approximately
g(E.) AL inasmuch as AL is very small. The electron a moves to a, as shown in
Figure 4.12b and c, and then it is scattered to an empty state above I,', In steady
conduction, all the electrons in the energy range AL that ate moving to the right are
not canceled by any moving to the Jell and hence contribute to the current. An elec-
tron at the bottom of the AL range gains energy AL to move a in a time interval At
ilia( corresponds to the scattering timer. It gainsa momentum Al),. Since Ap/Al =

external force = e'E.,, we have Ap, = re. The electron (I an energy
L = p1(2ni) which we can differentiate to obtain AL when the momentum
changes by Ali,,

P,	 (inc 0)
AE = —L\p, = —(reL,) = ev,rE,

rn

The current ./, is due to all the electrons in the range AL which are moving toward
the right in Figure 4.12c,

= eflvvf = elg(E 0 ) ALloy = elg(Ly)euFrL lot. = e2v..rg(Ee)E,

The conductivity is therefore

(I 	 e2vrg(E,)

Conductivity

of Fermi-

level

electrons

However, the numerical factor is wrong because Figure 4.12c considers only a hy-
pothetical one-dimensional crystal. In a three-dimensional crystal, the conductivity is
one-third of the conductivity value just determined:

a = e 2 1, 2 rg(E t.-)	 14.271

This conductivity expression is in sharp contrast with the classical expression in
which all the elections contribute to conduction. According to Equation 4.27, what is
important is the density of states at the Fermi energy g(E,). For example, Cu and Mg
are metals with valencies I and IL Classically, Cu and Mg atoms each contribute one
and two conduction electrons, respectively, into the crystal. Thus, we would expect Mg
to have higher conductivity. However, the Fertni level in Mg is where the top tail of the
3s hand overlaps the bottom tail of the 3p band where the density of states is small. In
Cu, on the other hand, Ep is nearly in the middle of the 4s band where the density of
states is high, Thus, Mg has a lower conductivity than Cu.

The scattering time r in Equation 4.27 assumes that the scattered electrons at EF
remain in the saute energy band. In certain metals, there are two different energy
bands that overlap at E,.. For example, in Ni (see Figure 4.61), 3d and 4s hands over-
lap at L. An electron can be scattered from the 4s to the 3d band, and vice versa.
Electrons in the 3d band have very Low drift mobilities and effectively do not
contribute to conduction, so only g(E 1.) of the 4s band orates in Equation 4.27.
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Since 4s to 3d band scattering is an additional scattering mechanism, by virtue of

MatthiessCfl'5 rule, the scattering time r for the 4,s band electrons is shortened. Thus,

Ni has poorer conductivity than Cu.

In deriving Equation 4.27 we d3 not assume a particular density of states

mode!. If we now apply the fire neutron model for g(Er) as in Equation 4. 10, and

also relate Ep to the total number of conduction elections per unit volume mm as in

Equation 4.22, we would find that the conductivity is the saute as the Drude model,

that is,

	

enr	 Dr
Drink model

	

ii = -	 4.281 amid free

electrons

MEAN SPEED OFCONDLIOON ELEURONS IN AMETAL CalCUlatC the Fenni energy E ll , at

OK for copper and estimate the average speed of the conduction electrons in Cu. The density of

Cu is 8.96 g cm 1 and the relative atomic niass (atomic weight) is 63.5.

SOUJI1ON

	

Assuming each Cu atom donates one free electron, we call 	 the concentration of elections

from the density d, atomic mass M, and Avogadro's number NA, as follows:

- dNA 	 8.96 x 6.02 a 10'

M -	 63.5

= lISa 10' ens''	 or	 8.5s lO'ni

The Fermi energy at OK is given by Equation 4.22:

I	 II\8mimJ \ mm

Substituting ii = 8.5 a tO' in' and the values for It and vi, we obtain

	

= 1.t x 10"J	 or	 7eV

To estimate the mean speed of the elections, we calculate the nos speed m	 'rout

= E 1. 0 . The mean speed will be close to the rums speed. Thus, r, =

Substituting for E,.-,, and ,mm,, we find v, = 1.2 a II)" ill s

CONDUOON IN SILVER Considei silver whose dc li sity 01 states g(E) was ca cula led ill

Example 4.8, assuming a free election model l ot g( E) as in Equation 4. 1 0. For silver,

EF = 5.5 cV, so Itont Equation 4.10, the density ot states at Er is gt E,•l = I XsO x ' u "ill

	

W'. The velocity of Fermielecirons, i' = (2Ev/m'm)	 = 1,39 a lO ins 'Theconduc-

	

tivity mm ofAg at room temperature is 62.5 a 0' f -1 us	 Substituting for mm, glE,.). and u

iii Equation 4.27,

.60 a 10'

mm = 82.5 a t(t = -e 1 vrg(E,.) = ll.6 x tO' "111.39 a l0°l'r

we find r = 3.79 a tO 's. The mean free path I = ,,r = 53 nm. The drift na,bi!i!y of l

electrons is e = nt/rn, = 67 cm2 V s
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From Example 4.8, since Ag has a valency of I, the concentration of conduction elections
is ii	 = 5.85 ,s IO m '. Substituting four and a in Equation 4.28 gives

enr	 (1.6 x 109)2(5.85 x 1016)r
a = 62.5 x 1 06 = - =

(9.1 ,< 10 31

we find r = 3.79 x	 s as expected because we have used the free electron model.

4.8 FERMI ENERGY SIGNIFICANCE

4.8.1 METAL,-METAL CONTACTS: CONTACT POTENTIAL

Suppose that two metals, platinum (P0 with a work function 5.36 eV and molybdenum
(Mo) with a work function 4.20 eV, are brought together, as shown in Figure 4.28a. We
know that in metals, all the energy levels up to the Fermi level are full. Since the Fermi
level is higher in Mo (due to a smaller ), the electrons in Mo are more energetic.
They therefore immediately go over to the Pt surface (by tunneling), where there are
empty states at lower energies, which they can occupy. This electron transfer from Mo
to the Pt surface reduces the total energy of the electrons in the Pt—Mo system, but at
the same time, the Pt surface becomes negatively charged with respect to the Mo sur-
face. Consequently, a contact voltage (or a potential difference) develops at the junc-
tion between Pt and Mo, with the Mo side being positive.

The electron transfer from Mo to P1 continues until the contact potential is large
enough to prevent further election transfer: the system reaches equilibrium. It should
be apparent that the transfer of energetic electrons front Mo to Pt continues until the
two Fermi levels are lined up, that is, until the Fermi level is uniform and the same in
both metals, so that no part of the system has more (Or less) energetic electrons, as

'l'(Pt)-'l'(Mo)= I.l6eV=eV

Pt	 MO
vacuunl	 vacuum	 c

>1 I.3U

IFO R level

Fermi level 
Electrons

Electrons 

(a) Electrons are more energetic in Me, so

they lunnel to the surface of Pt.

>

fl'

(b) Equilibrium is reached when the Fermi
levels are lined up.

Figure 4.28 When two metals ore brought together, there is a contort potential A V
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IFA

Figure 4.29 There is no current when a closed circuit is Formed
by two different metals, even though there is a contact potential at
each contact.

1.1 V	 The contact potentials oppose each other.

illustrated in Figure 4.28b. Otherwise, the energetic electrons in one pail of the system
will flow toward a region with lower energy slates. Under these conditions, the Pt—Mo

system is in equilibrium. The contact voltage AV is determined by the difference in

the work functions, that is,

e LW = (b (Pt) - il(Mo) = 5.36 eV - 4.20 eV = I .16eV

We should note that away from the junction on the Mrs side, we must still provide
an energy of 1 = 4.20 eV to free an electron, whereas away from the junction on the

Pt side, we must provide .ls = 5.36 eV to free an electron. This means that the vacuum

energy level going from Mrs to Pt has a step A ct, at the junction. Since we must do

work equivalent to A ds to get a free electron (e.g., on the metal surface) from the Mo

surface to the Pt surface, this represents a voltage of Ails/c or 1.16 V.

From the second law of thermodynamics, 7 this contact voltage cannot do work;

that is, it cannot drive current in an external circuit. To see this, we can close the
Pt metal—Mo metal circuit to form a ring, as depicted in Figure 4.29. As soon as we
close the circuit, we create another junction with a contact voltage that is equal and op.
posite to that of the first junction. Consequently, going around the circuit, the net volt-
age is zero and the current is therefore zero.

There is a deep significance to the Fermi energy EF, which should at least be men-

tioned. For a given metal the Fermi energy represents the free energy per electron

called the electrocheniical potential t. In other words, the Fermi energy is a measure

of the potential of an electron to do electrical work (e x V) or nonmechanical work,

through chemical or physical processes. 8 In general, when two metals are brought into

contact, the Fermi level (with respect to a vacuum) in each will be different. This
difference means a difference in the chemical potential Au, which in turn means that
the system will do external work, which is obviously not possible. Instead, electrons
are immediately transferred from one metal to the other, until the free energy per elec-
tron p for the whole system is minimized and is uniform across the two metals, so that

tm By the way, the second lewd thermodynamics siimç,ly says that you connol eáOd beat from o ryniern in thermal
equilibrium and do work (i.e., charge, voogel.
'A change ie any type of can, inincle. 	 used bdowork, that is, (Pwrkne. Chemical Prmithe
potential to do on,nechan,col work leg., electrical work( by onion at physical orchenstral prsses. The chemical
Pt per electron in t; and AEj electrical work per electron



322	 CHAPTERR 4 • MODERN THEORY OF SOLIDS

Ap = 0, We can guess that if the Fcnni level in one metal could he maintained at a

higher level than the other, by using an external energy source (e . g . . light or heat), for

example, then the difference could he used to do electrical work.

4.8.2 THE SEEBEcK EFFECT AND THE THERMOCOUPLE

Consider a conductor such as all aluminum rod that is heated at one end and cooled at
the other cod as depicted in Figure 4.30. The electrons in the hot region are more en-
ergetic and therefore have greater velocities than those in the cold region.'

Consequently there is a net diffusion of electrons florin the hot end toward the cold

Cild which leaves behind exposed positive metal ions in the hot legion and accumu-
lates electrons in the cold region, This situation prevails until the electric field devel-
oped between the positive ions in the hot region and the excess eletrons in the cold re-
gion prevents further election motion from the hot to the cold end. A voltage therefore
develops between the hot and cold ends, with the hot end at positive potential. The

potential difference A V across a piece of metal due to a tcmperature'drlicrcnce AT

called the Seebeck effect." To gauge the magnitude of this effect we introduce a
special coefficient which is defined as the potential difference developed per unit tern-

Thermo-	 pelature difference, or

elected'	 dV
power or	 S =	 [4.291

Seebeck	
d f

coefficient By convention, the sign of S represents the potential of the cold side with respect
to the hot side. Ii electrons diffuse from the lint end to the cold end as in Figure 4.30,
then the cold side is negative with respect to the hot side and the Seebeck coefficient is

tlegUHvc' (as l'or aluminum).
In some metals, such as copper, this intuitive explanation fails to explain why eke-

trolls actually diffuse iron) the cold to the hot region, giving rise to positive Seebeck

coefficients', the polarity of the voltage in Figure 4.30 is actually reversed for copper.
The reason is that the net diffusion process depends on how the mean free path and
the mean free time (due to scattering from lattice vibrations) change with the electron
energy, which can be quite complicated. Typical Seebeck coefficients for various se-

lected metals are listed in Table 4.3.
Consider two neighboring regions Ii (hot) and C (cold) with widths corresponding

to the mean free paths land C in H and C as depicted in Figure 4.3 Ia. Half the electrons

in if be moving in the +x direction and the other hallin the -x direction. Half of
the electrons in H thei'clbrc cross intoC, and half in C cross into H. Suppose that, very

roughly, the electron concentration it in H and C is about the same. The number of elec-

trons crossing front to C is,uC, and the number crossing from C to H is 	
Then,

Net diffusion from H IOU	 (C — 6	 14.301

The conduction eiairors toroend the Fern energy henna moon speed hal has oniy a small temperature
dependence As small chonge in Plw mu,, speed with ielTrpenarure is, nonetheless, intuitively signilkoni in

°P°'°°°t"i lii, 
rhwn,oeieclri': rCecr. The aciwo! etlect. however, depends on the mean free path as dicusued lotei

. .. " ir Secheck b,e' wed rh rire,nioeleci,ic effect iii 182 using Iwo drlfereni motels as in the Ifreem000upie,
Ii no .,;l,'woy. ro obiniuc hnt phenomenon II was Wituom Ibmuson teed Ke&in) who eoiond
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Figure 4.30 The Seebeck effeci

A temperature grodenI along a conductor gives ruse 10 0 polenhol difference

Suppose that the scattering of elections is such that £ increases strongly with the

electron energy. Then elections in H, which are more energetic, have a longer mean

free path, that is, > (as shown in Figure 4.3 Ia. This means that the net migration is

from H to C and S is negative, as in aluminum. In those metals such as copper in which

£ decreases strongly with the energy, electrons in the cold region have a longer mean

free path, £' > as shown in Figure 4.31h. The net electron migration is then from C

to H and S is positive. Even this qualitative explanation is not quite correct because is is

not the same in H and C (diffusion changes it) and, further, we neglected the change in

the mean scattering time with the electron energy.

The cocilicient S is widel y refereed to as the thermoelectric power even though

this term is misleading, as it refers to a voltage difference ratherthan power. A more ap-

propriate recent jerus is the Seebeck cofflicient.S is a material property that depends

on temperature, S = SIT), and is tabulated for many materials as a function of

sle 4.3 Seebeck coefficients of solecied metals from vorious sources(

SatO°C	 Sat11°C

Mdal	 IJIVK')	 4sVK 'I

At	 —1.6	 —U	 11.6	 2.78

Au	 +1.79	 +1.94	 5.5

Cu	 11.70	 +184	 7.0

K	 ,	 —12.5	 2.0	 3.8

Li	 +14	 4.7	 —9.7

Mg	 —1.1	 7.1	 1.38

Na	 .5	 3.1	 2.2

Pd	 --9.t%J
Ps	 —446	 —528
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(ajSnegative	 fNSposilive

[4]
Energy	 Energy

F" 4.31 Consider two neighboring regions H Hand C (cold)with widths corresponding to

the mean free paths t and r in H and C.

FlaIl the electrons in H would be moving In the +x direction and the other half in the —x direction.

HaIl of the electrons in H therefore cross into C, and half inC cross into H.

temperature. Given the Seebeck coefficient S(T) For a material, Equation 4.29 yields

the voltage difference between two points where temperatures are 1',, and T as follows:

T

tsv=J
SdT	 [4.311

T.

Afd

lures

ectric

power

A proper explanation of the Seebeck effect has to consider how electrons around

the Fermi energy EF, which contribute to electrical conduction, are scattered by lattice

vibrations, impurities, and crystal defects. This scattering process controls the mean
free path and hence the Seebeck coefficient (Figure 4.3!). The scattered electrons need

empty states, which in turn requires that we consider how the density of states changes
with the energy as well. Moreover, in certain metals such as Ni, there are overlapping

partially filled bands and the Fermi electron can be scattered from one electronic band
to another, for example from the 4s band to the 3d band, which must also be consid-
ered (see Question 4.25). The Seebeck coefficient for many metals is given by the

Mott and Jones equation,

jr2k2T
S°--x	 14.321

3eE0

where x is a numerical constant that takes into account how various charge transport
parameters (such as () depend on the electron energy. A few examples for x are given

in Table 43. The reason for the kT/Ero factor in Equation 4.32 is that only those

electrons about a k 7' around the Fermi level Ero are involved in the transport and scat-

tering processes. Equation 4.32 does not apply directly to transition metals (Ni, Pd, Pt)
that have overlapping bands. These metals have a negative Seebeck coefficient that is
proportional to temperature as in Equation 432, but the exact expression depends on

the band structure.
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Al	 Al

flat

eAlAl

Cold Ilote

NlliN,Cold

+ 100 1C	 OIC 

PV	 0

(a)	 (b)

Figure 4.32
(a) If Al wires are used to measure the Seebeck voltage across the Al rod, then the net emf
is zero.

(b( The Al and Ni have different Seebeck coefficients. There is therefore a net emf in the
Al-Nj circuit between the hot and cold ends that can be measured.

Suppose that we fly to measure the voltage difference A V across the aluminum
rod by using aluminum Connecting wires to a voltmeter as indicated in Figure 4.32a.
The same temperature difference now also exists across the aluminum connecting
wires; therefore all voltage also develops across the connecting wires, oppos-
ing that across the aluminum rod. Consequentl y no net voltage will be registered by the
voltmeter. It is, however, possible to read a net voltage difference, if the connecting
wires are of different material, that is, have  different Seebeck coefficient train that of
aluminum. Then the thermoelectric voltage across this material is different than that
across the aluminum mod, as in Figure 4.32h. 	 -

The Seebeck effect is fruitfully utilized in the thermocouple (IC), shown in Fig-
ure 4.32b, which uses two different metals with one junction maintained at a reference
temperature 1, and the other used to sense the temperature T. The voltage across each
metal clement depends on its Seebeck coefficient. The potential difference between the
two wires will depend on S, 1	 S. By virtue of Equation 4.3 1, the electromotive force

(end') between the two wires, VAR = Is VA A Vn, is then given by	 Then-na,-

	

fT	 cC	 couple cnn
VAB = J ( S,1 - Se) dl' = J 

S dT	 (4.33) between

	

I,	 metals A

where S,, = S - 5,, is defined as the thermoelectric power for the thermocouple pair mmd B

A-B. For the chromnel-aluniel (K-type) IC, for example, Ste	 40 luV K 1 at 300 K.
The output voltage from a IC pair obviously depends on the two metals used. In-

stead of tabulating the etnf from all possihle palm's of materials in the world, which
would be a challenging task, engineers have tabulated the cmfs available when a given
material is used with a reference metal svhich is chosen [in platinum. The reference
junction is kept at 0. "C (273:16 K) which corresponds 10 a mixture of ice and water.
Somelypical materials and their emrs are Iisd in Table 4.4.

Using The expression for the Seebeck coefficient. Equation 4.32,4.32, in Equation 4.33, 	 The rmo-
and then integrating, leads to the familiar thermocouple equation, 	 couple

22-
	 = a AT + h(AT) 2	 14.341 

equation
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Table 4.4 Thermoelectric emf for metals 01100 and 200°C with
reaped to Pt and the reference junction at 0°C

em(WV)

Material	 At 100*C	 At 200

Copper, Cu	 0.76	 1.83
Aluminum. At 	 0.42	 I
Nickel, Ni	 —148	 —3.10
Palladium, Pd 	 —0.57	 -1.23
Plaianum. Ps	 0	 0
Silver, Ag	 0.74	 1.77
Ajumet	 —1,29	 —2.17
Chronic[	 2.81	 5.96
Consianian	 —3.51	 7.45
Iron, Pe	 1.89	 3.54
90%Pi-10%Rh	 0.647	 1.44
(platinum-rlaodium)

where a and bare the thermocouple coefficients and AT = T - 1, is the temperature

with respect to the reference temperature 7',, (273.16 K). The inference from Equa-

tion 4.34 is that the enif output from the thermocouple wires does not depend linearly

on the temperature difference AT. Figure 4.33 shows the emf output versus tempera-

ture for various thermocouples. It should be immediately obvious that the voltages

are small, typically a few tells of a microvolt per degree temperature difference. At
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o C, by definition, the TIC emf is zero. The K-type thermocouple, the chromel-alumc!

pail, is a widely employed general-purpose thermocouple sensor up to about 12(X) C.

THE THERMOCOUPLE EMF Consider a thermocouple pair from Al and Cu which have Fermi iJ.L'!tUi
energies and .v as in Table 4.3. Estimate the emf available from this thermocouple if one junc-

tion is held at 0 C and the other at 1(8) C.

SOWTION

We essentially have the arrangement shown in Figure 4.32h but with Cu replacing Ni and Cu

having the cold end positive (S is positive). For each metal there will he a voltage across it,

given by integrating the Seebeck coefficient from 7',, (at the low temperature end) to T. From the

Molt and Jones equation,

	

(C	
(7 x71 7 k 2 T 	 x,rk1

= I SOT = I ------ or = -.-------(T' - 1)

	

T.	 J.	 3eE,	 6eEFo

The available cmf (Va) is the difference in A V for the Iwo metals (A and B), so

VAR	
r

	

= VA -	 = - 2k2—. j --- -	 (r- - r,)
6e 1 L CÁO L FO

where iii this example 7' = 373 K and 7',, = 273 K.

For A[ (A), EpA, = 11.6 eV, XA = 2.78, and for copper (B), E,. 0 = 7.0 eV, x = - 1.79.

Thus,

	

V	 -189 pV -(+201 pV) = -390 VV

Thermocouple etnf calculations that closely represent experimental observations require
thermocouple voltages for various metals listed against some reference metal. The reference is

usually Pt with the reference junction at 0 C. From Table 4.4 we can read Al-Pt and Cu-Pt

emis as VA = 0.42 mV and V = 0.76 mV at 100 C with the experimental error being

around ±0.01 mV, so that for the Al-Cu pair,

	

VAIC, = VM .	 Vc n = 0.42 mV - 0.76 mV = -034 mV

There is a reasonable agreement with thccakulation using the Molt and Jones equation.

THE THERMOCOUPLE EQUATION We know that we can only measure differences between l*t!ItII'I
thermoelectric powers of materials. When two different metals A and B are connected to make

a thermocouple, as in Figure 4.32h, then the net emf is the voltage dit1rence between the two

elements. Front Example 4.11,

AVj y =AVA - AV = f(S 4 - So) 07'	 S, (IT

x2 k2

= ---.-1-.-- - .±._](1,2-
6' E•M,	 EbRO 

=c(r1-7)

where C is a constant that is independent of Tbut dependent on the material properties (x,

for the metals).
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We can now expand V IR about T,, by using Taylor's expansion

F(T) F(1,) f AT (dF/dT). +

where the function F = V and AT = T - i, and the derivatives are evaluated at 1 The
result is the thermocouple equation:

V 1 (T) = a(AT) +h(zfl2

where the coefficients it 	 bare 2Cr, and C, respectively.

It is clear 
that 

the magnitude of the emf produced depends on C or Sn S 0 which we can

label as S The grealer the thermoelectric power drildrcucc Sj i, for the IC, the larger the cmi

produced. ('or the copper conslantan K, SAR is about 43 it K -

4,9 THERMIONIC EMISSION AND VACUUM

TUBE DEVICES

4.9,1 THERMIONIC EMISSION: RIcHARn .soN—DusHN EQUATION

Even though most of us view vacuum tubes as electrical antiques, their baste principle of

operation (electrons emitted from a heated cathode) still finds application in cathode ray

and X-ray tubes and various RF microwave vacuum tubes, such as triodes, tetrodes,

klystrons, magnetrons, and traveling wave tubes and amplifiers. Therefore, it is useful to

examine how clecuotis are emitted when a metal is heated.

• When a metal is heated, the electrons become more energetic as the Fermi—Dirac

function extends to higher temperatures. Some of the electrons have sufficiently large

energies to leave the metal and become free. This situation is self-limiting because as

the electrons accumulate outside the metal, they prevent more electrons limo leaving

the metal. (Put differently, emitted electrons leave a net positive charge behind, which

pulls the electrons in.) Consequently, we need to replenish the "lost" electrons and col-

lect the emitted ones, which is done most conveniently using the vacuutu tube anange-

inent in a closed circuit, as shown in Figure 4.34a. The cathode, heated by a tilanient,

emits electrons. A battery connected between the cathode and the anode replenishes

-	 Plate or anode	 Saturation current

Vacuum

calhotle

Filament

hal Thermionic electron	 ,l Current-voltage charactnrishcn of

emission in a vacuum tube,	 a vacuum diode.

Fgue 4.34
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the cathode electrons and provides a positive bias to the anode to collect the thermally

emitted electrons front cathode. The vacuum inside the tube ensures that the elec-

trons do not collide with the air molecules and become dispersed, with some even

being returned to the cathode by collisions. Therefore, the vacuum is essential. The

current due to the flow of emitted electrons from the cathode to the anode depends on

the anode voltage as indicated in Figure 4.34b. The current increases with the anode

voltage until, at sufficiently high voltages, all the emitted electrons are collected by the

anode and the current saturates. The saturation current of the vacuum diode depends

on the rate of thermionic emission of electrons which we will derive below. The vac-

uum tube in Figure 4,34a acts as a rectifier because there is no current now when the

anode voltage becomes negative; the anode then repels the electrons.

We know that only those electrons with energies greater than Eb + C? (Fermi

energy + work function) which are moving toward the surface can leave the metal.

Their number depends on the temperature, by virtue of the Fermi .-Dirac statistics. Fig-

ure 4.35 shows how the concentration of conduction elections with energies above

Ef + increases with temperature. We know that conduction electrons behave as if

they are free within the metal. We can therefore take the PE to be hero within the metal,

but E, + outside the metal. The energy E of the electron within the metal is then

purely kinetic, or

	

E =	
U 2	 1
 + M,rv +	 14.351

2

Suppose that the surface of the metal is perpendicular to the direction of emission,

say along .c. For an electron to be emitted front surface, its KE = l ntv l along x

must be greater than the potential energy barrier E,.- + . that is,

	

DID 
2

> E + C?'	 14.361

L	 E	 Figure 4.35 Fermi-Dirac function
E) and the energy density of

electrons al E) electrons per unit

electron	 different
and per unit volume) at three

Free	 different temperatures.

	

T,	 T The electron concentration extends
more and more to higher energies asE +	 -	
the temperature increases. Electrons

T with energies in excess of F + it)
can leave the metal Itnermionic
emission)

	

0 k—.--1- 	Jnf(E)
0	 1.0	 0 rr(E)=g(Ef(E)

Pobabitiiy	 Electron concentration
per Unhi energy
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Left to right Owen Witams Rrchordsorr, Robert
Andrews Milhkmrr, and Arthur Holly Coreplon of on
iritetnolionol conference on nuclear physics, Rome,

931 Rrchordnon woo Ins physics Nobel prize in 1928
los Ihermionic emission.

SOURCE Ainvaldi Archives, Diporlionentodi fisico,
Un,vei nità In Sapienza, Rome; corirlesy of AlP Eonilio
Segré Vinvol Archives.

Richardson-

Dusliman

thermionir

emission

equation

7'her,nionic
emission

Let dn(u0 ) he the number of electrons moving along x with velocities in the rillige

0, to (v + dv 1 ), withv, satisfying emission in Equation 4.36. These electrons will

he emitted when they reach the surface. Their number dn(r 5 ) can he determined from
the density of states and the Fermi—Dirac statistics, since energy and velocity are

'elated through Equation 4.35. Close to Ep -1- . the Fermi—Dirac j unction will ap-
proximate the Boltzmann distribution, J(E) = cxp( — (E - E 0 )/kT]. The number

dn(ur) is therefore at least proportional to this exponential energy factor.

The emission of dn(u,) electrons will give a thermionic current density

dJ1 = en, dn(ir ) . This must be integrated (stunned) for all velocities satisfying

Equation 4.36 to obtain the total current density J,, or simply J. Since dn(v 5 ) includes
an exponential energy junction, the integration also leads to an exponential. The Final

result is

(— 

c\
i =14.371

where B,, = 47remk 2 1h 3 . Equation4.37 is called the Richardson—Dushman equalion,

and B. is the Richardson—Dushrnanconstant, whose value is 1.20 x lO"A in 7 K 2 . We
see ti'otii Equation 4.37 that the emitted current from a heated cathode varies exponen-

tially with temperature and is sensitive to the work function of the cathode material.

Both factors are apparent in Equation 4.37.

The wave nature of elections means that when an election appli)aches the surface,

there is a probability that it may be reflected hack into the metal, instead of being emitted

over tile potential burner. As the potential energy barrier becomes very large. 	 --

the elections are totally reflected and there is no emission. Taking into account that waves

can he reflected, the therimunic emission equation is appropriately intxiitied to

/ cls\
J = BTexP_ . )	 14.361

kI'
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where B, - (I - R) fl is the emission constant and R is the reflection coefficient.

The value of R will depend on the material and the surface conditions. For most met-

als, B, is about half of B, whereas for SOWC oxide coatings oil cathodes used in

thermionic tubes, B, can be as low as I x 102 A In 2 K

Equation 4.37 was dec ved by neglecting the effect of the applied field on the emis-

sion process. Since the anode is positively biased with respect to the cathode, the field

will not only collect the emitted electrons (by drifting them to the anode), but will also

enhance the process of thermal emission by lowering the potential energy hari ier 0.

Their are many therniionic emission-based vacuum tubes that find applications in

which it IS not possible or practical to use semiconductor devices, especially at high-

power and high-frequency operation at the same time, such as in radio and TV broad

casting, radars, microwave communications; for example, it tctrode vacuum tube in

radio broadcasting equipment has to handle hundreds of kilowatts of power. X-ray tubes

operate on the thermionic emission principle to which electrons are iherinally emitted,

and their 	 and impacted on a metal target to generate X-ray photons.

VACUUM TUBES It is clear front the Richardson -Duithnniun equation that tuobtaiti itt efficient
thennionic cathode, we need high temperatures and kw work fnncmions Metals such as tungsten
(W) and tantalum (Tat have high melting tcntperatures but high work functions liir csarnpte, for
W. the melting tempemature T 36811 C and its work, tunctiont is ahIlul - 5 eV Some metals
have low work functions, but also low melting temperatures, a typical cx,untpk bentg ('.s with

= 1.8 eV and 1,, - 78.5 C. INC use a thin hInt coating ofa low i material, such islii() or
BaO, oil high . netting-temperature base metal such as W, we can Itlauttailt the tu)'li uichtutg
properties and obtain a lower For example, lb oil W has a0 = R, CV and 1^" 845 C
Most vacuum tubes use indirectly healed cathodes tlttt cotisist (it the oxides of If, Sr. and (i ()It
it base tidal ol Ni. The operating teniperatutes for these cathodes ate typically 800 C.

A certain ii ansntittcr-type vacuum tube has a cylindrical Ttt coated W (tltoi iated ititig.
sien) cathode, which is 4 cm bug and 2 toni iii diameter. Estimate the saturation eturrent it the
tube is upejated at a temperature of lb(t C, given that the emission constant is B, 30 x III
Am 2K 2 forflionW.

SOWT}ON

Weapplythe Richardson-Dushinatnequatiouu with = 2.6 eV, 7 = (1600273) K = 873 K,
and 13 3.0 x tO A or 2 K 2 , to fruit t lie I nix Intunli current deusit) I hit call he ohtautcd I iron

the cathode at 1873 K, as hellows:

I	 t (lx 10a An 2 K 2(t873 K)CXP[

	
(2.0 x 6 	II)

= 1.08 x 101Am

The emission surtace area Is

/t — Jr(duanicter)(tcutgth) = 7(2 x It) 1 q4 
a lIt 2) -25 a 1 0	 1)2

SO 
the 

Salutation current, which is the InaxituLint current obtainable (re- (lie ttieimionix cut
rent), is

= JA = (1.08 x 10 4 Ani 2 )(25 a 10 in') = 2.7 A
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Figure 4.36

)a) PE of the electron near the surface of a conductor

hI Electron PE due loan opplred held that a,
befiveen cathode and anode

fof The aneral} PE is the suer

-d Pt	 Ni PP
C	
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4.9.2 SCHO1TKY EFFECT AM) Fiiti E\ltsstoN

When it positive voltage is applied to the anode with respect to the cathode, the ckc-
Inc Field at the calhode helps the Ihcrniionic emission process by lowering the Ph bar-
ncr P. This is called the Schottky effect. Consider the !'E of the election i,usl outside
the swhice of the metal, The electron is pulled in by the effective positive charge felt
in the inclal. To represent this attractive FE we use the theorem of image charges in
electrostatics,'' which says that an election at it distance .n from the surface of a con-
duclor possesses a potential energy that is

C,
PEnn wI') = -

	

	 14.391
l6rrr,.n

where t,, is the absolute permittivity.
This equation is valid for x much greater than the atomic separation a; otherwise,

we must consider the interaction of the electron with the individual ions, Further,
Equation 4.39 has a reference level of zoo PE at infinity (x = ), but we defined
PE - 0 t be inside the metal. We must therefore modify Equation 4.39 to conform to
our definition of zero I'E as a reference. Figure 4.36a shows how this "image FE"
varies with x in this system. In the region .c Ann, we artificially bring I'Eoiu0r(X) to
Ida aLe = 0, so our definition FE - 0 within the metal is maintained. Far away from
the surface, the FE is expected to he (F,. + ) (and not zero, as in Equation 4.39), so
we modify Equation 4.39 to read

PEnnnnuge (x) = (Er + (t) -	 -	 [4.401
lt'orO,A

The present model, which takes PE0.(x) from (Ito (E,. + ) along Equation 4.40,
is in agreement with the Ihermionic emission analysis, since the electron must still
overcome a PE barrier of E -i- to escape.

M electron ore distance a from the surface of  conductor experiences a force as if there were a positive charge
of i-n or  distance 2e from it. The force is e°Il4rrr0l2sfl or el/ l I 6xEx2 l The resell in coiled the image charge
theorem Integrating the force green the poientiol energy in Equation 4.39
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From the definition of potential, which is potential energy per unit charge, when a
voltage difference is applied between the anode and cathode, there is aPE gradient just

outside the surface of the metal, given by eV(x), or

	

PE 1i5 (x) = —CX'L	 [4.41]

where E is the applied field and is assumed, for all practical purposes, to be uniform. The

variation of PE,m (x) with xis depicted in Figure 4.361). The total PE(x) of the electron

outside the metal is the sum of Equations 4.40 and 4.4!, as sketched in Figure 4.36c,

PE(x) = (E, . 4)) -	 - exrE 	 14.421

Note that the PE(x) outside the metal no longer goes tip to (EF + (P), and the PE

harrier against thermal emission is effectively reduced to (E + where 4) is a

new effective work function that takes into account the effect of the applied field. The

new barrier (E + 4)n) can be found by locating the maximum of PECK), that is, by

differentiating Equation 4.42 and setting it to zero. The effective work function in the

presence of an applied field is therefore

/ 3 	 \i12

(4.43]
471 Ell

This lowering of the work function by the applied field, as predicted by Equa-
tion 4.43, is the Schottky effect. The current density is given by the Richardson-

Dushnian equation, but with 4)ç instead of 4),

(4) - fls12)	
Reid-assisted

J = BTexp	 [4.441	 iherinionic
kT emission

where fls=[e 3 /4sre,,1 2 is the Schottky coefficient, whose value is 3.79 x 10

(eV/IVm').
When the field becomes very large, for example, E > 107 V cm 1 , the PE(x) out-

side the metal surface may bend sufficiently steeply to give rise to it narrow !'E barrier.

In this case, there is a distinct probability that an electron at an energy EF will tunnel

through the barrier and escape into vacuum, as depicted in Figure 4.37. The likelihood

of tunneling depends on the effective height 4) of the PE barrier above EF, as well

as the width x F of the barrier at energy level E. Since tunneling is temperature inde-

pendent, the emission process is termed field emission. The tunneling probability P

was calculated in Chapter 3, and depends on l and ip through the equation 12

•	 Pep	
h

We can easily find .tF by noting that when x = x j., PE(x5-) is level with E, as

shown in Figure 4.37. From Equation 4.42, when the field is very strong, then around

"In Chapter 3 w showed thoi the hOnSwii$ioe probability r= T. eop(-?ool where o = 2w V. - F[/i ond or
the borne, width. The preeponentiid constant T, can be taken to be - I. Clearly V - C = 414 since electrons with

1= E, are ture,eting and o=x.
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Figure 4.37

aJ Field emission is the tunneling of on eleetron at an energy F1 through the narrow PE barrier iduced
by a large applied Field

Ib) For simplicity, we take the barrier to be rectangular.

(c) A sharp point cathode has the maximum field of the lip where the field emission of electrons occurs.

X	 XF the second term is negligible compared to the third, so putting x = XF and
PE(x) = E j in Equation 4.42 yields 	 = eLXy. Substituting x, = /e'L in Equa-
tion 4.45, we can obtain the tunneling probability P

I 2(2,n(lr1)'t2rl]
P	 cxpl---	 I	 14.451

I.	 ehE	 J

Equation 4.45 represents the probability P that an electron in the metal at Ef will tun-
nel out front metal, as in Figure 4.37a and b, and become field-emitted. In a more

rigorous analysis we have to consider that electrons not just at F 1. but at energies
below Ep carl also tunnel out (though with lower probability) and we have to abandon
the rough rectangular PE(x) approximation in Figure 4.37b.

To calculate the current density J we have to consider how many elections are

moving toward the surface per second and per unit area, the electron flux, and then

multiply this how by the probability that they will tunnel out. The final result of the

calculations is the Fowler—Nordheim equation, which still has the exponential field
dependence in Equation 445,

(_ i\
utcd-orrrruron	 CE 2 cup- I

	
14.46a1

in which C and 'F, are temperature-independent constants

C = -f---	 and	
= 87r(21n,s1)1'2

	
14.46b18irh	 3eh
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al Spindt1ype cathode and the basic all ucture of one of the peek in the FED

(b)Emission (anode) Current versus gate voltage

(c)Fowler-Nordheim plot that cashless held emission.

that depend on the work function of the metal. Equation 4.46a can also be used for

field emission of electrons from a metal into an insulating material by using the elec-

tron PE barrier cD fi from metals E 1 into the insulator's conduction band (where the

electron is free) instead of 0.

Notice that the field 'E in Equation 4.46a has taken over the role of temperature in

thermionic emission in Equation 4.38. Since field-assisted emission depends exponen-

tially on the field via Equation 4.46a, it can be enhanced by shaping the cathode into a

cone with a sharp point where the field is utaximuns and the electron emission occurs

from the tip as depicted in Figure 4.37c. The fieldE in Equation 4.46a is the effective

field at the tip of the cathode that emits the electrons.

A popular field-emission tip design is based 
on 

thethe Spindt tip cathode, named

after its originator. As shown in Figure 4.38a, the emission cathode is an iceberg-type

sharp cone and there is a positively biased gate above it with a hole to extract the emit-

ted electrons. A positively biased anode draws and accelerates the electrons passing

through the gate toward it, which impinge on a phosphor screen to generate light by

cathodolurninescence, a process in which light is emitted from a material when it is

bombarded with electrons. Arrays of such electron field-emitters are used in field

emission displays (FEDs) to generate bright images with vivid colors. Color is ob-

tained by using red, green, and blue phosphors. The field at the tip is controlled by the

potential difference between the gate and the cathode, the gate voltage V6 , which

therefore controls field emission. Since 'E a V5 , Equation 4.46a can he written to ob-

tain the emission current or the anode current 'A as

- aV1	 [4.47]

Fowter-

Nordheimn

anode current

In afield

etrzissioll

where ci and b are constants that depend on the particulat field-entitling structure and 	 dot ice

cathode material. Figure 4.38b shows the dependence of 'A on V(;. There is a very

sharp increase with the voltage once the threshold voltages (around -45 V in Figure

4.38h) are reached to start the electron emission. Once the emission is fully operating.



336	 CHAPTER a • MonEN THFORY OF Sou,ms

Wrapped graphite sheet 	 -

Capped end wills

half Buckyhati	 -

'1 fl1

Figure 4.39

(o) A carbon nonotube (CNT) iso whisker-like, very thin and long carbon molecule with rounded ends almost the
perfect shape to be on electron field-enrier.

Ibf Multiple CNTs as electron emitters

(c) A single CNT as an emitter.

I SOURCC Courtesy of Professor W I Mime, University of Corobridge, G. Pirro etof Norrotechuology, 13, 1, 2002,

1 A versus V0 follows the Fowler-Nordhcim emission. A plot of ln(IA /V) versus
I / V0 is a straight line as shown in Figure 4.38c.

Field emission has a number of distinct advantages. It is much more power effi-
cient than thermionic emission which requires heating the cathode to high tempera-
tures. In principle, field emission can be operated at high frequencies (fast switching
(lines) by reducing various capacitances in the emission device or controlling the elec-
tron flow with a grid. Field emission has a number of important realized and potential
applications: field emission microscopy, microwave amplifiers (high power and wide
bandwidth), parallel electron beam microscopy,microscopy, nanolithography, portable X-ray gen-
erators, and FEDs. For example, FEDs are thin flat displays ('-2 mm thick), that have
a low power consumption, quick start, and most significantly, a wide viewing angle of
about 1700. Monochrome FEDs are already on the market, and color FEDs are ex-
pected to be commercialized soon, probably before the fourth edition of this text.

Typically molybdenum, tungsten, and hafniuni have been used as the field-emission
tip materials. Micromachining (microfabrication) has lead to the use of Si emission
tips as well. Good electron emission characteristics have been also reported for
diamond-like carbon films. Recently there has been a particular interest in using car-
bon nanotubes as emitters, A carbon nanotube (CNT) is a very thin filament-like car-
bon molecule whose diameter is in the nanometer range but whose length can be quite
long, e.g., 10-100 microns, depending on how it is grown or prepared. A CNT is made
by rolling a graphite sheet into a tube and then capping the ends with hemispherical
huckminsterfullerene molecules (a half Buckyball) as shown in Figure 4.39a. De-
pending on how the graphite sheet is rolled up, the CNT may be a metal or a semi-
conductor 3 . The high aspect ratio (length/diameter) of the CNT makes it an efficient

Carbon nunolohes can be s,ngtewalled on muhmwotled when the graphite streets are wropped more than once)
and can hove quite complicated structures. There is no doubt that they possess some nemnorlioble properties, so it 

is
likely that CNTs will eeenrool(y be used in various engineering opplicotions See, For enompe, M Be,enrdole,
J. Mole, Sci Mete, Electron, 14, 657, 2003
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electron emitter. If one were to wonder what is the best shape for an efficient field

emission tip, one might guess that it should be a sharp cone with some suitable apex

angle. However, it turns out that the best emitter is actually a whisker-type thin fila-

ment with a rounded tip, much like a CNT. It is as if the CNT has been designed by na-

ture to be the best field emitter. Figure 4.39b and c shows SEM photographs of two

CNT Spindt-type emitters. Figure 4.39b has several CNTs, and Figure 4.39c just one

CNT for electron emission. (Which is more efficient?)

FIELDEMISSION Field emission displays operate on the principle that electrons call k readily

emitted from a microscopic sharp point source (cathode) that is biased negatively with respect

to a neighboring electrode (gate or grid) as depicted in Figure 4.38a. Emitted electrons impinge

oil phosphors on a screen and cause light emission by calhodolunhincscencc. There are
millions of these microscopic field emitters to constitute the image. A particular field emission

cathode in a field-emission-type flat panel display gives a current of 61.0 pA when the voltage
between the cathode and the grid is 50 V. The current is 279 pA when the voltage is 58.2 V. What

is the current when the voltage is 56.2 V?

SOLUTION

Equation 4.47 related /A to l'(;,

/ b\
'A = a V1 expt -- I

\ V1;)

where it and bare constants that can be determined front 	 two sets of data given. Thus,

61.0 pA = 0502 exp(_ )
	

and	 279 pA = 08.22exp(-_)
so

Dividing the first by the second gives

61.0	 50 2	I	 /t	 I
- = —enpl--hI - -
279	 58.2	 L	 \50	 58.2

which call 	 solved to obtain h = 431.75 V and hence a = 137,25 iA/V 2 . At V	 58.2 V,

/	 \
I = (137.25056.2Y CXh)- 431.75

------) = 200 pA

The experimental value for this device was 202 pA, which happens to he the'devicc in Figure

4.37b (close).	 -

4.10 PHONONS

4,10.1 HARMONIC OSCILLATOR AND LATTICE WAVES

Quantum Harmonic Oscillator In the classical picture of a solid, the constituent

atoms are held together by bonds which can be represented by springs. According to

the kinetic molecular theory, the atoms in a solid are constantly vibrating about their

equilibrium positions by stretching and compressing their springs. The oscillations are
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Figure 4.40
lol Harmonic vibrations of 	 atom about its equilibrium position assuming its neighbors are hued.
Ibl The PEcurve V{R) versus dispJacement from equilibrium, u.
id The energy is quantized.
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Energy of a
harmonic
oscillator

assumed to be simple harmonic so that the average kinetic and potential energies are
the same. Figure 4.40a shows a one-dimensional independent simple harmonic oscil-
lator that represents an atom of mass M attached by springs to fixed neighbors. The
potential energy V(x) is a function of displacement x from equilibrium. For small
displacements, V(x) is parabolic in x, as indicated in Figure 4.40b, that is,

V(x) = 11x2	 14.481

where fi is a spring constant. The instantaneous energy, in principle, can be of any
value. Equation 4.48 neglects the cubic term and is therefore symmetric about the
equilibrium position at x = 0. It is called a harmonic approximation to the PE
curve.

In modern physics, the energy of such a harmonic oscillator must be calculated
using the PE in Equation 4.48 in the Schrodinger equation so that

d2sfr 2M1
d,2	 h2+ -_(E - ! flx2)* = 0	 14A91

The solution of Equation 4.49 shows that the energy E, of such a harmonic oscil-
lator is quantized,

En (+ !)hw	 14.501

where w is the angular frequency of the vibrations 14 and n is a quantum number
0, I, 2.......The oscillation frequency is determined by the spring constant fi and the
mass M through (0 = (filM) ' 12 Figure 4.40c shows the allowed energies of the quan-
tum mechanical harmonic oscillator,

I	 ttencelorth freqoency wilt opty .
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No vibrations
= ra -.
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Figwi4.41

(a) A chain at N atoms through a crystal in the absence of vibrations.
(b( Coupled atomic vibrations generate a traveling longitudinal )L) wove along x. Atomic displacements (c,) are
parallel lox.
(c) A transverse (1) wave traveling along x. Atomic displacements (u,( are perpendicular to the x axis. (b) and

are snapshots at one instant.

It is apparent that the minimum energy of the oscillator can never be zero but must
be a finite value that is E0 = hw. This energy is called the zero-point energy. As the

temperature approaches 0 K, the harmonic oscillator would have an energy of E0 and

not zero. The energy levels are equally spaced by an amount hw which represents the

amount of energy absorbed or emitted by the oscillator when it is excited and de-
excited to a neighboring energy level. The vibrational energies of a molecule due toils
atoms vibrating relative to each other, e.g., the vibrations of the C1 2 molecule in which
the Cl—Cl bond is stretched and compressed, can also be described by Equation 4.50.

Phonons Atoms in a solid are coupled to each other by bonds. Atomic vibrations are
therefore also coupled. These coupled vibrations lead to waves that involve coopera-
tive vibrations of many atoms and cannot he represented by independent vibrations of
individual atoms. Figure 4.41 a shows a chain of atoms in a crystal. As an atom vibrates
it transfers its energy to neighboring vibrating atoms and the coupled vibrations pro-
duce traveling wave-trains in the crystal. 15 (Consider grabbing and strongly vibrating
the first atom in the atomic chain in Figure 4.41a. Your vibrations will be coupled and
transferred by the springs to neighboring atoms in the chain along x.) Two examples
are shown in Figure 4.41b and c. In the first, the atomic vibrations are parallel to the
direction of propagation x and the wave is a longitudinal wave. In the second, the
vibrations are transverse to the direction of propagation and the corresponding wave is
a transverse wave. Suppose that x, is the position of the rth atom in the absence of

vibrations, that is, x, = ra, where r is an integer from 0 to N, the number of atoms in

the chain, as indicated in Figure 4.41a. By writing the mechanical equations (Newton's

I	 se individualatoms	 deovimp4e harmonic motion.
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Traveling-
wave-type
lattice

second law) for the coupled atoms in Figure 4.41 a, weean show that the displacement

U, IflIfli equilibrium at a location x, is given by a traveling-wave-like hchavior,u

U, = A cxplj(K.v, —(m)]	 14.511

vibrations where A is the amplitude. K isawavevector, and w is the angular frequency. Notice
that the Kx, tern) is very much like the usual kx phase term of a traveling wave prop-

agating in a continuous medium: the only difference is that Kx, exists at discrete x,
locations. The wave-train described by Equation 4.51 in the crystal is called a lattice

wave. Along thcx(titcctiori it has it 	 A = 27r/K over which the longitudi-

nal (or transverse) displacement u, repeats itself. The displacement u, repeals itself at

one location over it 	 period 2ir/w. A wave traveling in the opposite direction to

Equation 4.51 is o1cuisc also possible. Indeed, two oppositely traveling waves of the

same frequency can interfere to set tip it 	 Wave which is also it lattice wave.

The lattice wave described by Equation 4.51 is it oscillation with a ft-c-

quency to that itself has no coupling to another lattice wave. The cttctgy possessed by

this lattice vibatioit is qmwnn:ed iii much the same way as the energy of the quantized

harmonic oscillator in Equation 4.50. The energy of a lattice vibration therefore can

only he multiples of hw above the zero-point energy, I tic,). The qi.ianlunt of energy hw
is therefore the smallest unit of lattice vibrational energy that mitt he added or sub-

tracted front lattice WiIVC, The quantum of lattice vibration hail is called a phonon in

analogy with the quantum of electromagnetic radiation, the photon. Whenever a lattice

vibi-ation inlet actswith another lattice vibration, au election or  photon, in the crystal,

Phonon	
ii does so as if it had possessed a tnomcntultt of hK. Thus,

Dispersion
relation

tirO= Itv	 14.521

= h 	 [4.53]

The lieqitency of vibrations or and the wavevector K of a lattice wave are related.

If we were to use Equation 4.51 in the mnme.clmnical equations that describe the coupled

atomic vibrations, we would find that

/\iI	
/1	 \

or = 21--- I	 oinl Kit 	 14.541
\MJ	 \2 /

which relates or and K and is culled the dispersion relation. Figure 442 shows how

the frequency or of the lattice waves increases with increasing wavevcctor K, or de-

creasing wavelength A. Fl-Oil) Equation 4.54, there can be no frequencies higher than
= 2(p/M) 2 , which is the lattice cut-off frequency. Both longitudinal and

transverse waves exhibit this type of dispersion relationship shown in Figure 4,42a

though theii exact or-K curves would be different depending on the nature of

interatomic bonding and the crystal structute.Thedispersion relation in Equation 4.54

is periodic in K with a period 2it/a. Only values of K in the range —it/a < K < it/a
are physically meaningful. A poiniA with KA is the same as a point B with K 8 because

we can shift K by the period, 2w/a as shown in Figure 4.42a.

'The exponeoliol rotation for a wove is cOrrvenreot, bet we h" 10 vorrOter only the roi port l0oMollic

repreaonl the wove in the physicist world.-

energy

Phonon
flIot7ieflIWU



K

(U

-jr/a	 0	 it/a

4. 10 PIIONOecS	 341

V

4

K	 K

0	 it/a

Ia)

Figure 4.42
(a) Frequency &) versus wovevector K relationship for lattice waves.

)b) Group velocity Vg versus wovevector K.

The velocity at which traveling waves carry energy is called the group velocity v

of the wave) 7 It depends on the slope dw/dK of the w-K dispersion curve, so for

lattice waves,

	

do.	 'fl)" 2 	 l	 "	 Gm4,p

	

-	 a cosi -Ka I	 14.551

	

dK\M	 5,2	 /	
velocity

which is shown in Figure 4.42b. Points A and B in Figure 4.42a have the same group

velocity and are equivalent.
The number of distinct or independent lattice waves, with different wavevectors,

in a crystal is not infinite but depends on the number of atoms N. Consider a linear

crystal as in Figure 4.43 with many atoms. We will take N to be large and ignore the

difference between N and N - 2. The lattice waves in this crystal would be standing

waves represented by two oppositely traveling waves. The crystal length L = Na can

support multiples of the half-wavelength A as indicated in Figure 4.43,

A	 t'brauonoJ

	

q'2. =LrrNa	 q=l,2,3,...	 14.56c)

	

qir qt 	Vibe'aiional
or	 K = -i-	 -	

q = 1,2,3,...	 14.56bI 
modes

where q is an integer. Each particular K value K4 represents one distinct lattice

wave with a particular frequency as determined by the dispersion relation. Four ex-

amples are shown in Figure 4.43. Each of these K,, values defines a mode or state of

lattice vibration. Each mode is an independent lattice vibration. Its energy can be

increased or decreased only by a quantum amount of ltw. Since Kvalues outside the

range -it /a < K < jr/a are the same as those in that range (A and B arc the same

"Fu trove r..uj who me not fom.ar with se groep velocity conce, this is discussed in Ch" 9 n.ritho
pme"iA nrid,

2'-
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in Figure 4,42a), it is apparent that the maximum value of q is N and thus the num-
ber of modes is also N. Notice that as q increases, A decreases. The smallest A oc-
curs when alternating atoms in the crystal are moving in opposite directions which
corresponds to A = a, that is, q = N, as shown in Figure 4.43. In terms of the
wavevector, K = 2m/A = rr/a. Smaller wavelengths or longer wavevectors are
meaningless and correspond to shifting K by a multiple of 2m1. Since N is large,
the or versus K curve in Figure 4.42a consists of very finely separated distinct
points, each corresponding to a particutarq, analogous to the energy levels in an en-
ergy hand

The above ideas for the linear chain of atoms can he readily extended to a three-
dimensional crystal. If L,, L, and L are the sides of the solid along the x, y, and
axes, with N,, Nv, and N- number ofatoms, respectively, then the waveveclorcompo-
nents along x, y, and z are

q, 17 	 qnr	 qr
K, = __	 K, = -	 K. = -b-	 14.571i--- 

where the integers q,, q,, and q 5 run from Ito N,, IV,, and N., respectivel y. The total
number of permitted modes is N, NvN or N, the total number of atoms in the solid.
Vibrations however call set up independently along the x, y, and z directions so that
the actual number of independent modes is IN.

4.10.2 DEBYE HEAT CAPACITY

The het capacity of a solid represents the increase in the internal energy of the crystal
per unit increase in the temperature. The increase in the internal energy is due to an
increase in the energy of lattice vibrations. This is generally true for all the solids ex-
cept metals at very low temperatures where the heat capacity is due to the elections
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near the Fermi level becoming excited to higher energies. For most practical tempera-
Lure ranges of interest, the heat capacity of solids is determined by the excitation of lat-
tice vibrations. The molar heat capacity C, is the increase in the internal energy U,.

of a crystal of NA atoms per unit increase in the temperature at constant 0i01, w that

is, C,,, = dU,,,/dT.
The simplest approach to calculating the average energy is first to assume that all

the lattice vibrational modes have the same frequency w. (We will account for differ-

ent modes having different frequencies later.) If E,, is the energy of a harmonic oscil-

lator such as a lattice vibration, then the average energy, by definition, is given by

Average

[4.581	 energy of

P(E,,)
	 oscillators

where P(E,,) is the probability that the vibration has the energy Err which is pro-

portional to the Boltzmann factor. Thus we can use P(En) ox exp(—E,,/kT) and

= (n + )hw in Equation 4.58. We can drop the zero-point energy as this does not

affect the heat capacity (which deals with energy changes). The substitution and cal-

culation of Equation 4.58 yields the vibrational mean energy at a frequency to,

E(w) =	 -	 [4.591/ tw \
CXPj—)l

This energy increases with temperature. Each phonon has an energy of hw. Thus,

the phonon concentration in the crystal increases with temperature; increasing the

temperature creates more phonons.
To find the internal energy due to all the lattice vibrations we must also consider

how many modes there are at various frequencies, that is, the distribution of the modes
over the possible frequencies, the spectrum of the vibrations. Suppose that 9(w) is the

number of modes per unit frequency, that is, 9(w) is the density of vibrational states

or modes. Then 9(w) du) is the number of states in the range do). The internal energy

U, of all lattice vibrations for I mole of solid is

U,,, 
= /	

E(w)g(w)dw	 14.601

The integration is up to a certain allowed maximum frequency w,,. (Figure 4.42a).

The density of states 9(w) for the lattice vibrations can be found in a similar fashion to
the density of states lrelcctrons in an energy band, and we will simply quote the result,

3V to2
9(w) ---	 14.611

2,r 2 u3
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where v is the mean velocity of longitudinal and transverse waves in the solid and V is
the volume of the crystal. Figure 4.44 shows the spectrum w) for a real crystal such
as Cit and the expression in Equation 4.61. The maximum frequency is W,x,, and is de-
termined by the fact that the total number of modes up to w,,,,, must he 3 N4 . It is called
the Debye frequenc y. Thus, integrating g(w) up to w we find,

Wrxsx	 u(67r 2 N4 / V) ft	 14.621

This maximum frequency w corresponds to an energy hw,,rnn and to a tempera-
ture T0 defined by.

(O
1 ) =	 14.631

and is called the Debye temperature. Qualitatively, it represents the temperature
above which all vibrational frequencies are executed by the lattice waves.

Thus, by using Equations 4.59 to 463 in Equation 4.60 we can evaluate U. and
hence differentiate (], with respect to temperature to obtain the molar heat capacity at
constant volume,

Heat
/'r\3 ,.T,,JT	 .4.r,capacity: 	

C	
. e ,x

,1, = 9R I	 I I	 14.641lattice	 .	 \T0 1 J0	 (e'— 1)2
vibrations

which is the Debye heat capacity expression.

Figure 4.45 represenls the constant-volume molar heat capacity C,,, of nearly
all crystals, Equation 4.64, as a function of temperature, normalized with respect
to the Debyc temperature. The Dufong—Petit rule of C. = 3R is only obeyed
when T > T,. Notice that C,,, at T = 0.5T,5 is 0.825(3R) whereas at T = T0 it
is 0.952(3R). For most practical purposes, C,,, is to within 6 percent of 3R when
the temperature is at 0.9TD. For example, for copper 7'0 = 315 K and above
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Figure 4.45 Debye constant-volume motor heat copocity curve.

The dependence of the molar heat capacity C,, on temperature with respect to the
Debye temperature: C,n versus T/ To, For Si, To = 625 K, so at room temperature

(300 Iq. T/To = 0.48 and C. is only 0.81 (3R(.

about 0.9T,) , that is, above 283 K (or 10 °C), C,, 3R, as borne out by experiments. 19

Table 4.5 provides typical values for T,,, and heal capacities for a few selected ele-
ments. It is left as an exercise to check the accuracy of Equation 4.64 for predicting the

heat capacity given the T0 values. At the lowest temperatures when T << T1,, Equation

4.64 predicts that C. oc T 1 , and this is indeed observed in low-temperature heat ca-

pacity experiments on a variety of crystals. 
20

It is useful to provide a physical picture of the Debyc model inherent in Equa-
tion 4.64. As the temperature increases from near zero, the increase in the crystal's

vibrational energy is due to more phonons being created and higher frequencies being

excited. The phonon concentration increases as T 3 , and the mean phonon energy

increases as T. Thus, the internal energy increases as T 4 . Al temperatures above To,

increasing the temperature creates more phonons but does not increase the mean

phonon energy and does not excite higher urequecies. All frequencies up to 01,, 5, have

now been excited. The internal energy increases only due to more phonons being cre-
ated. The phonon concentration and hence the internal energy increase as T; the heat

capacity is constant as expected from Equation 4.64. -

9 Sonselinves it in stated that the Debyn tenrperolore so chorocten,s5cs temperature for 
each noleriot or which all

the aloe, me" to possess oibnoovol kinetic energies in accordance with he Maxwell eqoiponitoe of energy
pnnciple; thol ii, the overoge vibrot.ond kinatse energy wa be kf per ato, and oeerogo patented energy veil
also	 iT This neon, that the average energy per eon is 31T, and hence the hear capacity is 3kN.. or 3k per
role which is the Duiang-P,.e role,

?O Wethnown exceptions ore glasses, noncrystalline solids, whose heat capacity is proportional to 0,1+ o2T,

where 01 and a ore constants
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Table 4.5 Debye temperatures r0, heat copocities, and thermal conductivities of selected elements

Cryi*al

Ag	 Be	 Cu	 Diamond	 Ge	 Hg	 Si	 V

215	 1000	 315	 1860	 360	 100	 625	 310

C,,(i K t mol)'	 25,6	 16.46	 24.5	 6.48	 23.38	 27.68	 19.74	 24,45

c(J K -t gf	 0.237	 1.825	 0.385	 0.540	 0.322	 0.138	 0.703	 0.133

(Wm - 'K - ')f	429	 183	 385	 1 (81)	 60	 8.65	 148	 173

	

• T0 is obtained by biter9 the Debye rerun to the eupenmunlo) molar beat coparisy dote at the point C. 	 131!.
'C,,, r.,and one at 25'C
SOURCE 10 data from J De bouncy, Solid Slate Phyucu, no(. 2, F Seitz and D. beebe), edo, Academic Press,
New York, 1956,

It is apparent that, above the Debyc temperature, the increase in temperature leads

to the creation of more phonons. in Chapters I and 2, using classical concepts only, we

had mentioned that increasing the temperature increases the magnitude of atomic vi-

brations. This simple and intuitive classical concept in terms of modern physics corre-

sponds to creating more phonons with temperature. We can use the photon analogy

from Chapter 3. When we increase the intensity of light of a given frequency, classi-

cally we simply increase the electric field (magnitude of the vibrations), but in modern

physics we have to increase the number of photons flowing per unit area.

•!i!tI SPECIFIC HEAT CAPACITY Of Si Find the specific heat capacity(, of a silicon crystal at room
lempelature given Ti, = 625 K for Si.

SOLUTION

At room temperature, T = 30 K, (T/ T,) = 0.48, and, from Figure 4.45, the molar heat
capacity is

Cm = 0.81(3R) = 20.2 J K' mol'

The specific heat capacity c ., front the Debye curve is

C,,,	 (0.81 x2SiKtmot')
-------	 -----=0.72JK'g'

M0 ,	 (28.09 g niot ')

The experimental value of 0.70 J K 1 g is very close to the Debyc value.

ilI1 SPECIFIC HEAT CAPACITY Of GaAs Example 4.15 applied Equation 4.64, the Debye molar
heat capacity C,,, to the silicon crystal in which all atoms are of the same type. It was relatively
simple to calculate the specific heat capacity e-, (what is really used in engineering) from the
titular heal capacity C,, by using e-, = C,,,/M,1 where M is the atomic mass of the type of atom
(only one) in the crystal. When the crystal has two types of atoms, we must modify the specific
heat capacity derivation. We can still keel) the symbol C. to represent the Debye molar heal
capacity given in Equation 4.64. Consider a GaAs crystal that has N A units of GaAs, that is,
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I mole of GaAs. There will he I mole (N t atoms) of Ga and I mote of As atoms. To a reason-

able approximation we can assume that each mole ofGa and As contributes a C, amount of heal

capacity so that the total heat capacity of I mole GaAs will he C,, + C, or 2C,,,, a maslinum of

503 K coal '. The total mass of this I mole of GaAs is M1 + M, Thus, the specific heal

capacity of GaAs is

C,, 4- C.	 2C.,

1 -M 5 	 hi(4 +M.

which can alternatively he written as

C
= ------------ = =

4-AlA,)	 M

where M = ( M5 , + M5J/2 is the average atomic mass of the constituent atotus. Although we

derived c, for GaAs. it can also he applied to other compounds by suitably calculating an aver-

age atomic mass )ivf. GaAs has a Dcbye temperature T = 344 K, so that at a room temperature

of 30 K, TI T, = 0.87, and from Figure 4.45, C,/(3R) = 0.94. Therefore,

C,.	 (0.94)(251 K - ' mol '1
- -=0.1251Kg'

M	 (69.72 g mot + 74.92 g rool ')

At —40 C, TI T0 = 0.68, and C',,/(38) = 1190, so the new r, = (0.90/0.94)(0 325) =

03113K 'g - which is not a large change it c,.

The heat capacity per unit volume C. can be found from C, = c,p, where p is the density.

Thus, at 3(X) K, C, (0.3251K 'g 1 )(5.32 gem ')= 1.73 J K cm. The calculated c,

match the reported experimental values very closely.

LAME WAVES AND SOUND VELOCI Y consider longitudinal vesm ahn 	 -___

three atoms at r - I, i and r + I as iii Figure 4.4h. The displacement of each atom from equi-

librium in the -f-x direction is is, i, a,, avid is,u, respecltvely. Cotisidcm the rth atom. Its bond

with the left neighbor stretches by (is, - is, ). Its bond with the tight neughbot stretches by

(a,, i - a,). The left spring exerts a fo
r 
cc $(u, - u, ) and the right spttttg exerts alorce

-. a, ). The net force on the rib atom is mass x uccelcration,

5/2

Net force = fl(u, — u.)	 (((a, — a. u) = M-_j--

d2u,	
Wave

---so	 M	 = (((u, 1	2u, + U,- 	 14.651 equation

This is the wave equation that describes the coupled longitudinal vibration ' of the atoms

in the crystal. A similar expression call also he derived for transverse vmhratistfls. We rail substi-

tItle Equation 4.51 in Equation 4.65 to sltruw that Equation 4.51 is indeed a olntion of the wave

U,	 U,	 ii 	 Figure 4.46 Atoms executing
longitudinal vibrations parallel to a

_ a _
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equation. It is assumed that the crystal response is linear, that is, the net force is proportional to
W displacement.

The group velocity of lattice waves is given by Equation 4.55. For sufficiently small K, or

Im-
long wavelengths, such that Ku << I,

Iwavelenth

group

Longitudinal

elastic wave

velocity

Thermal

conductivity

due iv

(fi)	 (J	 \ (fl)O^
-	 acos -Ku)	 a	 14.661

M	 2j	 M

which is a constant. It is the slope of the straight-tine region of w versus K curve for small K
values itt Figure 4.42. Furthermore, the elastic modulus I depends on the slope of the net force
versus displacement curve as derived in Example 1.5. From Equation 4.48 FN = dV/dx = fis
and hence V = ft/a. Moreover, each atom occupies a volume ofa, so the density p is M/a3.
Substituting both Of these results in Equation 4.66 yields

fy\IP

ex	 14.67]

The relationship has to be modified for an actual crystal incorporating a small numerical
factor multiplying I. Aluminum has a density of 2.7 g cm - ' and I' = 70 GPa, so the long.
wavelength longitudinal velocity from Equation 4.67 is 5092 in s '.me sound velocity in Al is
51t m s ',which is very close.

4.10.3 ThERMAl, CONDUCTIVITY OF NONMETALS

In nonmetals the heat transfer involves lattice vibrations, that is, phonons. The heat ab-
sothed to the hot region increases the amplitudes of the lattice vibrations, which is the

same as generating more phonons. These new phonons travel toward the cold regions

and thereby transport the lattice energy from the hot to cold end. The thermal

conductivity K measures the rate at which heat can be transported through a medium
per unit area per unit temperature gradient. It is proportional to the rate at which a
medium can absorb energy; that is, v is proportional to the heat capacity. K is also pro-
portional to the rate at which phonons are transported which is determined by their
mean velocity v. In addition, of course, v is proportional to the mean free path to that
a phonon has to travel before losing its momentum just as the electrical conductivity is
proportional to the electron's mean free path. A rigorous classical treatment gives K as

	

A- = 31 c ,V Ph t ph	 14.681

phonons where C, is the heat capacity per Unit volume. The mean free path tph depends on var-
ious processes that can scatter the phonons and hinder their propagation along the di-
rection of heat flow. Phonons collide with other phonons, crystal defects, impurities,
and crystal surfaces.

The mean phonon velocity vo is Constant and approximately independent of tem-

perature. At temperatures above the Debye temperature, C,, is constant and, thus,
K ix (,,,,. The mean free path of phQnons at these temperatures is determined by

phonon—phonon collisions, that is, phonons interacting with other phonons as depicted
in Figure 4.47. Since the phonon concentration no increases with temperature, no ix T,
the mean free path decreases as fo or I /T. Thus, K decreases with increasing tempera-
ture as observed for most crystals at sufficiently high temperatures.
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Unhannonic
interaction

2/

Hot -stvV+ 3 4A,,,AvA

Direction of heat flow I

Figure 4.41 Phonons
Cold	 generated in the hot region travel

toward the cold region and
thereby transport heat energy.
Phonon-phonon unharmonic
interaction generates a new
phonon whose momentum is
toward the hot region.

The phonon-phonon collisions that are responsible for limiting the thermal con-
ductivity, that is, scattering the phonon momentum in the opposite direction to the heat
flow, are due to the unharmonicity (asymmetry) of the interatomic potential energy
curve. Stated differently, the net force F acting on an atom is not simply ox but also has
an x 2 term; it is nonlinear. The greater the asymmetry or nonlinearity, the larger is the
effect of such momentum flipping collisions. The same asymmetry that is responsible
for thermal expansion of solids is also responsible for determining the thermal conduc-
tivity. When two phonons I and 2 interact in a crystal region as in Figure 4.47, the non-
linear behavior and the periodicity of the lattice cause a new phonon 3 to be generated.
This new phonon 3 has the same energy as the sum of I and 2, but it is traveling in the
wrong direction! (The frequency of 3 is the sum of the frequencies of! and 2.)

At low temperatures there are two factors. The phonon concentration is too low for
phonon-phonon collisions to be significant. Instead, the mean free path t ph is deter-
mined by phonon collisions with crystal imperfections, most significantly, crystal
surfaces and grain boundaries. Thus, l depends on the sample geometry and crys-

tallinily. Further, as we expect from the Debye model, C, depends on T 3 , so K has the

same temperature dependence as C,, that is, K cx T 3 . Between the two temperature

regimes ic exhibits a peak as shown in Figure 4.48 for sapphire (crystalline Al 203) and

Figure 4.48 Thermal conductivity at sapphire
and MgO as  function at temperature.

10,000	
Sapphire

too

Mgo

too	 1000

Temperature (K)



350	 CHAPTER 4 • M0I)ERN 't' ilEQt4V 01' Stti,ius

MgO c,vstals Even though there ai'e no conductoii dccli (illS 111 these two example

cry stals, they nonetheless exhibit substantial thermal conductivity.

Urml PHONONS IN GaAs Estimate the phonon mean lice path in GaAs a(ioono temperature 3)8) K

and a(20 K (roll, its 	 C, and v 1 , using Equation 4.68. At morn temper .,tuie, setriicofl(luCtOr

data handbooks list the following lot GaAs: c = 45 W ni K 	 elastic modulus Y = 55 (iPa,

density p = 5.12 g crir ', and specilic heal Capacity 	 0,325 1 K g	 At 20 K, c =

40(8) W nr	 K 1 and r, - It 0052 J K g	 Y rind p andliencev,, do riot change s,gnilicantly

with tenrper'ature cotnparcd with tile changes inx and C, with temperrrture

SOLUTION

lire phorrorr velocity v1 , 1 , from Equation 4,67 is rrppi'ouirnatciy

err,	 1' =	 = 40)8) in
\l I)	 \ 5.32 x l0'kgm

Heal capacity per 111111 volume C,. - (',p = (125 J K 'kg )(5320 kg in 5) = 173 x 10'J K

l: I.(rrr t Equator 4.68, e ' C,, v, I

3,	 (3)(45)Nni 'K 'I
=	 - .- -------  - 2.0 x 10 - in	 or	 20 urn

(',r,,	 (1.73 x ttt"JK	 nn - ')(4000 in s I)

Wccrrir easily repeat the calculation at 2)) K,givc,t 	 400)) W in K and c, = 5.2 J K

kg.'.soC,=e,p(5.2JK	 kg ')(5320kgm ')=2.77510'JK 'ill.Y and pand

hence rr,,s (	 4(0 ins (,do lilt cirairge signulicrtritly with temper awle compared with c and(' ,..

'(hun,

(3)(4 x I0'Wr,r	 K )
-	 ..	 - .-- --	 -'-- = 1.1 x I)) ru	 or	 tt.Ot I cnn

1, ri,,	 (2.77 x ((71 .1K 'In '((4(5))) ins ')

For unrrtt specimens, the aims e phonon incan lice path will be cinitrprrrahlc to the sample size,

which rmmeans thrit ,, will xttially he limited by the sample sr/c. Coimscxnenhly c Will depend

oil sample dimensions, being smatter for smaller samples, similar to the dependence of the

elec t
rical conductivity of thin I diris ciii the Ii tie thickness.

4.10.4 Euc'rRlcAL, CONDUCI'Ivl'rY

Except at low ienmperattmi'es, the electrical conductivity of metals is primarily con-

li'olled by scattdtiirg of elections around E l. by lattice vibrations, that is, phonons.

These elections have it speed ii _. (2Er1ni, 
)i12 and it 	 of magnitude

We know that the electrical conductivity o is proportional to the mean collision

tHird t of the electrons, that is. ix T. This scattering lime assumes that each scatter-

ing process is IOU percent efficient in rrindomiimng the electron's momentum, that is,

destroying the itionientrun gained front the field, which may not be the case. If it takes

oil average N collrsrons to randomii.e the election's mrirnciltlim, and r is the mean

lime between the scattering events, (bell 	 ejfrciivc' scattering timers simply Nt and

a	 Ne. (I IN indicates the efficiency of each scattering process in randomizing the

veloci(y.)
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.-	 Final momenlum

e	 p,

Initial	 '. . Pi

momentum Phonon Figure 4.49 lowon9le
scattering of a conduction
electron by a phonon.

Figure 4.49 shows air in which an electron with an initial momentum p
collides with a lattice vibration of momentum Pt K. The result of the interaction is that
the electrons momentum is deflected through a small angle 0 to P1 which still has a
component along the original direction x. This is called a low-angle scattering process.
It will take many such collisions to reverse the electron's momentum which corre-
sponds to flipping the momentum along the +x direction to the —x direction. Recall
that the momentum gained from the field is actually very small compared with the mo-
mentum of the electron which is muF. A scattered electron must have an energy close

to E,. because lower energy states are filled. Thus, p i and P1 have approximately the

same magnitude p =	 = III ,VF as shown in Figure 4.49.
At temperatures above the Debyc temperature, we can assume that most of the

phonons are vibrating with the Debyc frequency lo.w. and the phonon concentration

n 15 , increases as T. These phonons have sufficient energies and momenta to fully scat-

ter the electron on impact. Thus,
Electrical

l4.69a1 conductwity

	

ph T
	

T> T

When T < T,,, the phonon concentration follows n, T 3 , and the mean phonon

energy E 14, x T, because, as the temperature is raised, higher frequencies are excited.
However, these phonons have low energy and small momenta, thus they only cause
small-angle scattering processes as in Figure 4.49. The average phonon momentum
tiK is also proportional to the temperature (recall that at low frequencies Figure 4.42a
shows that hw a hK). It will take many such collisions, say N, to flip the electron's

momentum by 2m,v F from +mvF to —mrvf. During each collision, a phonon of

momentum hK is absorbed as shown in Figure 4.49. Thus, if all phonons deflected the
electron in the same angular direction, the collisions would sequentially add to 0 in

Figure 4.49, and we will need (2rn,v1;)1(hK) number of steps to flip the electron's mo-
mentum. The actual collisions add 0's randomly and the process is similar to particle
diffuion, random walk, in Example 1.12 (L2 = 2 where L = displaced distance

after Njumps and a = jump step). Thus,

N = 
(2mrvp)2

(hK) 2	 T1

The conductivity is therefore given by	 Electrical

conductivity

	

n ph

	 14.6961
	

T <T0
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which is indeed observed for Cu in Figure 2.8 when T < T0 over the range where

impurity scattering is negligible.

ADDITIONAL TOPICS

4.11 BAND THEORY OF METALS: ELECTRON

DIFFRACTION IN CRYSTALS

A rigorous treatment of the hand theory of solids involves extensive quantum mechan-

ical analysis and is beyond the SC0C of this book. However, we can attain a satisfac-

tory understanding through a semiquantitative treatment.
We know that the wavefunction of the electron moving freely along x in space is

a traveling wave of the spatial form 1/IA(x) = exp( jkx), where k is the wavevector

k = 2r/A of the electron and hk is its momentum. Here, '/fk(x) represents a traveling

wave because it must be multiplied by exp(—jwt), where w = E/li, to get the total

wavefunction ''(x, t) = exp[ j (k.r - (oi)].
We will assume that an electron moving freely within the crystal and within a

given energy band should also have a traveling wave type of wavefunction,

*k(X) =.Aexp(jkx)	 14.701

where k is the electron wavevector in the crystal and A is the amplitude. This is a rea-

sonable expectation, since, to a first order, we can take the PE of the electron inside a

solid as zero, V = 0. Yet, the FE must be large outside, so the electron is contained

within the crystal. When the PE is zero, Equation 4.70 is a solution to the Schrodinger
equation. The momentum of the electron described by the traveling wave Equation 4.70

is then hk and its energy is

Ek= __±	 14.711
2m,

The electron, as a traveling wave, will freely propagate through the crystal. How-
ever, not all traveling waves, can propagate in the lattice. The electron cannot have any

k value in Equation 4.70 and still move through the crystal. Waves can he reflected and
diffracted, whether they are electron waves, X-rays, or visible light. Diffraction occurs

when reflected waves interfere constructively. Certain k values will cause the electron

wave to be diffracted, preventing the wave from propagating.
The simplest illustration that certain k values will result in the electron wave being

diffracted is shown in Figure 4.50 for a hypothetical linear lattice in which diffraction
is simply a reflection (what we call diffraction becomes Bragg reflection). The electron
is assumed to be propagating in the forward direction along .c with a traveling wave
function of the type in Equation 4.70. At each atom, some of this wave will be re-

flected. At A, the reflected wave is A' and has a magnitude it'. If the reflected waves

A', B', and C' will reinforce each other, a full reflected wave will be created, traveling

in the backward direction. The reflected waves A', B', C', ... will reinforce each other

if the path difference between A', B', C', ... is nA where A is the wavelength and

= 1,2,3,... is an integer. When wave B' reaches A', it has traveled an additional
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Reflected waves
// I

Backward wave	 A'/	 i	 C

tk	 ) _fl
Yf '\J\I'..A OD, —+-- '-•*	 Figure 4.50 An electron wove propagation

Forward wave	 through a linear lattice.

,	 For certain kvolues, the reflected waves at

,	
successive atomic planes reinforce each other,
giving rise too reflected wove traveling in the

a	 backward direction. The electron cannot then
propagate through the crystal.

distance of 2a. The path difference between A' and B' is therefore 2a. For A' and B' to

reinforce each other, we need

2a=CA	 n= 1,2,3,...

Substituting A = 27r/k, we obtain the condition in terms of k

k =
nir
 -	 n= 1,2,3,...	 (4.721

Thus, whenever k is such that it satisfies the condition in Equation 4.72, all the re-
flected waves reinforce each other and produce a backward-traveling, reflected wave

of the following form (with a negative k value):

= Aexp(— jkx)	 14.731

This wave will also probably suffer a reflection, since its k satisfies Equation 4.72,

and the reflections will continue. The crystal will then contain waves traveling in the
forward and backward directions. These waves will interfere to give standing waves

inside the crystal. Hence, whenever the k value satisfies Equation 4.72, traveling
waves cannot propagate through the lattice. Instead, there can only be standing waves.

For k satisfying Equation 4.72, the electron wavefunction consists of waves	 and

interfering in two possible ways to give two possible standing waves:

\

	

fr(x) = Aexp(jkx) + Aexp(—jkx) = A, cos- I	 14.741
( nnrx

\aJ

I	 \
	= Aexp(jkx) - Aexp(—jkx) = A, sin l 

n,rx
- I	 (4.751

The probability density distributions *r(X)1 2 and Itk,(x )1 2 for the two standing

waves are shown in Figure 4.51. The first standing wave ifr/x) is at a maximum on the
ion cores, and the other nfr,(x) is at a maximum between the ion cores. Note also that
both the standing waves ,fr(x) and *(x) are solutions to the Schrodinger equation.

The closer the electron is to a positive nucleus, the lower is its electrostatic PE, by

virtue of 414nr r0r. The PE of the electron distribution in ,(x) is lower than that in
',(x), because the maxima for */x) are nearer the positive ions, Therefore, the en-

ergy of the electron in *r(') is lower than that of the electron in *,(X), OF E, < E,.
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Jr/a
II2 J'\ 

J'\J\ 
I'\, f\ncr Y = E

Figure 4.51 Forward and backward
waves in the crystal with k = ± Jr/a give
rise to two possible standing waves 5, and
v' ,. Their probability density distributions

't2 \/'\,/\/'\/\icnergy r El\frrl' and 1*,1 2 have maxima either at the
ions or between the ions, respectively.

It is not difficult to evaluate the energies E, and E.,. The kinetic energy of the elec-

tron is the same in both fr r (x) and ',(x), because these wavefunctions have the same

k value and KE is given by (hk)2 /2nir. However, there is an electrostatic PE arising

from the interaction of the electron with the ion cores, and this PE is different for

the two wavefunctions. Suppose that V(x) is the electrostatic PE of the electron at

position x. We then must find the average, using the probability density distribution.

Given that 1*, (x) 2 dx is the probability of finding the electron at x in dx, the potential

energy V of the electron is simply V(x) averaged over the entire linear length L of the

crystal. Thus, the potential energy V. for '(x) is

V=	 V(x)I(x)I2dx = — V 	 14.761

where V, is the numerical result of the integration, which depends on k = mr/a or is,

by virtue of Equation 4.74. The integration in Equation 4.76 is a negative number that

depends on is We do not need to evaluate the integral, as we only need its final nu-

merical result.

Using ',(x) 2 , we can also find V,, the PE associated with /' 5 (x). The result is

that V, is a positive quantity given by + V,,, where V is again the numerical result of

the integration in Equation 4.76, which depends on is. The energies of the wave-

functions ', and r, whenever k = mr/u are

(h k)'_
14.77)E---V,, k —

2m.	 a

	

E=-+V	 k=	 14.781
2m,

Clearly, whenever k has the critical values isle/a, there are only two possible val-

ues for the energies E, and E, as determined by Equations 4.77 and 4.78; no other

energies are allowed in between. These two energies are separated by 2V,.

Away front the critical k values determined by k = na/a, the electron simply

propagates as a traveling wave; the wave does not get reflected. The energy is then

given by the free-running wave solution to the Schrodinger equation, that is Equation

4.7 1,

zr
EA 

=
	 --Away from k = --	 14.791
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Figure 4.52 The energy of the electron era functioir of its wavevector k inside a onedimenionol

crystal.

There ore discontinuities in the energy at  = ±n7/o, where the waves outer Bragg reflections in the
crystaL for example, there can be no energy value For the electron between E, and E, Therefore, E,

is an energy gap at k = fm/a. Away From the critical k values, the E-k behavior like that of a free

electron, with E increasing with ken E lh k)2 12rn,. In a solid, these energies fall within an energy band.

It seems that the energy of the electron increases parabolically with k along Equa-

tion 4.79 and then suddenly, at  = nr/a, it suffers a sharp discontinuity and increases

parabolically again. Although the discontinuities at the critical points k = rrrr/u are

expected, by virtue of the Bragg reflection of waves, reflection effects will still be

present to a certain extent, even within a small region around k = rue/a. The indivi-

dual reflections shown in Figure 4.50 do not Occur at the origins of the atoms

at x = a, 2a, 3cr.....Rather, they occur over sonic distance, since the wave must

interact with the electrons in the ion cores to he reflected. We therefore expect li-k

behavior to deviate Front Equation 4.79 in the neighborhood of the critical points, even

if k is not exactly 0711a. Figure 4.52 shows the li-k behavior we expect, based on

these argumenLs.
In Figure 4.52, we notice that there are certain energy ranges occurring at

k = +(nrr/a) in which there are no allowed energies for the election. As we saw pre-

viously, the electron cannot possess an enetgy between F, and E at k = cc Jo. These

energy ranges form energy gaps at the critical points k = ±fn,r/a).

The range of k values Iioin zero to the first eneegy gap at k = ±( cc lit) defines a

zone of k values called the first 1)rillouin zone. The zone between The first and second

energy gap defines the second Brillouin zone, and so ott. The Billouiri zone bound-

aries therefore identify where the energy discontinuities, or gaps, occur along the k azis.
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Figure 4.53 Diffraction of the electron in a
two-dimensional crystal.

Diffraction occurs whenever k has a component
satisfying k = juno, k2 = jnrr/o, or

= ±nmr	 In general terms, diffraction
occurs when k sin 0 = err/a.

a

44
(II) Planes

(10) Planes

Bragg
diffraction
condition

Electron motion in the three-dimensional crystal can be readily understood based
on the concepts described here. For simplicity, we consider an electron propagating in
a two-dimensional crystal, which is analogous, for example, to propagation in the xy
plane of a crystal, as depicted in Figure 4.53. For certain k values and in certain direc-
tions, the electron will suffer diffraction and will be unable to propagate in the crystal.

Suppose that the electron's k vector along .e is k 1 . Whenever k 1 = +nir/a, the
electron will be diffracted by the planes perpendicular lox, that is, the (10) planes .2

Similarly, it will be diffracted by the (01) planes whenever Its k vector along y is

k2 = +nar/a. The electron can also be diffracted by the (II) planes, whose separation

is a/\/ . If the component of k perpendicular to the (II) plane is k 3 , then whenever
= ±nnr(V/a), the electron will experience diffraction. These diffraction condi-

tions can all he expressed through the Bragg diffraction condition 2d sin 0 = nA, or

air
ksin9= -	 [4.801

d

where d is the interplanar separation and n is an integer; d = a for (10) planes, and

d = a/	 for (II) planes.
When we plot the energy of the electron as a function of k, we must consider the

direction of k, since the diffraction behavior in Equation 4.80 depends on sin 0. Along
x, at 0 = 0, the energy gap occurs at k = ±(nlr/a). Along 9 = 45°, it is at

k = ±n,r(v'/a), which is farther away. The E4 behavior for the electron in the two-
dimensional lattice is shown in Figure 4.54 for the 1101 and Ill] directions. The figure
shows that the first energy gap along x, in the [10] direction, is at k = ic/a. Along the

[II] direction, which is at 45° to the x axis, the first gap is at k	 Ic -./2_/a.

121 M e Miller indices in two dimensions by dropping l6 third dit bid keeping the some interpretation. The
I diredionalnrgnisi0l and the plane perpendicsrDuiIli0l.
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Band	 Rn Iloum zone

Energy gap

Band	
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Bnillotu mite

Band

Ency gap

Band Figure 4.54 The E  behovzir For the electron
along different directions in the two-dimensional
crystal.

The energy gap along [101 is at rn/c whereas
is at	 n/o along [11].

When we consider the overlap of the energy bands along 1101 and [II], in the case
of a metal, there is no apparent energy gap. The electron can always find any energy

simply by changing its direction.
The effects of overlap between energy bands and of energy gaps in different di-

rections arc illustrated in Figure 4.55. In the case of a semiconductor, the energy gap
along [10] overlaps that along [Ill, so there is all energy gap. The electron in

the semiconductor cannot have 
all energy that falls into this energy gap.

The first and second Brillouin zones for the Iwo-dimensional lattice of Figure 4.53
are shown in Figure 4.56. The zone boundaries mark the occurrences of energy gaps in

k space (space defined by k axes along the x and y directions). When we look at the

E-k behavior, we must consider the crystal directions. This is most conveniently done

by plotting energy contours in k space, as in Figure 4.57. Each contour connects all

those values of k that possess the same energy. A point such as P on an energy contour

gives the value of k for that energy along the direction OP. Initially, the energy con-

tours are circles, as the energy follows (hk)2 /2sn behavior, whatever the direction OR.

However, near the critical values, that is, near the Brillouin zone boundaries, E in-

creases more slowly than the parabolic relationship, as is apparen . in Figure 4.52.

Therefore, (lie circles begin to bulge as critical k values are approached. In Figure 4.57,

the high-energy contours are concentrated in the corners of the zone, simply because
the critical value is reached last along [II]. The energy contours do not continue
smoothly across the zone boundary, because of the energy discontinuity in the E-k re-

lationship at the boundary. Indeed, Figure 4.54 shows that the lowest energy in the sec-
ond Brillouin zone may be lower than the highest energy in the first Brillouin zone.

There are two cases of interest. 
III 	 first, there is no apparent energy gap, as in

Figure 4.57a, which corresponds to Figure 4.55a. The electron can have any energy

24-
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)a) For the electron in a metal, there is no apparent energy gap because the second BZ (Brillonin zone( along 110)
overlaps the first BZ along (Ih( Bands overlap the energy gaps Thus the electron can always Fred any energy by
changing its drreclion

(b) For file electron in a semiconductor, lere is on energy gap arising from the overlap of the energy gaps along the 1101
and (Ill directions The election con never have air energy within this energy gap F9

k	 1(111
Second Brillaurn	 7

I

Figure 4.56 The Bnillown zones in two dimensions for
the cubic lattice

The Bnillown zones identify the boundaries where there
are discontinuities in the energy (energy gaps)

k 1 1101

value. In the second case, there is it range of energies that are not allowed, as shown in

Figure 4.57h, which corresponds to Figure 4.55h.

In three dimensions, the E- -k energy contour in Figure 4.57 becomes a surface in

three-dimensional k space. To understand the use of such F-k contours or surfaces,

consider that an -k contour (or a surface) is made of many finely separated indi-

vidual points, each representing a possible electron wavefunction i/it with a possible
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Oil	 it, loll

(a)	 IN

Figure 4,57 Energy contours ink space (space defined by k, k7).

Each contour represents the some energy value. Any point Poe the contour gives the valuer oft, and ku for that energy in

that direction from 0. For point P, E =3eV and OP along 1111 is k.

(a) In a metal, the lowest energy in the second zone 15 eV) is lowerIlion the highest energy 6 eV) in the first zone. There

is on overlap of energies between the Rrillouun zones.
(bI In a semiconductor or an insulator, there is on energy gap between the highest energy contour 16 eV) in the first zone

and the lowest energy contour 110 e in the second zone.

energy E. At absolute zero, all the energies up to the Fermi energy are taken by the
valence electrons. Ink space, use energy surface, corresponding to the Fermi energy is
termed the Fermi surface. The shape of this Fermi surface provides a means of j ilter-

pEeling the electrical and magnetic properties of solids.
For example. Na has one 3s election per atom. In the solid, the 3s hand is half full.

The elections take energies up to E which corresponds to a spherical Fermi surface
within tire first Brillouin zone, as indicated in Figure 458a. We can then say that all the
valence elections (or nearly all) in this alkali solid exhibit an E = (hk) 2 12fltr type of

behavior, as if they were free. When an external force is applied, such as an electric or
magnetic field, we can treat the electron behavior as if it were lice inside the usdal with
a constant mass. This is a desirable simplification for studying such metals. We can il-
lustrate this desirability with an example. The Hall coefficient R H derived in Chapter 2

was based on ticaling the electron as if it were a free particle inside the metal, or

R, 5 = - -	 [4.81!
ell

For Na, the experimental value of R 11 is —2.50 x 10	 m1 C t . Using the density

(0,97 g ciii 
5) and atomic mass (23) of Na and one valence electron per atom, we can
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(a) Li, No, orK	 (b) Cu, Ag,orAu	 e, C47	 lonductor

Figure 4.58 Schematic sketches of Fermi surfaces in two dimensions, representing various materials qualrtalwely.
(a) Monovalent group LA metals.
fbI Group lB melds
(C) Be JGroup IA) Zn, and Cd (Group lib).
)d( A semiconductor

calculate it = 2.54 x 1028 M-3 and R H = — 2.46 x 10 0 0 C', which is very close

to the experimental value.
In the case of Cu, Ag, and Au (the lB metals in the Periodic Table), the Fermi sur-

face is inside the first Brillovin zone, but it is not spherical as depicted in Figure 4.58b.
Also, it touches the centers of the zone boundaries. Some of those electrons near the
zone boundary behave quite differently than E = (hk)2

/2m., although the majority of
the electrons in the sphere do exhibit this type of behavior. To an extent, we can expect
the flee electron derivations to hold. The experimental value of R,1 for Cu is

—0.55 x 10- 10 m° C', whereas the expected value, based on Equation 4.81 with one
electron per atom, is —0.73 x 10_ b0 m3 C', which is noticeably greater than the ex-

perimental value.
The divalent metals Be, Mg, and Ca have closed outer S subshells and should have

a full s band in the solid. Recall that electrons in a full band cannot respond to an ap-
plied field and drift. We also know that there should be an overlap between the s and
p bands, forming one partially filled continuous energy band, so these metals ar in-
deed conductors. In terms of Brillouin zones, their sthicture is based on Figure 4,55a,
whidh has the second zone overlapping the first Brillouin zone. Thefermi surface ex-
tends into the second zone and the corners of the first zone are empty, as depicted in
Figure 4.58c. Since there are empty energy levels nett to the Fermi surface, the dee-
irons can gain energy and drift in response to an applied field. But the surface is not
spherical; indeed, near the corners of the first zone, it even has the wrong curvature.
Therefore, it is no longer possible to describe these electrons on the Fermi surface as
obeying E = (hk) 212mr. When a magnetic field is applied to a drifting electron to
bend its trajectory, its total behavior is different than that expected when it is acting as
a free particle. The external force changes the momentum hk and the corresponding
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change in the energy depends on the Fermi surface and can be quite complicated. To

finish the example on the Hall coefficient, we note that based on two valence electrons
per atom (Group IA), the Hall coefficient for Be should be —0.25 x 10- 10 m3 C',

but the measured value is a positive coefficient of +2.44 x ICY'° m 3 C* Equa-

tion 4.81 is therefore useless. It seems that the electrons moving-al the Fermi surface
of Be are equivalent to the motion of positive charges (like holes), so the Hall effect

registers a positive coefficient.
The Fermi surface of a semiconductor is simply the boundaij of the first Brillouin

zone, because there is an energy gap between the first and the second Brillouin zones,
as depicted in Figure 4.55b. In a semiconductor, all the energy levels up to the energy
gap are taken up by the valence electrons. The first Brillouin zone forms the valence

band and the second forms the conduction band.

4.12 GR[INEISEN'S MODEL OF THERMAL EXPANSION

We considered thermal expansion in Section 1.4.2 where the principle is illustrated

in Figure 1. 18, which shows the potential energy curve U(r) for two atoms sepa-

rated by a distance r in a crystal. At temperature T1 we know that the atoms will be

vibrating about their equilibrium positions between positions B and C, compress-

ing (B) and stretching (C) the bond between them. The line BC corresponds to the

total energy E of the pair of atoms. The average separation at T1 is at ,halfway be-

tween B and C. We also know that the PE curve V(r) is asymmetric, and it is this

asymmetry that leads to the phenomenon of thermal expansion. When the tempera-

ture increases from T1 to T2 , the atoms vibrate between B' and C and the average

separation between the atoms also increases, from A to A', which we identified as

thermal expansion. If the PE curve were symmetric, then there would be no ther-

mal expansion.
Since the linear expansion coefficient A is related to the shape of the PE curve,

U(r), it is also related to the elastic bulk modulus K that measures how difficult it is to

stretch or compress the bonds. K depends on (1(r) in the same way that the elastic

modulus V depends on NO as explained in Example 1 . 5 .12 Further, A also depends on

the amount of increase from BC to H'C' per degree of increase in the temperature A

must therefore also depend on the heat capacity. When the temperature increases by a

small amount IT, the energy per atom increases by (C, 1T)/N where C 0 is the heat ca-

pacity per unit volume and N is the number of atoms per unit volume. If C, ST is large,

then the line BC' in Figure 1.18 will be higher upon the energy curve and the average

separation A' will therefore be larger. Thus, the larger is the heat capacity, the greater

is the interatomic separation, which means A c C,. Further, the average separation,

point A, depends on how much the bonds are stretched and compressed. For large

"K inn measure of t he elastic change in the volume of a body in response to an oppimed preusune, large K means
flume11 change in volume Foe 0 given pessore. Ymu o measure of She elastic change no the length of the body in

response ioar, applied sirens, large Y means a small change in length. Both involve stretching or compressing
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amounts of displacement front equilibrium, the average A will be greater as more
asymmetry of the PE curve is used. Thus, the smaller is the elastic modulus K, the
greater is A; we see that A m C, / K.

If we were to expand U(i) about its minimum value U, at r = r,,, we would ob-
tain he Taylor expansion,

U(1) = U,, + ct,(r - r,) 2 + ar(r — r,) 3 + -.

where 02 and a l are coefficients related to the second and third derivatives of U at r,.
The term (r - r,,) is missing because we are expanding a series about U,,,, where
JU/dr = 0. The U,,, and the a2 (r - v,) 2 term give a parabola about U,,,, which is a
symmetric curve around )-,, and therefore does not lead to thermal expansion. It is the

(f3 term that gives the expansion because it leads to asymmetry. Thus the amount of ex-

pansion ), also depends oil amount of asymmetry with respect to symmetry, that is

01/02. Thus,

a1 C,
A —

ii, K

The ratio of 01 and a depends on the nature of the bond. A simplified analytical
treatment (beyond the scope of this hook) gives A as

C,
A	 3)/	 14.821

where y is a "constant" called the Grilneisen parameter. The GrUneisen constant y is
approximately — (r,a1)/(2a,) where r, is the equilibrium atomic separation, and thus

y represents the asymmetry of the energy curve. The approximate equality simply em-

phasizes the number olassuinptions that are typically made in deriving Equation 482,

The Griincmcn parameter y is of the order of unity for many materials; experimentally,

y = t). I 1. We can also write the GrUneiscn law in terms of the molar heat capacity

C,, (heat capacity per mole) or the specific heat capacity c, (heat capacity per unit
mass). If p is the density, and M,, is the atomic mass of the constituent atoms of the
crystal, then

pC,,Pc,
A = 3y 	 =	 14.831

We call the GrUneisen parameter y for materials that possess different

types of interatomic bonding and thci-chy obtain typical values for y . This would also
expose the extent of unharinonicity in the bonding. Given the experimental values for

A, K, p and c,, the GrUneisen parameters have been calculated from Equation 4.83 and

,are listed in Table 4.6. An interesting feature of the results is that the experimental y

values, within a factor of 2-3, are about the same, at least to an order of magnitude.

Equation 4.83 also indicates that the A versus T behavior should resemble time C, ver-
sus T dependence, which is approximately the case if one compares Figure 1.20 with
Figure 4.45. (K does not change much with temperature.) There is one notable differ-

ence. At very low temperatures A can change sign and become negative for certain

crystals, whereas C,, cannot.
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Table 4.6 The Grdneisen parameter for some selected nioteriols with different types of

interatomic bonding

'I	 K((;ra)	 c, (j kg 'K')

.7')
896

0.12

2.45

2.16

6 2'l

.05

Material

Iron (metallic, 0CC)
Copper (niciatlic, FCC)
Gciniannii,i (tovatCfli)
Glass (cov,itenl-iofliC)
NaCI (IonIc)
Teltununi (illIXell)
Polyslreiic tssii der Wallis)

121	 170

17	 140

6	 77

II	 711

39.5	 28

18.2	 41)

118]

444	 020

3811	 023

122	 (tO')
81111	 11.10

08))	 It 19

202	 (1 ,19

12111)	 AS

CO Selected Topics and Solved Problems

Selected Topics

Hail Effect

Thermal Conductivity

Thermoelectric Effects in Metals:

Thcrntocouples
Thermal Expansion (Crhnciseiss Law)

Solved Problems

'File \Vatei Moleeiife

DEFINLNC TERMS

Average energy [,,,,of all election iii a metal is deter-

nitned by the Fciim-Duae statistics and the deitsily of

states. It iiictcases with the Feint enet go and also n di

the temperature

Boltzmann statistics describes the behavior of i

collection of particles (e.g., gas abUts) iii tennis of

their energy distribution. It speeil es the nonthci ill

particles N ( F ) vs I lb given energy. titi oil gli Ni 11 I

exp( El F). where k is the Ri ill, mann cunstunt

the desei ipilon is Iiiiliqti:iiliUllI inechanical in that

Ilicie is ito restriction on the uunibei of pulls Ics Illill

call have the saiiie state the saDie w:isctunc(ionf ssith

an energy F Also, it applies svlien ihcie are unIv

few pal ticks compared to the number if possible

states, so the likelihood  of two particles his uig the

same slate becomes negligible. 'Ibis is g net dy 111C

case I ill tile intatly eciicd elections in the c'onductiln

hand of .1 semiconductor, where there are itiany 11101 C

slates than electrons 'the kinetic energ y distribution

(ii gas itiolc'ciile	 iii ii Filth obeys the 13511t/ittltnfl

statistic'.

Cathode is a legalise dccii (Ide. it duds elections or

attract' positive charges, thai is, c.ilioits

t)ehs e frequency Is the ltiil\l liii il Ii cqtieucy of fat

ties' sihr,ilions iht:it ciii exist lii a p:uilenlir crystal it is

lie cut oIl tieluenc v iol lattice sitltitioils_

t)ebye temperature is ii cllaiacienistie teltipdIllille

of ll pn ucuLo ci sI:il abuse which neni l y  all tile

101111' tne S itsiuotig in ,ieellicl,uicc will' ilic kinetic

iiii,k'cnlai tlicoi y. that is, cacti alunt has an ivecige

elicigy )1iotctiiiah 4 kinetic) of 30 due to alonlic vi-

hi hums, lind the )le.it c,tpicliv is ileicniuinied 65 the

I )uloug l'elil I ale

l)t'itsitv tif stttes g( 1 is I he tiuitihc I ot dccli mu

ii 5• ssavetunciiuils, miii. I	 II.. ii ii )iQi will clieigy

per uiiit vsmluuiic 1 lius, gIL Id!: is the iiiinther oh states

ill the eucugy lange I. to (I:	 tlfr. ) PCI Unit ioluiiiie
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Density of vibrational states is the number of lattice

vibrational triodes per unit angular firequency range.

Dispersion relation relates the angular frequency

and the wavevcclor K of a wave. lit a crystal lattice.

the coupling of atorinc oscillations leads to a particular

relationship between ur and K which determines the
allowed lattice waves and their group velocit ies. The

dispersion relation is specific to the crystal structure,

that is, it depends on the lattice, basis, and bonding.

Effective election mass or,' represents the inertial re-

srstartcc olair electron inside a crystal against air accel-

eration imposed by an external force, such as the ap-

plied electric field, If Fo - eE, is the external
applied force due to the appliedfield 'E, then the

effective mass nr determines tlte acceleration a of the
electron by y E, = ,rrrr. This takes into account the

effectof the internal fields on the motion of the elec-

tion. In vaciruni where there are no internal I iclds, in
is the mass in vacuum ,,r

Fermi—Dirac statistics determines the probability of

an election occupying it at an energy level E. This

takes into account that a collection of electrons mniiisi

rrIx-y the Pauli exclusion principle. The Fcrrni'-!)irac

function qirantiltesthis Inobabiltyvia f(E) = I /I l -f
expl (F	 L )10'11, where i, is the Fermi energy.

Fermi energy is the maximum cneigy of the clertt'otrs
in 1 octal at (I K.

Field emission is the tunneling of air electron from the

xvi face of a metal into vacuum, due'to the apphica)ion

of a strong electric field (typically L > 10' V in

Group velocity is the vehocil) at which traveling
is axes early energy. If to is the angular frequency and

A is the wavececior iii a Wave, their 	 group velocity

= rho/AK

Harmonic oscillator is an oscillating system, for cx

amrtplc, two rriasses joined by a spring, that can he dc

scribed by 5mm/i/c /rarumnrii nroiie,ri, Ill nlc•

clinics, the energy of a harmonic oscillator is

quantized and can only increase or decrease by it dis-
crete amount h0. The minimum energy of a harmonic

oscillator is not zero but /rw (see zero-point energy).

Lattice wave is  wave in a crystal due to coupled os-

cillations of the atoms. Lattice waves may he traveling

on station-dry waves.

where cl' i ,(A) and rfr1(B) are atomic wavefunctions

centered around the H atoms A and B, respectively. The
', and 0 1, represent molecular orbital wavelunctions

for the electron, they reflect the behavior of the dcc-

toni, or its probability distribution, in the molecule.

Mode or state of lattice vibration is a distinct inde-

pendent way in which a crystal lattice can vibrate with its

own particular frequency wand wavevector K. There are

only a unite number of vibrational niudes in a crystal.

Molecular orbital wavefunction, or simply molecu-

lar orbital, is a wasefunctioti for art election within a

System of two or more nuclei (e.g.. molecule). A mo-

lecular orbital determines tire probability distribution

of the election within the molecule, just as the atomic

orbital determines the electron's probability distribu-

trirnr within the atom. A molecular orbital can take two

electrons with opposite spins.

Orbital is a region of space in air atom or molecule

where air electron with a given energy may be found.

An orbit, which is a well-defined path for an electron,

cannot be used to describe the whereabouts of the dcc-

troni in run atiim or molecule because the electron has a

probability distribution. Orbitals are generally repre-

sntcd by a sun lace within which the total probability is

high, for example, 90 pet-cent.

Orbital wavefunction, or simply orbital, describes

tire spatial dependence of the electron. The orbital is

'0, 0, er), which depends on it, t,and nit, and the spin
dependence rum is excluded

Phonon is a quantum ofof lattice vibrational energy of

magnitude /riu, where ma is the vibrational angular fre-

quency. A phonon has a momentum ilK where K is the

w,nvcvccIor of the lattice wave.

Seebeck effect is the development of a built-in poten-

tial difference across a material as a result urf a temper-

ature gradient. If i/V is the built-in potential across a

Linear combination of atomic orbitals (LCAQ) is a

method for obtaining the electron wavefuiiuion in the

molecule from a linear combination of individual

atomic wavefuirctions. For example, when two H atoms

A and /1 come together, the electron wavefunetiop

based on LCAO. are

= *r( A ) + 0 1 , (8)

= *,(A) - *i,(B)



temperature difference dT, then the Seebeck coelli-

cicnt S is defined as S = ,(v/,IT. The ciicffictcnl

gauges the magnitude of the Seebeck effect. Only the

net Seebeck voltage difference between different net-

aiscan be measured. The principle ill [ li
e thermocouple

is based on the Seebeck effect.

Slate is a possible waxciunction lrr the electron

that defines its spatial (oil ital) and spin properties,

for example, *(n. V. nl r,njJ is it state of the eke

Iron. Front the Schuidniger equatriril, each state cor-

responds to it 	 elcetriril energy E. We thus

speak of it 	 with cncrry E. state of energy 1"

even an citcigy state Generally there may be more

than one state 0 with the same energy E.
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Thermiounic emission is the cmlssrirtt of elections

front the surface of it 	 iretal.

Work function INis the iii or rural cileigN , needed to lice

an electron I;ooir the riretal ill ;I of absolute

zero It is the energy separation of the Fermi level Irorn

tIme vaeuurri level.

Zero-point energy is the onininatinit energy of it ham -

rmrirrmlc oscillator ihi Even at Ii K. in iscrilitrir ri

ljrrrrrrtmilmi meehairics will limit it tunic alrontill of err-

emgy vihtelr is its 'eio pinion irei g y. llciscuhemg's inn-

certainty nrirrerplc drics rot rilirs, it

to have /r'rir crier g hceaurrsc that ssmrrrkl mcmii rio ira-

eertairriy in the ur,nirrcnri rltrr arid cisrsequerrtiy an mu

irrie irricerirrirtS ill spree (Api At	 Pu)

QUESTIONS AND PROBLEMS

	4.1	 l'hew Of an atomic ort,itat

as.	 Wtmai I., the Irrncimorrrl lonnol a t a w;rselurrciilrll 0 it  Sketch	 the, lioririL iIic

Imlliclmoir tPintn )as a iimelmorl of iIisiJnCC frontthe umricteus

S	 What is lite ioiit wavcimnmrcirolr 1i1, (r. ii'

Wham is meant by two wascluriciriimrs 4 , ,, (A) aims] it) ,,( I?) I hal ancoal iii jrh,rse t

if.	 Skcrrlr .'cticnrillc,niiy Itie twin w;octu,wisomr, iP,,iA i and 'l i 1, (U) di IDiC iiisidiii

	

4.2	 Molecular orbitals unit atomic ouhulals Coirsider a tiireai chirir oi bun rnicrrincat amoins lvpl eceilmmog
a hvwrrtwlicat niticcute Sirpixise that cicir dIlSoir waveluimelirnir si ii w, cluflCliinO Tins s)sieflr iii
drone rI drones ha .i conic; of syrrilniemly C with rcsfreci nih,' ecuier (if lie irrntec rile ( inrilwsy h,nweeir
lire scroal Jill! itre Iliad amour). unit all irroirceuto wasetmincirrrrs iririsu is- critter syiflares icor dausyirn.
niciric about C.

a.	 (long the I_FAQ pauplc. sketch tile possitite riroleortir iv hOts.

I,.	 Sturiclm the iroisahitmil ilisiritrirliolis 1012

r If unre nudes ri Il loo, waveirnurclroii trod lot greater cherrIes, outer lire energies of th e irurteeni ii iril,iiI',

Note 1k eteciom w.rveluiieiiirnms. .rrid lire retaicri t inhtsi S n ib disirihuimorra. Dii sirrrpic Istiennal cfleigu
wett itrhi lit stisrwn or figure i N err he use,) as a rough gil irnwiid hiding tie arplapitile irate,
lii waveinirmeirons Ili the rout Jiorrr ivrhiinicirrc iiirifcciitc. iii e,rirrpie, Sc nurie in srri,rnlh ire electron

tx rlenti.it cilcigy Ill tire Into .riorll nunS', rile rrrio .1 uriiusLllri iinieniiiii eiieii.V I le ' l Is geirerdie .1 i)iueririi)
energy wet!, we shontll is aSic ionlodlly in timsioni. .sii!irrui t1ippur_ ire inFer, at uuihuiiis a ,isnicwii,ni

rese ribte On lo 0, skcicheif or tigruc I 15 ('orrsiittei ,siso iir,mi iii, irrnurhei at n,ttles ......else, mniari bIle

Sir I'J in three FIrs hi in tngwc 1 IS

4.3 Diamond and tim, (icrnurrni,rir. silicon and drainonii hire the sane ci y ai;ii si relate, that ol deujiionu!

tionidirig in each else rnvritvcs ip' hv!urnmti,,liil,u. The ixumidirig cacao deceases is nrc go hour ( ' lii Si

It, Ge, as roled in latile 4 7.

it

	

	 would irili exped lor the harndga1l of dr,loronli' t tow does it urirupruc inrih [he e,peninreiriai
Silt IllS 5eV'

S	 liii tlasancilrglinJi crystal slructlirc. wtrueii muLes a difleueiii risais as group aucuiiircrs deunriond.
silicon, and germnr,rnruii

Is it a nim.ii nra selnrlroniducllrr?

1 What cuperurrents do you think noutit eMnee its ,eiilic(uiiitucmunn i l l ol le, I
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Property

Melting temperature. C

Covalent radius. urn

Bond cuergo, eV

First iOflitStt(tit energy, eV

Batidgap, nV

Table 4.7

Diamond	 Silicon

3801	 1417

0.1177	 0.117

3.60	 1.84

lI.2h	 6.15

1.12

Germanium

937

0.122

.7

1,88

0.67

i'm

232

11.146

1.2

7.33

4.4 ('ottrporirrd Ill-V Sennicr,ndrrclrprs fail it as an deritcel is ntct,tl It has a alertc ot Ill. Sb as iii

elentear 5 ti inei.tl anti has a salenc nil V. luSh is a senoeomlttcliti, with exit atoon bonding to [our

inetehlnnis. last like iii solicort Ex1itaju how this 
is possible tail a b y luSh is a sentictoaductoic nitl 04 a

trietal athiy (('nnnsttlei (lie elcctrontic surricinic awl 'j" tiyhiitlii,ntion liii patti atnai.l

4.5

	

	
Cwnptound ll-'rl semiconductors ('ilk' is a serrticniruluelrir. with each alonn bonding to tour neigh-

miss, just like in sihicinti lit ias of covalent lxindnt g and the ittsaiittis ol I'd and 'Ic 01 the Pcrtmslrc

Tble, explain how this is uissihle Would soti expect the lsand  in ('die to love titore tonic character

luau that its Ill - V sctntcontlttciors.'

4.6
	

Density of states for a two'diir,cnrcional electron gas ('isusialcu a lwii-(ltttleilstliaLI clectrao gas in

Mach div elecisists are resrucied to nio,c freely within a siplame lieu 	 its lie iv pla ne lollowiug the

prniceihroe in Seeltim 45. show that Iht densit y isistaics g(F) 1, constant lotmtepessdc'nl at erteigvl

4.7
	

Fri-no energy of Cu liii' Feints energy of eicclrnos iii collier at swain icni1wraltsic is 7.0 cV, The eke-

trait drill ituthilo y in cttppci, tutu kill effect nicasoreriteitlu. is 33 ciii V 	 s

a. What is the speed q. of csnoductiisui clecttnssis wah ctieigie.s ataotrd F, at eiqiuss'n' t l3 how natty

hates is tins lartier 111dot the average hernial speed 111  aiclecrans. i[thicv l'chavei I like its deal

is I Maxwell lffiIttrtiano slarm.sticvl? Wh y IS in.- ninth larget (hair el,,5uvui.'

b. What is the De [hague wrsck'nglli at these electrons'! Will the electioits get dithiacled by lie al'

lice planes in clipper, greets that onterplanar separation in Cu	 2(6) A'! (Solution gtnde: l)ilhac -

ml waves occurs uhesi iii sin I? = A, which is the Bragg conditusi Fats1 the telatuoislnp he-

sheen A and if that results in sin S? -. I and licoce ott tlilinacnon.b

('alctilate the nteatt lice pith al n'lectnsos at !: ' i and canonical.

4.8 Free electron nuclei, Fermi energy, arid denr.silv of otatea Na ann1 050 hahn are valeacy I metals, (hit

is_rich attsut donates title election is, tInt' se-a of etonlncrtmsst elecrron,s. Cahealute lie Fermi ei,ergv tin CVI

ill each at 3111) K andO K. Calculate the rican vsred ml all thtcenaductintnelectnmuts aitd also the speed oh

electrons: at F1. breads tidal. ('abcuknte hedcosay of states as slaics gsereVe)"	 at tic Fertins energy

and also at the center olthe h;rrtml, is; be taken at lE 4 GiiZ. tee Tabled I law cit.)

4.9 Fermi energy and electron concentration Consider the ittetals in Table 4.11 loan Gn,rm1is I. II, and Ill

in the PerimhieT;thlc, Calculate the Fertrmt etsesgim'sar absolute ,.erts,anuh votnipauc the values wtili theca'

pertntetttal values. What is your coucinsioti'!

Table 4.8

Ej(V)	 Fy(CV)

Metal
	

Group	 M.	 Density (gem )	 ICalcrrla,tedl	 lExperinrellll

Cit
	

I	 63.55	 8.96	 .	 --	 65

Zn
	

II	 65.38	 7.14	 11.0

Al
	

Ill	 27	 2.10	 -	 11.8
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4.10	 1nsp-alurredendenceoftttr luer ini cureR!

a	 Given that the Fermi etterg) lot Eu in 70eV at absolute ccitt e:ticrthttc the P, at 3101 K Wh,ii is

the	 tcetr5ctge change in t, a 	 tcit:ii iv 11101 cttncluvttrnt

I'	 Given the feint ettergy IN Cu al airstilmite ,etri, c,ticuite the aterage energy and nwan peed pet

citrmuiactuittt eienrruitt at ahntrittte lent and VOl K, and eiuittttiettt

	

4.11	 X-ray emission slietIruili from sodium Sutuetore ut tire Na Ilium is iNcur Figure 4,59a shows the

uI tire 3, iviii jr energy hands t, Na 15 a funetrott of ttrterttoeieai se1ral,rtlurtr I-tgtrre 4 SVh

dittos flu; X-ray eunissttvr sirectituut (cafleti the 1, -h,tttd) treat ciastailtrre stutltunt iv the suit X cii range

as ex1tittittett it lxairtpie 46

a
	

Front Figure 4.55n, ctrurhrcc the mte.muest ntetgirhuu eqttuithtnnrtt -iitinuttrutt twlrseun Ni atiturrs in bc

crystal it sciurre elections in tire ii OntO spill utter into the states sit the ut lrattd

It	 Ixplaitu the origin of the XLI) eurrussnor hand it) figure 4 59b 
and the reasonfor citing it lire

I -OntO

r	 Vvit;tt is rite Ferrttt eurergi of lie eiestniritv in Nit iuottr l'rgttre 4.59h'

it	 faking tIne vaiency itt Na 
in IVire i. sy hat is tire esireeteti Fetmi energy arid itort does ii clrtii1rare with

that tit lint id

(a)	 (In)

Figure 4.59

(a)Energy bond formation in sodium

(b) i-emission bond of Xrays from sodium.

I SOURCE fbi Data extracted from W M Cr,dt and D H Ioivbooiinr, POps Rev, 59, 194!, p.381

412	 (omluclirits of metals in the li-ce electron model Consider the general espressliurt for the etirrtttte-

bon y N ntettis in let rev of the ileirsitu of stiles gIl-, I at Ft ginen by

	

in	 ir rgiPy I

Shoto t1ut wilhin the free ciecrourt t!reitr)_ this ic-threes turn 	 i'orai,_ t1w ironic enpiessutir

4.13	 Mean free path of conduction electrons irr it metal Show lImit lwrilrimi he fice electron theory . tin

neon tree path I and eonrdur.ttsttv a are t elated hs Meet,, fnun path

I arid cnr,td w limit?
in	 Pni	 7f7u lit	 tin

	

n i l	 iii the free

eteclm,t made!

(tictuitte I mr (mu attd iou gi men each iriclils resisno n y of 17n0 me anti 22 riG mit, respects el). and rtrat

each mis a tierrey ol I. She are used to seeing a re um Can yntmn exiriarir why a x n1 it
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414 Iaaso . Iemperature heat capacit y of melals The heat capacity of conduction electrons in a oretal is

propofliniral to the lenijacralure. The overall heat capoerty of a metal is utelcnnirrcd by the lattice heat Ca-

pacity, except at the lowest teinparLiurex. It dF is lire increase in the total energy of the conduction dcc-

trims (par Lou( v(,lume) unit St is the increase in the temperature of the metal us a result of treat addition,

K, has been calculated as tollows:

= J Eq1 E)[(F(SE = EIt)) + (re)

where E, ((firs the total energy per unit volume at OK, it is the --no anon of conduction electruirs. and

is the Fermi erwigy :00 K. Show ih,l the heat capacit y per unit volume due to conduction clrctu'rsns

itt t he tree election itoutet of metals is

n
 (

A C

 ) 
T p1	 14.841

!:Fiu

where p = (rr'121(nk 2 /Fp0 (. Calculate C for Cu. and their using the l)ebye equation for the lattice

heat capacity, hod C,, l or Cu at II) K Compare the two values and comment. What is the conrparisort at

irvant temperature? (Note ('t•oyinw = C,1, (p/Ma), where p is the density in 5 cot	 C,0 0c is in

I K I cm	 and M,1 is lire alrrrnlc oars in g maC

4.15 Secondary emission and pholoniulliptier tubes Whesr art energetic (high vehremly( ptotectilc dee-

tort collides with a materi:rl with :r lill work frroctnvarr. II can cattle electron enttasrcm front the surface.

this phcnonreitort is called secondar y emission. It is firirtiolly utilized in phv,tomriltii,hier l(rt,cv as 1-

iustt:stej iii Figure 41,)). The tithe is evacuated and has a photocathode lot receiving pturttorrs a,;, signal.

isa incoming photrutcauses phittoetttissronr rs( all eicctrunr hunt the lifuliocallbode m:ricntat, the electron

is bert accelerated by a psr.sutrve village applied roan cleetimide called a dyttuete whiclr has a vvirrk hunc-

turn that easil y allirws secstaul:rry eltrissiso, When the accelerated chectrsrtt strikes dynriule !), it can
release several electrorts. All tltcue electrons, the original and the smaiddi y electrons, are dtztt accelem-

itS by the more positive voltage applied to itynodc Ia 2 . Oil otrtact witti /t. fin tlrer d(eciroa.s an, re

le:tsenl Iry secotirlary eltossirun. T he sectrtiuf:irv eittisslr,tt process coirstitires it each dyirade stage until tine

final electrode, calloi the anode, is: reached witereultitti all the ckctronrs all cuillecteui winicir tevetts itr a

srgiiiil. Typical atphcattaits (or plrotusruaitiptii'r tribes ire rir X-ray .,oil iiocle:ii iticultcal insitrrnrents

1.

s..__•

Photoivoltiphiem tuber

I SOURCE Courtesy of t-inmvamutna.

Photon

Phiutttx,.st bode

H1 T

V ac it Lilt 	

Dynodes	
2i^

lube

I	 I	 Signal
Attttdc 	 I

Figure 4.60 The plioiomulhplier tube.
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(X-ray CT scanner. 1Esitnon CT scanner. gaulma camera, etc.). radiation measuring ,nstninwuts e.g.,

radon counter), X-ray difliaclrrrncters, and radiation measurement in high-energy physics research.

A particular phoromulttplicr tube has the following properties. The photocathode Is trade of a

semiconductor-type material wills r c I eV, an electron affinity X of 11,4 cV, and a quantum efficiency

01 20 percent at 4(() nm. Quantum eJ/ieietrcv is defined as the oururher of pholnetnitted electrons per

absorbed photon. The diatnelerof the pitolocathede is 18orm. There are IOdyuodc etccrrro]es and an ap-

plied voltage of 1250 V between the photocathode and anode. Assume that this voltage is equally drs'

trihutert among all lire electrodes.

a.	 What in the lrsrrgcvt threshold wavelength for the phirtotube?

/t.	 What is the maximum kitteticenergy of theetrttttedeleetroru if lie pitoloeathodcts illuminated with

a 0) nut tadiation'

m.	 What is the emission current i'rmsnan the photocathode at 4110 rrntl illumination per unit intensity of

ratlratnan?

if	 What is he KE of the cicctrou as it strikes the First tivrtto]c elrctrnntie?

e.	 It has beer found that the tube hit, a guilt of If elcelrons net inmcntlernt pholtnur. What is lire average

number of secondary electrons released at eacit dynode

4,16 Thermoelectric effects and F, Cottsidet' a therrutocotiple pint that esitorsti ol gtrlul toil ainmrtttatrnrs.

One function is at i(X) C srtd the other is at I) C. A voltmeter )ssttir in very large aspic resistartee) 
is in

serted into tire alttitiltrunt wire. Use the properties ofAn and Al in Table 43 Its estttttate the etrnf regi,.

tered by the voltmeter and identity the pristine end.

	

4.17	 The thermocouple equation Although inputting the measured etrrf for V in tine thertrssreotmple eqtta

lion V = vrAT 'f h(A1') 1 leads to  quadratic equorin, winielr itt principle can be solved For Al .

general AT is relntletl to the measured eta1 via

Al	 ss 1 V +ocVt +n;s VS +...

edit the coefficients mm. tra, etc., dcicrtstineni for each patr, uhf's. By carving tial a Taylors espartsitin

of the TU equation, htrd the first two cscflicients an anti va. Using an c  table for the K . typc tircrnnus-

cotuple or Figure 4.33, evaluole inn and at:.

	

4.18	 Thernilonie emission A vacoutti tubers rctgtirrtt to haves cathode o)reratiitg at SlOt "C stmd stir stmltttg

a ll cstris.sinstt (sattnt'aiioo) current of lIlA. What should he the strrlare area oh the cathnxle fur rite turns nra-

terials in Table 4.9? What should be the operating tetrspernttarc for the Tb oil 	 calltnole. if it in its have

the same surface area as the ostk-ctaased eotitomlc?

Table 4.9

B,(Am 1 K 1)	 $tuheV(

ThonW	 310	 2.6

Oxidecmaating 	 IOU	 I

	

4,19	 Field-assisted emission in MOS devices Meialosiiie-setniconducior IMOSI transistors Itt ttttetts--

electroiriec raven irretal gate on art Si02 insulating layer rirr the surface of a doped Si crystal. ('ssnstdcr

this usa parallel plate eapacittsr. Suppose the gale is an Al electrode (if area 50 pin n SOptut and has a

voilage of II) V with respect 10 the Si crystal. Consider twit thicknesses for the Ss0 2 ,(a) loll A and (is)

40 A, where (I A = 10 ° in). The work functioned Al is 4,2 cV, hut this refers tti electron emission into

vacuunt, whereas in this ease, the electron is eirritned nritrsthe oxtde. The potential energ y barrier 4)B be-

tseecnAl and SiO2 is about 3.1 eV, and the field-ennissutsn current density is given by Eqntulrnttt 4.46a and

It. Calculate the field-emission current lot' the lwit cuses. For simplicity, take sri 5 to he the election mass

in fret space. What is your conclusion?
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4.20 UNIs and held coriion I lx' eleuirrc licld at tire tip of i ,harp ermller is iriuch greater than the 'applied

ticlil. Ta, iNc applied liekl is sirripir i lelmeri as V11 /d where Six the diatrcc hum Ike cathode ups; the

gate to the griul.lI represcllis 11w aseragu ready unilonili tieki that wield ewl (rite lip twit ieplwed by

160 stidace so that lie raihlsle arid the gale nvuold airmisi uirnslOLilC a parallel plate capacora. Fit lip en

per icoces an elleclise held! that is touch greller than 1.,. which is expressed hr i t In-hi enhtaiwc-nrerti fac-

tor /1 hit sk-nils or, lite geometry of lire c_iOnic gale emitter. a nd tIre shape of 11w dottier. -) 	 fI)

Further. use call lake 4i4u	 'I)'	 iii Fqu,ittou 446 The total cncssloO I or Ilic field elnissoirl ilriee,it

Stosit y  then bec omes

Fun (or I S o I{( .	

)
.	

( 04u	 ( (1.44	

)Niiidheirrr frekd	 j	 p 1 tsp 1 	 cxp.	 14.851
- 4, 	 y	 /1(3

jim 1.51101 (ii, till

where iii is in c' I I,, a pairictilar (is F etroiler uJi __ 49 eV Estr,rrate the applied field reilnireul to

adhere ,i licit] cortnoinr current ilerisily of lilt ru'( sill2 i ll the absence ill held erihr.mnceitietil ((I - I

rod wok a lieu1 cnlratreenielil at 0 i - Slut) tt y triL;il n_tIne I 	 a (NI i-stiller I

4.21 Nnrdheito-Fosnler Field emission iii all (El) Table 4.111 tile reSulis Ill I -V iurcasoieilleitlsmni a

Sltonrirl;i i-i-I) ilucriueuifflier lix .1 surlalrle plul show thur tire I V follows the Nonsilreirrt i'owler curls

Sian rh_mi as icr istle

Table 4.10 Tests on a Motorola FED micro field emitter

V 1V1	 411.0	 42	 44	 46	 48	 54)	 52	 538	 562	 582	 60.4

Isnrwi,no (PA)	 0.40	 2.14	 9411	 20.4	 341	 (ml 	 93.8	 1425	 202	 279	 387

4.22	 lattice liar CS and heat,allaci l Y

insiIer in _rluiiu,nwri .. I Ili, he the burst seI rar_i h i u m i 2(2 x aiotnie r,uhtix) (ni_tureen tire At Al

A0111,	 I he	 1^,l ii 1129(1 ruin taking ml It lx, 19. mit plies t
he lot (I ueliitily irs Al -as

9111(1 . 1 ,	 i, _tkul,urc rite hr_s uori g ,riu /! it, Etju,riiinir 4.66 list tire group r elocit y ri lentil the

_iei,iul diswi slim tclarimrr,, 1_ilujili r n 4,55. rim cal cohle the suitord	 r_krcit' it wasctcrigilms ol

A -. I rrirrr, I jun. 311111 11111 \\'li it lx null smunmi_Irisuutim

I'	 Almrriniitrm has a l)etrue reurpei.tlure of 194 K ('akal:itc Os speetiru ire_it UI 30 C titans or.

Airsli,uhr.ml arid at	 Il_i (' (J;r,rriu i Ri_si/tile Nruur,ruurr (ari,tila)

CakiiI,mre line stitcilit treat i-up_wilt III ' I p eriulatitlirlr cry st_il at 25 C and Lm ntrrpare 0 is 16 ilice

leurisrO_Il s;rlire or Table 25

4.23	 Specific heal ca1rrwiy of GaAs attn luSh

a.

	

	 (lie l)chy e tertr(reralute III it GaAs us 941 K C',ilcriLrre Is specific he,im capleily at 111(1 K airS ui

Ill (

Ii	 For IriSh. I li - 201 K (';rkuiite rite ririurn ucrrrperrrtirc specilie lre,itc,i;racity uI lnSlr nit1 ssurir.ne

155 till tlte s_title r n lx'cted hurl, Ike l)ulrrng Pcltt rule ( I	 lit

4.24	 '(hernial coirductil)

(liver, 
that "ll'on Ili,, a Thtings rrroil,ultrs vi about liii UP_i atril ,i derrsrry Ill 2_Spill	

_ e_tleitlate

he mtwalt we polka! 1nilollOrtx in Si at riontul temperature

Ir	 t)t.rinruird has the saurrc crystal situclure as Si lieu his a ncry large iheenrial tirrilucitilli. Jualt

1041(1 I8 lIt I K I or 1.11, lerutper,ltuuc. Gusto ultal dtarnrurtmsl has .r speeiiuv Ire_il c_lp_rtul I,

(I 50J K I p l• 9iittnts modulus I W Ill) UP_s. ,mrmd ulcnsrtv r of 0 35  en,	 i.ilerilalc lie lilt_ill

it - path 01 phtiruritirs iii diamuri,rril

G_i\s his  lluertur,il eurrrdnrctisitv Ill 2hKtW In I K 1 11111(1K and 1(ll W In	 K u_ lilt K ('at

sulari- its thermal ciunduetisut y at 25 C artd eirutrp_irc is , ill 	 enperttrrermtal saltue it -1199 1 1,

K I t1hui Fakes o, 1	 III ilrw leirIperaltile ti_grail rI trulereul, we l'tgmrre 4.49 1



	

QULSFI()-\'S AND Pl(011L.NlS	 371

'4.25

	

	 (herlapping hands I otisiilet Cu md Ni 55,111 ihcn ileitsily Ilislates IS seheiiittititlly sketched in lilt
ned (ii haiti Illiel0eil.lp1ilttg LI md 4 handS, but dr, hi hand is very nurron conryared to the 4'

In lIlt vise at (a it,, html is lull, a Iieie,iv it Ni ills attN partially filled

In Co ' do the eleciiiitts at III, hi h,tiiil oitirthttle to etectncal contincitun! Fxplain

I,	 lit Ni. do elet wins at loll, It,utvts wniobuic ill ettititticilOit Fplait

I to elceltuns hue the SOnIC ell eciluC miSS iii tire twit bands' Es1ih;tai.

4	 (mt ,tti electron to he 4, hind n fit enelgi around Li heroic ss,ilteied aiim tile Id hanil is a re

stilt ol ' I seitlerttil' pitmess C 	 both nwtats.
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CHAPTER

5
Semiconductors

In this chapter we develop a basic understanding of the properties of intrinsic and
extrinsic semiconductors. Although most of our discussions and examples will be
based ort Si, the ideas are applicable to Ge and to the compound semiconductors such
as GaAs, loP, and others. By intrinsic Si we mean an ideal perfect crystal of Si that has
no impurities or crystal defects such as dislocations and grain boundaries. The crystal
thus consists of Si atoms perfectly bonded to each other in the diamond structure. At
temperatures above absolute zero, we know that the Si atoms in the crystal lattice will
be vibrating with a distribution of energies. Even though the average energy of the vi-

brations is at most 3kT and incapable of breaking the Si—Si bond, a few of the lattice
vibrations in certain crystal regions may nonetheless he sufficiently energetic to "rup-
ture" a Si—Si bond. When a Si—Si bond is broken, a "free" electron is created that can
wander around the crystal and also contribute to electrical conducticin in the presence
of an applied field. The broken bond has a missing electron that causes this region to
be positively charged. The y cancy left behind by the missing electron in the bonding

orbital is called a hole. An electrOn in a neighboring bond can readily tunnel into this
broken bond and fill it, thereby effecticly causing the holt tb be displaced to the orig-
inal position of the tunneling electron. By electron tunneling from a neighboring bond,
holes are therefore also free to wander around the crystal and also contribute to elec-
trical conduction in the presence of an applied field. in an intrinsic semiconductor, the
number of thermally generated electrons is equal to the number of holes (broken
bonds). In an extrinsic semiconductor, impurities are added to the semiconductor that
can contribute either excess electrons or excess holes. For example, when an impurity
such as arsenic is added to Si, each As atom acts as a donor and contributes a free elec-
tron to the Crystal. Since these elections do not come from broken bonds, the numbers
of electrons and holes are not equal in an extrinsic semiconductor, and the As-doped Si
in this example will have excess electrons. It will be an n-type Si since electrical con-
duction will be mainly due to the motion of electrons. It is also possible to obtain a
p-type Si crystal in which hole concentration is in excess of the electron concentration
due to, for example, boron doping.

25-	 373
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5.1 INTRINSIC SEMICONDUCTORS

5.1,1 SILICON CRYSTAL AND ENERGY BAND DIAGRAM

The electronic configuration of an isolated Si atom is [Ne1352p2. However, in the
vicinity of other atoms, the 3s and 3p energy levels are so close that the interactions
result in thefourorbitals * (3s), '(3p), '(3p), and '(3 p ,) mixing together toform
four new hybrid orbitals (called 'hyi,) that are symmetrically direct&i as far away from
each other as possible (toward the corners of a tetrahedron). In two dimensions, we can
simply view the orbitals pictorially as in Figure 5. ]a. The four hybrid orbitals,
each have one election so that they are half-occupied. Therefore, a orbital of one
Si awnt can overlap a 'hyh orbital of a neighboring Si atom to form a covalent bond
with two spin-paired electrons. In this manner one Si atom bonds with four other Si
atoms by overlapping the half-occupied fr 1,yb orbitals, as illustrated in Figure SIb.

P'hybTt5

V 4cle"o." +
Si ion core (-e4e)

a)

Electron energy
E +	

ui cut
F,yknonseOK

E

VB

	 Band gap I?,

:

Figure 5.1

of AsirnpliFied fwo.dimensional illustration of  Si atom with tour hybrid orbitals o hb. Eosobitd
has one electron,
fbf A simplified two.dimensioiiol view of a region of the Si crystal showing covalent bonds.
(cf The energy band diagram at absolute zero of temperature.



	

S. 1 INTRINSIC SEMICONDUCTORS 	 375

r	 ir	 ;

Figure 5.2 A lwodinnefiSiOnd pictorial view of the Si
cytal showing covalent bonds as two tines where each

line is a valence electron

Each Si—Si bond corresponds to a bonding orbital, , obtained by overlapping two

neighboring 'yb orbitals. Each bonding orbital (i,L') has two spin-paired electrons and

is therefore full. Neighboring Si atoms can also form covalent bonds with other Si
atoms, thus forming a three-dimensional network of Si atoms. The resulting structure
is the Si crystal in which each Si atom bonds with four Si atoms in a tetrahedral

arrangement. The crystal structure is that of a diamond, which was descdbed in

Chapter I. We can imagine the Si crystal in two dimensions as dépiotedin Figure 5.1b.
The electrons in the covalent bonds are the valence electrons.

The energy band diagram of the silicon crystal is shown in Figure 5.lc.' The
vertical axis is the electron energy in the crystal. The valence band (VB) contains
those electronic states that correspond to the overlap of bonding orbitals (1/1).

Since all the bonding orbitals (*8) are full with valence electrons in the crystal,

the VB is also full with these valence electrons at a temperature of absolute zero.
The conduction band (CB) contains electronic states that are at higher energies,
those corresponding to the overlap of antibonding orbitals. The CB is separated

from the VB by an energy gap E, called the bandgap. The energy level E0 marks

the top of the VB and E, marks the bottom of the CB. The energy disteice from Er

to the vacuum level, the width of the CB, is called the electron affinity X . The gen-

eral energy band diagram in Figure SIc applies to all crystalline semiconductors

with appropriate changes in the energies.
The electrons shown in the VB in Figure SIc are those in the covalent bonds be-

tween the Si atoms in Figure SIb. An electron in the VB, however, is not localized to
an atomic site but extends throughout the whole solid. Although the electrons appear
localized in Figure 5. lb, at the bonding orbitals between the Si atoms this is not, in fact,
true. In the crystal, the electrons can tunnel from one bond to another and exchange
places. If we were to work out the wavefunction of a valence electron in the Si crystal,
we would find that it extends throughout the whole solid. This means that the electrons
in the covalent bonds are indistinguishable. We cannot label an electron from the start
and say that the eletron is in the covalent bond between these two atoms.

We can crudely represent the silicon crystal in two dimensions as shown in
Figure 5.2. Each covalent bond between Si atoms is represented by two lines corre-
sponding to two spin-paired electrons. Each line represents a valence electron.

The formation at energy bands in the silicon cryslol won described in delod in Chopier 4.
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512 ELECrRONSAND HOLES

The only empty electronic states in the silicon crystal are in the CB (Figure 5. Ic). An
electron placed in the CR is free to move around the crystal and also respond to an
applied electric field because there are plenty of neighboring empty energy levels. An
electron in the CB can easily gain energy from the field and move to higher energy lev-
els because these states are empty. Generally we can treat an electron in the CB as if it
were free within the crystal with certain modifications to its mass, as explained later in
Section 5.1.3.

Since the only empty states are in the CE, the excitation of an electron from the
VB requires a minimum energy of E0 . Figure 5.3a shows what happens when a pho-
ton of energy h  > E is incident on an electron in the VB. This electron absorbs the
incident photon and gains sufficient energy to surmount the energy gap Eg and reach
the CB. Consequently, a free electron and a "hole," corresponding to a missing elec-
tron in the yE, are created. In some semiconductors such as Si and Ge, the photon ab-
sorption process also involves lattice vibrations (vibrations of the Si atoms), which we
have not shown in Figure 5.3b.

Although in this specific example a photon of energy hv> E0 creates an electron-
hole pair, this is not necessary. In fact, in the absence of radiation, there is an electron-
hole gerteratiouprocess going on in the sample as a result of thermal generation. Due
to thcrmal.etiefgy, the atoms in the crystal are constantly vibrating, which corresponds
to the bonds ken the Si atoms being periodically deformed. In a certain region, the
atoms, at some instant, may be moving in such a way that a bond becomes over-
stretched, as pictorially depicted in Figure 5.4. This will result in the overstretched
bond rupturing and hence releasing an electron into the CE (the electron effectively

Electron energy

Pal

FigLw 5.3
(a) A photon with on energy greater than E. can excite on electron from the VB to the CB.

M Wien a photon breaks a Si-Si bond, a free electron ond a hole in the Si-Si bond
ore
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rue 5.4 Thermal vxolions a1 atoms cars break
bonds and thereby creole elecon-tsole pairs.

becomes "free"). The empty electronic state of the missing electron in the bond is what
we call a hole in the valence band. The free electron, which is in the CB, can wander
around the crystal and contribute to the electrical conduction when an electric field is
applied. The region remaining around the hole in the VB is positively charged because
a charge of —e has been removed from an otherwise neutral region of the crystal. This
hole, denoted as !i, can also wander around the crystal as if it were free. This is be-
cause an electron in a neighboring bond can "jump," that is, tunnel, into the hole to fill
the vacant electronic state at this site and thereby create a hole at its original position.
This is effectively equivalent to the hole being displaced in the opposite direction, as
illustrated in Figure 5.5a. This single step can reoccur, causing the hole to be further
displaced. As a result, the hole moves around the crystal as if it were a free positively
charged entity, as pictured in Figure 5.5a to d. Its motion is quite independent from that
of the original electron. When an electric field is applied, the hole will drift in the di-
rection of the field and hence contribute to electrical conduction. It is now apparent
that there are essentially two types of charge carriers in semiconductors: electrons and
holes. A hole is effectively an empty electronic state in the YB that behaves as if it were
a positively charged "particle" free to respond to an applied electric field.

When a wandering electron in the CB meets a hole in the YB, the electron has
found an empty state of lower energy and therefore occupies the hole. The electron
falls from the CB to the VB to fill the hole, as depicted in Figure 5.5e and f. This is
called recombination and results in the annihilation of an electron in the CB and a
hole in the VB. The excess energy of the electron falling from CB to VB in certain

'"semiconductors such as GaAs and lnP is emitted as a photon. In Si-and Ge the excess
energy is lost as lattice vibrations (heat).

It must he emphasized that the illustrations in Figure 5.5 are pedagogical pictorial
visualizations of hole motion based on classical notions and cannot be taken too
seriously, as discussed in more advanced texts (see also Section 5.11). We should
remember that the electron has a wavefunction in the crystal that is extended and not
localized, as the pictures in Figure 5.5 imply. Further, the hole is a concept that cone-
sponds to an empty valence band wavefunction that normally has an electron. Again.
we cannot localize the hole to a particular site, as the pictures in Figure 5.5 imply.
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Figure 5.5 A pictorial illustration of a hole in the valence band wandering around the crystal due to the tunneling
of electrons from neighboring bands.

5.1.3 CONDUCTION IN SEMICONDUCTORS

When an electric field is applied across a semiconductor as shown in Figure 5.6, the
energy bands bend. The total electron energy E is KE + PE, but now there is an addi-
tional electrostatic PE contribution that is not constant in an applied electric field. A
uniform electric field E. implies a linearly decreasing potential V(x), by virtue of
(dV/dx) = -, that is, V = —Ax + B. This means that the PE, —eV(x), of the
electron is now eAx - eB, which increases linearly across the sample. All the energy
levels and hence the energy bands must therefore tilt up in the x diction, as shown in
Figure 5.6, in the presence of an applied field.

Under the action of E, the electron in the CB moves to the left and immediately
starts gaining energy from the field. When the electrowbllides with a thermal vibra-
tion of a Si atom, it loses some of this energy and thus 'falls" down in energy in the
CB. After the collision, the electron starts to accelerate again, until the next collision,
and so on. We recognize this process as the drift of the electron in an applied field, as
illustrated in Figure 5.6. The drift velocity v, of the electron is Aj, where jL, is the
drift mobility of the electron. In a similar fashion, the holes in the VB also drift in an
applied field, but here the drift is along the field. Notice that when a hole gains energy,
it moves "down" in the VB because the potential energy of the hole is of opposite sign
to that of the electron.



4)
a
iLl
a

iLl)

4)
C
4)

0X^l

s. I INiiursic SEMICONDUCTORS
	

379

Electrostatic PE(x)

isO	 x=L

Ia)
	

(b)

Figure 5.6 When on electric field is
applied, electrons in the CB and holes in the

can drift and contribute to the
conductivity.

(a} A simplified illustration of drift in r.
jb) Applied field bends the energy bonds
since the electrostatic PE of the electron is

-et/lx) and V)x) decreases in the direction of

E,, whereas PE increases.

Since both electrons and holes contribute to electrical conduction, we may write

the current density J, from its definition, as

= CflV,t, + epvn	 15.11

where n is the electron concentration in the CB, p is the hole concentration in the VB,

and v& and ud,, are the drift velocities of elections and holes in response to an applied

electric field ,Thus,

= lLLa	 and	 v,j , = gj,	 [5.21

whereju, and lk h are the electron and hole drift mobilities. In Chapter 2 we derived the

drift mobility p. of the electrons in a conductor as

ere	 [5.31=
mr

wher r, is the mean free time between scattering events and m e is the electronic mass.

The ideas on electron motion in metals can also be applied to the electron motion in the
CB of a semiconductor to rederive Equation 5.3. We must, however, use an effective

mass m for the electron in the crystal rather than the mass me in free space. A "free"

electron in a crystal is not entirely free because as it moves it interacts with the potential

energy (PE) of the ions in the solid and therefore experiences various internal forces.

The effective mass m accounts for these internal forces in such a way that we can relate

the acceleration a of the electron in the CB to an external force F5 (e.g., —eE) by

= ma just as we do for the electron in vacuum by Frai = m,a. In-applying the

Electron and

hole drift

velocities
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= ma type ofdcscription to the motion of thc electron, we are assuming, of course,
that the effective mass of the electron can be calculated or measured experimentally. It
is important to remark that the tree behavior is governed by the solution of the
Schrodinger equation in a periodic lattice (crystal) from which it can be shown that we
can indeed describe the inertial resistance of the electron to acceleration in terms of an
effective mass m. The effective mass depends on the interaction of the electi iwithits
environment within the crystal.

We can now speculate on whether the hole can also have a mass. As long as we
view mass as resistance to acceleration, that is, inertia, there is no reason why the hole
should not have a mass. Accelerating the hole means accelerating electrons tunneling
from bond to bond in the opposite direction. Therefore it is apparent that the hole will
have a nonzero finite inertial mass because otherwise the smallest external force will
impart an infinite acceleration to it. If we represent the effective mass of the hole in the
VB by tn, then the hole drift mobility will he

ert
Ah	 15.41

where rh is the mean free, time between scattering events fur holes.
Taking Equation 5.1 for the current density further, we can write the conductivity

of a semiconductor as

= enr + eplth	 15.51

where n and p are the electron and hole concentrations in the CB and VB, respectively.
This is a general equation valid for all semiconductors.

5.1.4 ELECTRON AND HOLE CONCENTRATIONS

The general equation for the conductivity of a semiconductor, Equation 5.5, depends
on n, the electron concentration, and p, the hole concentration. How do we determine
these quantities? We follow the procedure schematically shown in Figure 5.7a to din
which the density of states is multiplied by the probability of a state being occupied
and integrated over the entire C8 for n and over the entire VB for p.

We define gh(E) as the density of states in the CB, that is, the number of states
per Unit energy per unit volume. The probability of finding an electron in a state with
energy E is given by the Fermi—Dirac function f(E)which is discussed in Chapter 4.
Then g(E)f(E) is the actual number of electrons per unit energy per unit volume
nt'(E) in the CH. Thus,

nEdE=g(E)f(E)dE

is the number of electrons in the energy range E to E + dE. Integrating this from the
bottom (Er ) to the top (E, +'y) of the CB gives the electron concentration n, number
of electrons per unit volume, in the CB. In other words,

fEf

	

n=j	 nr(E)dEJ	 91,(E)f(E)dE

	

C,	 C,
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Figure 5.1

(a) Energy band diagram.
(bI Density of states (number of slates per unit energy per unit volume)

$c) Fermi-Dirac probability function (probability of occupancy of a state).

(d) The product of g(E) and 1(E) is the energy density of electrons in the CB (number of electrons

per unit energy per unit volume). The area under odE ) versus E is the electron concentration.

We will assume that (E, - EF) >> kT (i.e., Ey is at leasta fewkT be'ow E) sotat

f(E) exp(-(E - E,4/kTJ

We are thus replacing Fermi-Dirac statistics by Boltzmann statistics and thereby in-
herently assuming that the number of electrons in the CB is far less than the number of

states in this band.
Further, we will take the upper limit to be E =00 rather than E + x since f(E)

decays rapidly with energy so that g 5(E)f(E) - 0 near the top of the band. Further-

morc, since g(E)f(E) is significant only close to E'., we can use Density o/

	

- ( yr8 'J)m 2 	5/2	
states in

gtr( -) -	 E - E	 conduction
band

for an electron in a three-dimensional PE well without having to consider the exact

form of g(E) across the whole band. Thus

(s812)m312
	

(E- E 2	 dE
h 3	 JE,	 L	 UJ
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which leads to

hole:

concentration
in yB..

	

n = N, exp[_i_'_il]	 15.61

where

I 2irntkT st312

	Nr=2(,,	
h 2 	)	

15.7)

The result of the integration in Equation 5.6 seems to be simple, but it is an
approximation as it assumes that (E, - E) > U. N, is a temperature-dependent
constant, called the effective density of states at the CB edge. Equation 5.6 can be
interpreted as follows. If we take all the states in the conduction band and replace
them with an effective concentration N, (number of states per unit volume) at E,
and then multiply this simply by the Boltzmann probability function, f(E,.) =

cxpl—(E, - Et)/kTJ, we obtain the conccntthtion of electrons at E,, that is in the
conduction band. N, is thus an effective density of states at the CB band edge.

We can carry out a similar analysis for the concentration of holes in the VB. Mul-
tiplying the density of states g,5 (E) in the VB with the probability of occupancy by a

hole [I - f(E)J, that is, the probability that an electron is absent, gives PE, the hole
concentration per unit energy. Integrating this over the VU gives the hole concentration

çE..

	

=J 
PFdEJ	 f(E)]dE

0	 0

With the assumption that EF is a few kT above E,, the integration simplifies to

1
p = N, 

exp (E—E,)
[_	 I	 15.81

	

kT	 J

Electron
concentration
in CB

Effective

density of
stales at

.cn edge.

Effective	
where N, is the effective density of states at the VB edge and is given by

density of	 N, = 2(2mhkfl	
.

state a	 \,	 h 2	 J
VB edge

We can now see the virtues of studying the density of states g(E) as a function of

energy E and the Fermi—Dirac function f(E). Both were central factors in deriving the

expressions for n and p. There are no specific assumptions in our derivations, except

for E F being a few k T away from the band edges, which means that Equations 5.6 and

5.8 are generally valid.
The general equations that determine the free electron and hole concentrations are

thus given by Equations 5.6 and 5.8. It is interesting to consider the product np,

	

(E, — E F)l	 (E 

k 

E,)1	 (E, - E)
[	

1
=N.exP_	 INex[_-	 I = NNoexP{_

	

kT J	 T J	 Uj

or

np = NN, exp(_'	 15.101
\, kTJ



	

5. 1 INTRINSIC SEMICONDUCTORS 	 383

where E = E - E. 
is the bandgap energy. First, we note that this is a general ex-

pression in which the right-hand side, NN,, exp(—E0 /kT), is a constant that depends

on the temperature and the material properties, for example, Eg , and not on the posi-

tion of the Fermi level. In the special case of an intrinsic semiconductor, n = p, which

we can denote as n , , the intrinsic concentration, so that NU N,, exp(— E8 /kT) must be

n. From Equation 5.10 we therefore have

	

1 Eg \	 Mass aciion

	

np = 2 = NU N,, expi,,,— :)	 15.111	
law

This is a general equation that is valid as long as we have thermal equilibrium,

External excitation, such as photogeneration, is excluded. It states that the product np

is a temperature-dependent constant. If we somehow increase the electron concentra-

tion, then we inevitably reduce the hole concentration. The constant ii, has a special

significance because it represents the free electron and hole concentrations in the in-

trinsic material.
An intrinsic semiconductor is a pure semiconductor crystal in which the electron

and hole concentrations are equal. By pure we mean virtually no impurities in the

crystal. We should also exclude crystal defects that may capture carriers of one sign

and thus result in unequal electron and hole concentrations. Clearly in a pure semicon-

ductor, electrons and holes are generated in pairs by thermal excitation across the

bandgap. It must be emphasized that Equation 5.11 is generally valid and therefore

applies to both intrinsic and nonintrinsic (n	 p) semiconductors.

When an electron and hole meet in the crystal, they "recombine." The electron

falls in energy and occupies the empty electronic state that the hole represents. Con-

sequently, the broken bond is "repaired," but we lose two free charge carriers.

Recombination of an electron and hole results in their annihilation. In a semiconduc-

tor we therefore have thermal generation of electron—hole pairs by thermal excitation

from the VB to the CB, and we also have recombination of electron—hole pairs that re-

moves them from their conduction and valence bands, respectively. The rate of re-

combination R will be proportional to the number of electrons and also to the number

of holes. Thus

R a np

The rate of generation G will depend on how many electrons are available for ex-

citation at E,,, that is, N,,; how many empty states are available at E, that is, N; and

the probability that the electron will make the transition, that is, exp(— Eg /kT), so that

Since in thermal equilibrium we have no continuous increase in n or p, we must

have the rate of generation equal to the rate of recombination, that is, G = R. This is

equivalent to Equation 5.11.
In sketching the diagrams in Figure 5.7a to d to illustrate the derivation of the ex-

pressions for n and p (in- Equations 5.6 and 5.8), we assumed that the Fermi level E

is somewhere around the middle of the energy bandgap. This was not an assumption in

the mathematical derivations but only in the sketches. From Equations 5.6 and 5.8 we
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also note that the position of Fermi level is important in determining the electron and
tole concentrations. It serves as a 'mathematical crank" to determine n and p.

We first consider an intrinsic semiconductor, n = p = n•. Setting p = n, in Equa-
tion 5.8, we can solve for the Fermi energy in the intrinsic semiconductor, Eh, that is,

exp{
(Er, - E,)1

- kT j=(NN)	
' 2kT)

which leads to

I
	 4T 

IN\
E, r E+_Eg_ 	!n{—I	 15.12)

2	 Nj

Furthermore, substituting the proper expressions for N, and N we get

(L) 15.13)EFi=E,,+_E__kT In

It is apparent from these equations that if N = N or m = mh , then

EFi = E+

that is, En is right in the middle of the energy gap. Normally, however, the effective
masses will not be equal and the Fermi level will be slightly shifted down from midgap
by an amount kT ln(m/m), which is quite small cornviIh 1 Ee. For Si and
Ge, the hole effective mass (for density of states) is sIiglnaller than the electron
effective mass, so En is slightly below the midgap.

The condition np = nJ2 means that if we can somehow increase the electron concen-
tration in the CB over the intrinsic value—for example, by adding impurities into the Si
crystal that donate additional electrons to the CD—we will then have n > p. The semi-
conductor is then called n-type. The Fermi level must be closer to E than E,, so that

E - EF < E - E,,

Ffnni energy
II! rfltflflsic

$emkonduciOr

Fermi energy

In nnc
thnicondkctor

and Equations 5.6and 5.8 yield n > p. The np product always yields n in thermal
equilibrium in the absence of external excitation, for example, illumination.

It is also possible to have an excess of holes in the VB over electrons in the CE,
for example, by adding impurities that remove electrons from the VI) and thereby gen-
erate holes. In that case Er is closer to E, than to E. A semiconductor in which p > n
is called a p-type semiconductor. The general band diagrams with the appropriate
Fermi levels for intrinsic, n-type, and p-type semiconductors (e.g., i-Si, n-Si, and p-Si,
respectively) are illustrated in Figure 5.8a to c.

It is apparent that if we know where EF is, then we have effectively determined n and
p by virtue of Equations 5.6 and 5.8. We can view EF as a material property that is related
to the concentration of charge carriers that contribute to electrical conduction. Its signifi-
cance, however, goes beyond n and p. It also determines the energy needed to remove an
electron from the semiconductor. The energy difference between the vacuum level (where
the electron is free) and EF is the work function (0 of the semiconductor, the energy re-
quired to remove an electron even though there am no electrons at Er in a semiconductor.
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CB

F I)'	 •	 I 20622 2 1 E

VB _________ _________	 Figure 5.8 Energy band diagrams For
a} intrinsic, (b( n1ype, and (cj p4e
semiconductors.

Ic)	 In all cases, np = n.

The Fenni level can also be interpreted in terms of the potential energy per electron

for electrical work similar to the interpretation of electrostatic PE. Just as e AV is the elec-

trical work involved in taking a charge e across a potential difference AV, any difference

in EF in going from one end of a material (or system) to another is avilable to do an

amount A E F of external work. Acomllaiy to this is that if electrical done on the

material, for example, by passing a current through it, then the Fermi 16—ef is not uniform

in the material. A EF then represents the work done per electron. For a material in thermal

equilibrium and not subject to any external excitation such as illumination or connections
to a voltage supply, the Fermi level in the material must therefore be uniform, A EF = 0.

What is the average energy of an electron in the conduction band of a semiconduc-
tor? Also, what is the mean speed of an electron in the conduction band? We note that the

concentration of electrons with energies F to F + dE is n(E) dE or g(E)f(E) dE.

Thus the average energy of electrons in the CB, by definition of the mean, is

cs = - I Eg,5,(E)f(E)dE
' cB

where the integration must be over the CB. Substituting the proper expressions for

g(E) and f(E) in the Uegraitd and carrying out the integration ftni Er to the top

of the band, we find the very simple result that
Average

Ece = Er + —kT	 15.141 demon

2	 •yincs

Thus, an electron in the conduction band has an average energy of kT above E.

Since we know that an electron at E is "free" in the crystal, 3 k  must be its average

kinetic energy.
This is just like the average kinetic energy of gas atoms (such as He atoms) in tank

assuming that the atoms (or the "es") do not interact, that is, they are independent.

We know from the kinetic theory that the statistics of a collection of independent gas
atoms obeys the classical Maxwell—Boltzmann description with an average energy given

by 1 k T. We should also recall that the description of electron statistics in ametal involves
the Fermi—Dirac function, which is based on the Pauli exclusion principle. In a metal the

average energy of the conduction electron is Ep and, for all practical purposes, temper-

ature independent. We see that the collective electron behavior is completely different in

the two solids. We can explain the difference by noting that the conduction band in a
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Table 5.1 Selected typical properties of Go, Si, and GaAs at 300 K

Eg	 X	 N,	 W.v

Of Of	 (an3)	 (an-1)	 (cm)	
(2 V	 ')	 V''')	 m/m,	 tn/in,	 e,

Ge	 066	 4.13	 1.04 x lOIS 6.0 o lots 3.3 x 10	 3900	 1900	 0.1 2a	 0.23u	 16

	

0.566	 0.406

Si	 ItO	 4.01	 2.8 x lO	 1.2 x IO'	 t:o xl0°	 1350	 450	 0.26u	 0,39a	 11.9

	l.080 	 bob

GaAs	 1,42 4,07	 4.7.x I0	 7 x 10" 2.1 x 10	 8500	 400	 0.067rr,h	 0.40n	 13.1

0.506

NOTE: EFFective roars related to conduetsuily labeled a) is different than hot For density of slates (labeled Fr) In numerous textbooks, r, is

taken as 1.45 u 1010 cm and is therefore the most widely used value OF n, For Si, though the correct value is actually 10 u 1010 cm

CM. A Green, J. Appl. Phys., 67, 2944, 1990.)

semiconductor is only scarcely populated by electrons, which means that there are many

more electronic states than electrons and thus the likelihood of two electrons trying to oc-

cupy the game electronic state is practically nil. We can then neglect the Pauli exclusion

principle and use the Boltzmann statistics. This is not the case for metals where the num-

ber of conduction electrons and the number of states are comparable in magnitude.

Table 5.1 is a comparative table of some of the properties of the important semi-

conductors, Ge, Si, and GaAs.

OF Si Given that the densit y of slates

elated effective masses of electrons and holes in Si are approximately I.08m 1. and O.00sn,,

respectively, and the electron and hole drift mobilities at room tempematuec are 1350 and

450cm2 V I s 1 , respectively, calculate the intrinsic concentration and intrinsic resistivity of Si.

SOtUTION

We simply calculate the effective density of states N and Nv by

	

2ern'kT\ 112 	 f2rrmkT\ 
I/O

N=2(—---)	 and	 N=2.__)

'thus

N	
27r (1.08 x 9.1 xt0" kg)(1.38 x 10 2 K') (300K)]3'2

(6.63 x 10Js) 2 	 j
	= 2.81 x 1021 in _ n	or	 2.81 x 1019 cnnO

and

N, = 21f----------------' K)1°'2
L	 (6.63 x 10	 is)°	 J

	= 1.16 x 10° m 3	or	 1.16 x 10mncnfn

The intrinsic concentration is

flj = (NrN) 1 ' 0 exp(._.)
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so that

1
= 1(2.81 x IO' m)(1.16 x 1019 cm3)lIRexp[_ 	

(1.10 eV)

2(300 K)(8.62 x 10 eVIC')J

1.0 ii l0'°cm -

The conductivity is

= en + epj = en( + i)

that is,

= (1.6 x I0	 C)(1.0 x I0° cm 3 )(1350 +450 cut' V 1 s')

= 2.9 x	 fl cm

The resistivity is

p = I = 3,5 x 10 5 2 cm

Although we calculated n, = 1.0 x lOin cm - ', the most widely used n, value in the literature

has been 1.45 x 1010 cm 1 . The difference arises from a number of factors but, most impor-

tantly, from what exact value of the effective hole mass should be used in calculating N.

Henceforth we will simply use' n, = 1.0 x 1010 cm 3 , which seems to be the 'true" value.

MEAN SPEED 01 ELECTRONS IN THE C8 Estimate the mean speed of elections in the con- _____________

duction band of Si at 300 K. If a is the magnitude of lattice vihratiàns, then the kinetic theory

predicts a 2 ix T; or staled differently, the mean energy associated with lattice vibrations (pro-

portional to a) increases with IT. Given the temperature dependence of the mean speed of

electrons in the CB, what should be the temperature dependence of the drift mobility? The

effective mass of an electron in the conduction band is 0.26,n.

WUON

The fact that the average kE, fm; v,, of an election in the CB of a semiconductor is kT means

that the effective mean speed v must be

f3kT\ 2	 (3 x 1.38 x 10 13 x 300)11/2

=	 --	 —1 =2.3xlO5ms
\ni; /	 (0,26 x 9.1 x l0')	 j

The effective mean speed v, is called the thermal velocity 0h of the electron.

The mean free time r of the electron between scattering events due to thermal vibrations of

the atoms is inversely proportional to both the mean speed c', of the electron and the scattering

cross section of the thermal vibrations, that is,

cix---

wheren is the amplitude of the atomic thermal vibrations. But, v, cv T" 2 and (na) in iT, so

that ccv r 
'3,'i and consequently e, cv T

Experimentallye, is not exactly proportional to  but to T 
24, a higher power index.

The effective mass used in the density of states calculations is actually different than that tise

in transport calculations such as the mean speed, drift mobility, and so on.

The 	 appear, to bet .033 10 10 vrn I on dinvonned by M A Green U. At. Phys, 67, 2944 19901
and A. 6 Spout and M. A. Green (1 App!. Phys., 70, 846, 1991)
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5.2 EXTRINSIC SEMICONDUCTORS

By introducing small amounts of impurities into an otherwise pure Si crystal, it is possi-
ble to obtain a semiconductor in which the concentration arriers of one polarity is
much in excess of the other type. Such semiconductors are referred to as extrinsic semi-
conductors vis-à-vis the intrinsic case of a pure and perfect crystal. For example, by
adding pentavalent impurities, such as arsenic, which have a valcncy of more than four,
we can obtain a semiconductor in which the electron concentration is much larger than
the hole concentration. In this case we will have an n-type semiconductor. If we add
trivalent impurities, such as boron, which have a valency of less than four, then we find
that we have an excess of holes over electrons. We now have a p-typesemiconductor.
How do impurities change the concentrations of holes and electrons in a semiconductor?

5.2.1 n-TYPE DOPING

Consider what happens when small amounts of a pentavalent (valency of 5) element
from Group V in the Periodic Table, such as As, P. Sb, are introduced into a pure Si
crystal. We only add small amounts (e.g., one impurity atom for every million host
atoms) because we wish to surround each impurity atom by millions of Si atoms,
thereby forcing the impurity atoms to bond with Si atoms in the same diamond crystal
structure. Arsenic has five valence electrons, whereas Si has four. Thus when an As
atom bonds with four Si atoms, it has one electron left unbundled. It cannot find a bond
to go into, so it is left orbiting around the As atom, as illustrated in Figure 5.9. The
ionic center with an electron , e orbiting it is just like a hydrogen atom in a silicon en-
vironment. We can easily calculate how much energy is required to free this electron
away from the As site, thereby ionizing the As impurity. Had this been a hydrogen
atom in free space, the energy required to remove the electron from its ground slate
(at n I) to far away from the positive center wood have been given by —E with
in = I. The binding energy of the electron in the H atom is thus

me4
E,,= —F 1 = - 13.6 eV

8eh2

Figure 5.9 Arsenic-doped Si crystal.

The four valence electrons of As allow it to bond just
like Si but the fifth electron is left orbiting the As site.
The energy required to release the free fifth electron
into the CS is very small.



As atom sites every 10' Si atoms
26-

x Distance into
crystal

-0.03 eV
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If we wish to apply this to the electron around an As core in the Si crystal envi-

ronment, we must use e r r, instead of e, where r is the relative permittivity of silicon,

and also the effective mass of the electron m in the silicon crystal. Thus, the binding

energy of the electron to the As 4 site in the Si crystal is

= 
me4

ES 
b	

(l3.6 eV) (—	
7)	

15.151me
h 2 C

With e, = 11.9 and m m, for silicon, we find E' = 0.032 eV, which is com-

parable with the average thermal energy of atomic vibrations at room temperature,

-3kT ('0.07 eV). Thus, the fifth valence electron can be readily freed by thermal

vibrations of the Si lattice. The electron will then be "free" in the semiconductor, or, in

other words, it will be in the CB. The energy required to excite the electron to the CB
is therefore 0.032 eV. The addition of As atoms introduces localized electronic states

at the As sites because the fifth electron has a localized wavefunction, of the hydra-

genic type, around As+ . The energy Ed of these states is 0.032 eV below E because

this is how much energy is required to take the electron away into the CB. Thermal ex-
citation by the lattice vibrations at room temperature is sufficient to ionize the As atom,

that is, excite the electron from Eó into the CB. This process creates free electrons but

immobile As' ions, as shown in the energy band diagram of an n-type semiconductor
in Figure 5.10. Because the As atom donates an electron into the CB, it is called a

donor atom. Ed is the electron energy around the donor atom. Ed is close to E, so the

spare fifth electron from the dopant can be readily donated to the CB. If Na is the donor

atom concentration in the crystal, then provided that N >> n, at room temperature the

electron concentration in the CB will be nearly equal to N, that is n N. The hole

concentration will be p = n,/Nd, which is less than the intrinsic concentration be-

cause a few of the large number of electrons in the CB recombine with holes in the VB

so as to maintain np = n. The conductivity will then be

or = eN4 + e ()
	

eNa	 15.161

At low temperatures, however, not all the donors will be ionized and we need to

know the probability, denoted as fa(Ea), of finding an electron in a state with energy

fltctit'n

,binding
enerp a a

donor	 -

r,gures.io Energy band diogroo for On

ii4ype Si doped vAC I ppm A.

There are donor energy levdo 1W below E

ord As sues.
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Ed at a donor, This probability function is similar to the Fermi-Dirac function f(Ed)
except that it has a factor of 1 multiplying the exponential term,

Occupation	
1

prubability t	 fs(Ed) =	 [5.171
zi donor	 1+ exp{]

The factor is due to the fact that the electron state at the donor can take an elec-
tron with spin either up or down but not both 3 (once the donor has been occupied, a
second electron cannot enter this site). Thus, the number of ionized donors at a tem-
perature T is given by

Nj = Nd x (probability of not finding an election at E)

= Nd[l - fd(Ed)I

Nd
=

	

	 [5.181
1(EF - Ed)l

	l+2expi	 I
	I. 	 k 	 J

5.2.2 p-TYPE DOPING

We saw that introducing a pentavalent atom into a Si crystal results in n-type doping be-
cause the fifth electron cannot go into a bond and escapes from the donor into the CB by
thermal excitation. By similar arguments, we should anticipate that doping a Si crystal
with a trivalent atom (valency of 3) such as B, Al, Ga, or In will result in ap-type Si crys-
tal. We consider doping Si with small amounts of B as shown in Figure 5.1 Ia. Because
B has only three valence electrons, when it shares them with four neighboring Si atoms,
one of the bonds has a missing electron, which of course is a hole. A nearby electron can
tunnel into this hole and displace the hole further away from the boron atom. As the hole
moves away, it gets attracted by the negative charge left behind on the boron atom and
therefore takes an orbit around the B - ion, as shown in Figure 5.1 lb. The binding energy
of this hole to the B ion can be calculated using the hydrogenic atom analogy as in the
n-type Si case, This binding energy turns out to be very small, 0.05 eV, so at room
temperature the thermal vibrations of the lattice can free the hole away from the B - site.
A free hole, we recall, exists in the VB. The escape of the hole from the B site involves
the B atom accepting an electron from a neighboring Si-Si bond (from the VB), which
effectively results in the hole being displaced away and its eventual escape to fmedom in
the VB. The B atom introduced into the Si crystal therefore acts as an electron acceptor
and, because of this, it is called aG Acceptor impurity. The electron accepted by the
B atom comes from a nearby bond. On the energy band diagram, an election leaves the
VB and gets accepted by a B atom, which becomes negatively ched. , This process
leaves a hole in the VB that is We to wander away, as illustrated in Figure 5.12.

It is apparent that doping a silicon crystal with a trivalent impurity results in a
p-type material. We have many more holes than electrons for electrical conduction

3 The piad ce b.fowd in odvanced ndksia$e physia iexh.
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rr. 5.11 Borondoped Si crystal.
B has only three valence electrons. When it substitutes For a Si atom, one of its bonds
has on electron missing and therefore a hole, as shown in )o). The hole orbits around
the B site by the tunneling of electrons from neighboring bonds, as shown in )b)
Eventually, thermally vibrating Si atoms provide enough energy to free the hale from

the B- site into the VB, as shown.

Electron energy

B atom
	 106 Si

x Distance
into crystal

Ell	 f
E •us.•

io.ocv
I. ••• SI•
IIIe•SI•II YR

F3gune 5.12 Energy bond
diagnose for o ptype Si doped with
1 ppm B.

There are acceptor energy levels E.

just above E, around 8 sites These
acceptor levels accept electrons from
the VB and therefore create holes in
the YB

since the negatively charged B atoms are immobile and hence cannot contribute to the

conductivity. If the concentration of acceptor impurities N0 in the crystal is much

greater than the intrinsic concentration is, then at room temperature all the acceptors

would have been ionized and thus p N0 . The electron concentration is then deter-

mined by the mass action law, a = n/N0 , which is much smaller than p, and conse-

quently the conductivity is simply given by or = eNitr.

Typical ionization energies for donor and acceptor atoms in the silicon crystal are

summarized in Table 5.2,
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513 COMPENSATION DOPING

What happens when a semiconductor contains both donors and acceptors? Com-

pensation doping is a term used to describe the doping of a semiconductor with both
donors and acceptors to control the properties. For example, a p-type semiconductor

doped with N. acceptors can be converted to an n-type semiconductor by simply

adding donors until the concentration Na exceeds N,,. The effect of donors compen-
sates for the effect of acceptors and vice versa. The electron concentration is then

given by Nd - N. provided the latter is larger than n. When both acceptors and
donors are present, what essentially happens is that electrons from donors recombine
with the holes from the acceptors so that the mass action law np = n1 is obeyed. Re-
member that we cannot simultaneously increase the electron and hole concentrations
because that leads to an increase in the recombination rate that returns the electron
and hole concentrations to satisfy np = n. When an acceptor atom accepts a valence
band electron, a hole is created in the VB. This hole then recombines with an elec-

tron from the CB. Suppose that we have more donors than acceptors. If we take the
initial electron concentration as n = Nd, then the recombination between the elec-
trons from the donors and N,, holes generated by N. acceptors results in the election
concentration reduced by N. to n = N - N,,. By a similar argument, if we have
more acceptors than donors, the hole concentration becomes p = N,, - Nd, with
electrons from Nd donors recombining with holes from N. acceptors. Thus there are
two compensation effects: 	

2

I. More donors: Wd—N,,>>n,	 n=(Nd—N) and p=
(N - N,,)

ni2. More acceptors: N. - Na>> n i	p = (N,, - N) and n=--
(N,,—N4)

l'hese arguments assume that the temperature is sufficiently high for donors and
acceptors to have been ionized. This will be the case at room temperature. At low tern-
peratwes, we have to consider donor and acceptor statistics and the charge neutrality

of the whole 
crystal, 

as in Example 5.8.

:f1'itItI RES1SI1VflYOf NOW AND DOB) Si Find the resistance of a I cm pure silicon crystal.
What is the resistance when the crystal is doped with arsenic il the doping isl inIO 9 , that is,
I part per billion (ppb) (note that this doping corresponds to one foreigner living is China)?
Given data: Atomic concentration in silicon is 5 x 101 cm- ', a = 1.0 x 10 10 cm-3,

= 1350 c& V c', and 14, = 450cm2 V's'.
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SOHMON

For the intrinsic case, we apply

a = ent + ep = en(J, + jr)

so	 a = (l.6x lti' 9 C)(I.0 x l0'°cm 3 )(1350 +450c&V'S)

= 2.88 x 10i' cm

Since L I cm and A = 1 cm', the resistance is

LI
R=_-=-3.47Xl03 Q	 or	 347k?

a  0

When the crystal is doped with I in 10, then

N5 	 5xI0
Nd = - = lo = 5 x l0°cm3

10n 

At room temperature all the donors are ionized, so

= Nd = 5 x 10" cm

The hole concentration is

' i2
	 (1.0 x l0'°)2

'3	
l0'cm'4n

Therefore,

a = en = (1.6 x l0' C)(5 x 10° cm)(1350cm 2 V' s)

= 1.08 x 10' 1' cm'

Further, a 	 or

Notice the drastic fall in the resistance when the crystal is doped with only I in 10 1 atoms.

Doping the silicon crystal with boron instead of arsenic, but still in amounts of tin I0,

means that N. = 5 x b' 3 cm', which results in a conductivity of

a = epLa = (1.6 x 10'9 C)(5 x 1013cm 3)(450 Cm2 V 1 s')

= 3.6 x l0 3 fl 1 cm'

Therefore,	 R=—=-=278
or 	 a

The reason fora higher resistance with p-type doping compared with the same amount of n-type

doping is that ph <

COMPNSA11OI'1 DO4'ING An n-type Si semiconductor containing 10" phosphonis . (donor) Ijl'fl!It1
atoms cm has been doped with iø' boron (acceptor) atoms cm'. Calculate the electron and

hole concentrations in this semiconductor.

WON

This semiconductor has been compensation doped with excess acceptors over donors, so

N. —Nd = 10° 10 6 = 9 x lO"cm
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This is much larger than the intrinsic concentration ii, = 1.0 x 1 0'0 cm' at room tempera-
ture, so

p = N, - N1 = 9 x l0'6cm
The electron concentration

a 2	(1.0 x l0'°cm)2
= _i_ = ---	

= 1.1 x 
to, 

cm
p	 (9 x t06cm3)

Clearly, the electron concentration and hence its contribution to electrical conduction is
completely negligible compared with the hole concentration. Thus, by excessive boron doping,
then -type semiconductor has been converted to a p-type semiconductor.

f$-J THE FERMI LEVEL IN n- AND p-TYPE Si An n-type Si wafer has been doped uniformly with
1016 antimony (Sb) atoms cm - '. Calculate the position of the Fermi energy with respect to the
Fermi energy EF, in intrinsic Si. The above n-type Si sample is further doped with 2 x lO
boron atoms cm. Calculate the position of the Fermi energy with respect to the Fermi energy
E, in intrinsic Si. (Assume that T = 300 K, and k T = 0.0259 eV)

WflON

Sb gives n-type doping with N1 = l0'6cm3,and Since N1 >> n (= lOx 10 10 cm), we have
n = N1 = 10 16 cm-1

For intrinsic Si,

[ (E, - E,1)li = Nexp[-

whereas for doped Si,

1. (E,—E,,)1
n=NexP[— 

hr 
j=N1

where EF, and E, are the Fermi energies in the intrinsic and n-type Si. Dividing the two ex-
pressions,

N1I(E,.—E,)- = expi
it	 I	 kT

so that

Ep, = kTln() = (0.O259 eV) In(W) = 0.36 eV

When the wafer is further doped with boron, the acceptor concentration is
N, = 2 x 10' 7 cni 1 > N1 = 10 16 cnr3

The semiconductor is compensation doped and compensation converts the semiconductor to
p-type Si. Thus

p = N, - N1 = (2 x tO" _lOmn) = 1.9 x lO°cm'
For intrinsic Si, I	 n—s.)

n1=N,exp1— (E 
kT

whereas for doped Si, 	 -

P = N.exp[_T E,)J = N. - Nd
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where E, and E, are the Fermi energies in the intrinsic and p-type Si, respectsvely. Dividing

the two expressions,
P[(EFP — Er,)

n	 L	 kT

so that

Eip-	 = —kTln 1 	 = (0.0259 eV) In
/ 1.9 x

= 0.43 eV

ENERGY BAIl) DIAGRAM OF AN n-TYPE SEMICONDUCTOR CONNECTED TO A VOLTAGE ifJlJI$i
SUPPLY Consider the energy band diagram for an n-type semiconductor that is connected to a

voltage supply of V and is carrying a current. The applied voltage drops uniformly along the

semiconductor, so the electrons in the semiconductor now also have an imposed electrostatic
potential energy that decreases toward the positive terminal, as depicted in Figure 5.13. The

whole band structure, the CB and the VB, therefore tilts. When an electron drifts from A toward

Figure 5.13 Energy bond diagram of an
n-type semiconductor connected ton voltage
supplyd Vvolts.

The whole energy diagram tilts because the
electron now also has an electrostatic potential
energy.

Electrostatic PE(x) -eV

n-type semiconductor
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8, its PE decreases because it is approaching the positive terminal, The Fermi level Ep is above
that for the intrinsic case, Eh.

We should remember that an Impottanti*operty of the Fermi level is that a change in E
within a system is available externally to do electrical work. As a corollary we note that when

electrical work is done on the system, for example, when a battery is connected to a semicon-
ductor, thea EF is not uniform throughout the Jwhole system. A change in EF ' within a system
A Ep is equivalent to electrical work per electr&i ore V. E, therefore follows the electrostatic
PE behavior, and the change in Er from one end to the other, EF(A) - EF(R), is just eV, the
energy expended in taking an electron through the semiconductor, as shown in Figure 5.13.
Electron concentration in the semiconductor is uniform, so E, - EF must be constant from one
end to the other. This the C13, VB, and £p all bend by the same amount.

5.3 TEMPERATURE DEPENDENCE OF CONDUCTIVITY

So far we have been calculating conductivities and resistivities of doped semiconduc-

tors at room temperature by simply assuming that n Nd for n-type and p N for

p-type doping, with the proviso that the concentration of dopants is much greater than
the intrinsic concentration n. To obtain the conduc'tivity at other temperatures we have

to consider two factors: the temperature dependence of the carrier concentration and
the drift mobility.

5.3.1 CARRIER CONCENTRATION TEMPERATURE DEPENDENCE

Consider an n-type semiconductor doped with Nd donors per unit volume where
Nd >> n,. We take the semiconductor down to very low temperatures until its con-

ductivity is practically nil. At this temperature, the donors will not be ionized be-

cause the thermal vibrational energy is insufficiently small. As the temperature is

increased, some of the donors become ionized and donate their electrons to the CB,

as shown in Figure 5.14a. The Si-Si bond breaking, that is, thermal excitation from
E. to E, is unlikely because it takes too much energy. Since the donor ionization
energy AE = E, - Ed is very small (<<E5 ), thermal generation involves exciting
electrons from Ed to Er. The electron concentration at low temperatures is given by
the expression

1/2	 / tE\
it	 (iNriti) exP(_ . )	 15.191

similar to the intrinsic case, that is,

it =15.201
\ 2kT)

Equation 5.20 is valid when thermal generation occurs across the bandgap E
from E to E,.. Equation 5.19 is the counterpart of Equation 5.20 taking into account

that at low temperatures the excitation is from E t to E, (across A E) and that instead
of N, we have Nd as the number of available electrons. The numerical factor in
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Figure 5.14

la) Below T. the eioclron concentration is controed by the ionizotionof the donors.

) Between T, and T. the electron conce*oticwi is equal to the concentration at donors
since they would all have ionized.

Ccl M high temperalures, thernolly generated electrons from the YB exceed the number
of electrons from ionized donors and the semiconductor behaves as if intrinsic

Equation 5.19 arises because donor occupation statistics is different by this factor from
the usual Fermi—Dirac function, as mentioned earlier.

As the temperature is increased further, eventually all the donors become ion-
ized and the electron concentration is equal to the donor concentration, that is,
it = N, as depicted in Figure 5.14b. This state of affairs remains unchanged until
very high temperatures are reached, when thermal generation across the bandgap be-
gins to dominate. At very high temperatures, thermal vibrations of the atoms will be
so strong that many Si—Si bonds will be broken and thermal generation across E0

will dominate. The electron concentration in the CB will then be mainly due to ther-
mal excitation from the VB to the CB, as illustrated in Figure S. 14c. But this process
An geiierasas.an equal concentration of holes in the VB. Accordingly, the semicon-
diictor behaves as if it were intrinsic. The electron concentration at these tempera-
tures will therefore be equal to the intrinsic Concentration it,, which is given by
Equation 5.20.

The dependence of the electron concentration on temperature thus has three
regions:

1. Low-temperature range (T < 1',). The increase in temperature at these low
temperatures ionizes more and more donors. The donor ionization continues until we
reach a temperature T, called the saturation temperature, when all donors have been
ionized and we have saturation in the concentration of ionized donors. The electron
concentration is given by Equation 5.19. This temperature range is often referred to as
the ionization range.

2. Medium-temperature range (T1 < T < T1). Since nearly all the donors
have been ionized in this range, n = Nd. This condition remains unchanged until
T = i, when it,, which is temperature dependent, becomes equal to N. It is this
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temperature range T, < T < Ti that utilizes the n-type doping properties of the semi-

conductor in pn junction device applications. This temperature range is often referred

to as the extrinsic range.

3. High-temperature range (T> Ti). The concentration of electrons gener-

ated by thermal excitation across the bandgap n, now much larger than N,1 , so the

electron concentration n = n(T). Furthermore, as excitation occurs from the VB to

the CB, the hole concentration p = n. This temperature range is referred to as the

intrinsic range.

Figure 5.15 shows the behavior of the electron concentration with temperature in

an n-type semiconductor. By convention we plot In(n) versus the reciprocal tempera-

ture T* At low temperatures, ln(n) versus T 'is almost a straight line with a slope

—(AE/2k), since the temperature dependence of N 17 ( T 4) is negligible com-

pared with the exp(—AE/2kT) part in Equation 5.19. In the high-temperature range,

however, the slope is quite steep and almost —E12k since Equation 5.20 implies

that

IE
fl

and the exponential part again dominates over the T
3/2 part. In the intermediate range,

n is equal to Nd and practically independent of the temperature.

tOu

to"

U
C0

1012

In(n)
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slope = -E,12k
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FIgure 5.15 The temperature dependence of he electron 	 Figure 5.16 The temperature dependence of the infrintic

concentration in on n-type semicandudo&	 Concentration.
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Figure 5.16 displays the temperature dependence of the intrinsic Concentration in

Ge, Si, and GaAs as log(n) versus I / T where the slope of the lines is, of course, a

measure of the bandgap energy E. The log(n) versus lIT graphs can be used to find,

for example, whether the dopant concentration at a given temperature is more than the

intrinsic concentration. As we will find out in Chapter 6, the reverse saturation current

in a pn junction diode depends on n, so Figure 5.16 also indicates how this saturation

current varies with temperature.

SATURATION AND INTRINSIC TEMPERATURES An n-type Si sample has been doped with 10 I*1lTIiI$!
phosphorus atoms cm. The donor energy level for P in Si is 0.045 eV below the conduction
band edge energy.

a. Estimate the temperature above which the sample behaves as if intrinsic.

b. Estimate the lowest temperature above which most of the donors are ionized.

SOWTION

Remember that n(T) is highly temperature dependent, as shown in Figure 5.16 so that as T
increases, eventually at T 1, n, becomes comparable to Nd. Beyond 1, n(T > T) Nd.
Thus we need to solve

n(T) = Nd = j15 
cm'

From the Iog(n,) versus 10/T graph for Si in Figure 5.16, when n, = 10 0 cm, (10'/ T, )
l.85, giving T,	 541 Kor268'C.

We will assume that most of the donors are ionized, say at T	 1',, where the extrinsic and
the extrapolated ionization lines intersect in Figure 5.15:

ft)'°	

/ AE
a	 expI----- ) e Nsn=-WN	

\ 2kT,/

This is the temperature at which the ionization behavior intersects the extrinsic region. In the
above equation, N4 = 10 15 cm, t.sE = 0.045 eV, and N, c< T 12 , that is,

I T ,\'2
N, (T,) =

Clearly, then, the equation can only be solved numerically. Similar equations occur in a wide
range of physical problems where one term has the strongest temperature dependence. Here,
exp(-E/kT,) has the strongest temperature dependence. First assume N, is that at 300 K,
N, = 2.8 x 119 cm - ', and evaluate 1',,

AE	 ___________________________ -0.045 eV	
54.7K-..=	

=i_2.8 x io' cm	 1tn(2N_)
4
	(862 x 10 eVK-') In 2.8

.0 x 10' cm-3)j

At  = 54.7 K,

/

N,(54.7 K) = N,(3 K)l - j = 2.1 x 10° cm-'
300,'
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With this new N, at a lower temperature, the improved 1', is 74.6 K. Since we only need an
estimate of 1',, the extrinsic range of this semiconductor is therefore from about 75 to 541 K or

–198 to about 268 °C.

TEMPERATURE DEPENDENCE OF THE ELECTRON By considering the mass
action law, charge neutrality within the crystal, and occupation statistics of electronic states, we
can show that at the lowest temperatures the electron concentration in an n-type semiconductor

-Electron	 is given by

concentration
in the

ionization
region

I. Charge carrier statistics.

F (E,.–Ep)l
n=N,exp–	 -1	 (I)

kT	 J

2. Mass action law.

np=n	 12)

3 Electrical neutrality of the crystal. We must have the same number of positive and neg-

ative charges:

131

where N is the concentration of ionized donors.

4. Statistics of ionization of the dopants.

N = N4 x (probability of not finding an electron at Ed ) = N4 )t - f4(E4)l

Nd

xp]

Solving Equations Ito 4 for n will give the dependence of n on Tand N,. For example,

from the mass action law, Equation 2. and the charge neutrality condition, Equation -, we get

n2
+ Nj' = in

0

This is a quadratic equation in n. Solving this equation gives

in 
= (N) + {(N,)2 +

Clearly, this equation should give the behavior olin as a function of Tand N4 when we also

consider the statistics in Equation 4. In the low-temperature region (T < T,), n is negligible in

the expression for a and we have

N4	 I	 F (E–E4)1

1(Ep–Ed)1
I +2exP['—'---]

\111	
I AE

n =	 exp–

where A £ = E, - E. Furthermore, at the lowest temperatures, the Fermi energy is midway

between Ed and F,.
There are only a few physical principles that must be considered to arrive at the effect of

doping on the electron and hole concentrations. For an n-type semiconductor, these are
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But the statistical description in Equation 1 is generally valid, so multiplying the low-
temperature region equation by Equation I and taking the square root eliminates EF from the
expression, giving

(I	
\111	

I (E' - Ed)
n=l-NNl expl----------

\2	 /	 L	 2kT

To find the location of the Fermi energy, consider the general expression

[_

(E -. E)
'2 = NreXP_

which must now correspond ton at low temperatures. Equating the two and rearranging to obtain
Ed we find

I	 IN,1
Er = -	 + —kTlnl --

2	 2	 \2N,

which puts the Fermi energy near the middle of A E = E. - Ed at low temperatures.

5.3.2 DRIFT MOBILITY: TEMPERATURE AND IMPURITY DEPENDENCE

The temperature dependence of the drift mobility follows two distinctly different tem-
perature variations. In the high-temperature region, it is observed that the drift mobility
is limited by scattering from lattice vibrations. As the magnitude of atomic vibrations
increases with temperature, the drift mobility decreases in the fashion ji oc T3.

However, at low temperatures the lattice vibrations are not sufficiently strong to be the
major limitation to the mobility of the electrons. It is observed that at low temperatures
the scattering of electrons by ionized impurities is the major mobility limiting mecha-
nism and 1L	 as we will show below.

We recall from Chapter 2 that the electron drift mobility t depends on the mean
free time r between scattering events via

er
=[5.211

in which

=

	

	 15.221
Sv15N,

where S is the cross-sectional area of the scatterer; v, is the mean speed of the elec-
trons, called the thermal velocity; and N, is the number of scatterers per unit volume.
If a is the amplitude of the atomic vibrations about the equilibrium, then S = ma t . As
the temperature increases, so does the amplitude a of the lattice vibrations following
61 2 oc T behavior, as shown in Chapter 2. An electron in the CB is free to wander
around and therefore has only KE. We also know that the mean kinetic energy per elec-
tron in the CB is 4T, just as if the kinetic molecular theory could he applied to all
those electrons in the CB. Therefore,

= kT
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e KE=niv	 KE>IPE1
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Figure 5. 7 Scallering of eIeclros by on ionized
mpufity.

so that v 1i	 T 112, Thus the mean time TL between scattering events from lattice vibra-

tions is

= ____-_ cc
	 cc

(Ira )vhN	 (T)(T

Lattice-

scattering-

limited

.mobility

which leads to a lattice vibration scattering limited mobility, denoted as ILL, of the form

JuL cc T 312	 15.231

At low temperatures, scattering of elections by thermal vibrations of the lattice

will not be as strong as the electron scattering brought about by ionized donor impuri-

ties. As an electron passes by an ionized donor As+ , it is attracted and thus deflected

from its straight path, as schsnatically shown in Figure 5.17. This type of scattering of

an electron is what limits the drift mobility at low temperatures.

The FE of art 	 at a distance r from an As+ ion is due to the Coulombic

attraction, and its magnitude is given by

C2

IPE=

If the KE of the electron approaching an Asv ion is larger than its FE at distance

from As 1 ,then the electron will essentially continue without feeling the FE and therefore

without being deflected, and we can say that it has not been scattered. Effectively, due

to its high KE, the electron does not el the Couloinbic pull of the donor. On the other

hand, if the KE of the electron is less than its FE at r from Ask , then the PE of the

Coulombic interaction will be so strong that the electron will be strongly deflected. This

is ittustrated in Figure 517. The critical radius r corresponds to the case When the elec-

tronis just scattered, which is when KE	 PE(r,). But average KE = kT,soatr =

3
-kT = IPE(r)I =
2	 47r6,r,rc

from which r = c2 1(6iree,kT). As the temperature increases, the scattering radius

decreases. The scattering cross section S = Yr r,2 is thus given by

S =	 cc
(6 yr CnCrk T)2
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Incorporating Vih or T"1 as well, the temperature dependence of the mean scattering
timer, between impurities, from Equation 5.22, must be

= —
Sv(hN, 

or 
(T 2)(T'/2	

cx
)N, 	N,

where N, is the concentration of ionized impurities (all ionized impurities including
donors and acceptors). consequently, the ionized impurity scattering limited mobility
from Equation 5.21 is

T312
li i	 15.241

Note also that IL, decreases with increasing ionized dopant concentration N,,
which itself may be temperature dependent. Indeed, at the lowest temperatures, below
the saturation temperature T5 , N, will be strongly temperature dependent because not
all the donors would have been fully ionized.

The overall temperature dependence of the drift mobility is then, simply, the recip-
rocal additions of the g, and he,. by virtue of Matthiessen's rule, that is,

403

Ionized
impurity
scattering
limited
mobility

I	 I	 I
- - + -	 15.251

Effective
/L,	 IL	 mobility

so the scattering process having the lowest mobility determines the overall (effective)
drift mobility.

The experimental temperature dependence of the electron drift mobility in both
Ge and Si is shown in Figure 5.18 as a log-log plot for various donor concentrations.
The slope on this plot corresponds to the index n in ji, or T 5 . The simple theoretical
sketches in the insets show how AL and ji, from Equations 5.23 and 5.24 depend on
the temperature. For Ge, at low doping concentrations (e.g., N, = 10' 3 cm 3 ), the
experiments indicate a e, or T' 5 type of behavior, which is in agreement with is,
determined by 15L in Equation 5.23. Curves for Si at low-level doping (es, negligible)

>
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Figure 5.18 Log-log plot of drib mobility versus
temperature For n.typ.. Ge and n-type Si samples.

Various donor concentrations For Si are shown. N, are in
cm-', The upper right inset is the simple theory For lattice
hrnited mobility, whereas the lower left inset is the simple
theory for impurity scatterirr9 limited tirobility.
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at high temperatures however, exhibit a p. cx T 25 type of behavior rather than T -

 can be accounted for in a more rigorous theory. As the donor concentration

increases, the drift mobility decreases by virtue of it  getting smaller. At the highest

doping concentrations and at low temperatures, the electron drift mobility in Si

exhibits almost a A, cx T 312 type of behavior. Similar arguments can be extended to the

temperature dependence of the hole drift mobility.
The dependences of the room temperature electron and hole drift mobilities on the

dopant concentration for Si are shown in Figure 5.19 where, as expected, past a certain

amount of impurity addition, the drift mobility, is overwhelmingly controlled by A I in

Equation 5.25.

5.3.3 CoNoucriviTY TEMPERATURE DEPENDENCE

The conductivity of an extrinsic semiconductor doped with donors depends on the
electron concentration and the drift mobility, both of which have been determined
above. At the lowest temperatures in the ionization range, the electron concentration

depends exponentially on the temperature by virtue of

n (
	 [ (ErEó)1
-	 exp—, j

which then also dominates the temperature dependence of the conductivity. In the

intrinsic range at the highest temperatures, the conductivity is dominated by the

temperature dependence of n i since

a =en1.p+p)

andn 1 isan exponential function oftemperature n osltrastt0IL cx lntheextnnsic

temperature range, n = Nd and-is constant, so the conductivity follows the temperature

dependence of the drift mobility. Figure 5.20 shows schematically the semilogarithmic

plot of the conductivity against the reciprocal temperature where through the extrinsic

range a exhibits a broad US" due to the temperature dependence of the drift mobility.
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EXAMPI.I 5.9

a. A Si sample has been doped with 10 17 arsenic atoms cm -1 . Calculate the conductivity of

the sample at 27°C (300 K) and at 121°C (400 K).

b. The above il-type Si sample is further doped with 9 x 1016 boron atoms cm. Calculate

the conàjctivityof the woe at2l°Cand 127°C.

SOUMON

a The arsenic dopant concentration, N1 = iO'7 cm 3 , is much larger than the intrinsic con-
centration n,,which means that  = N1 and p (n/Nj) si it and can be neglected. Thus

it = 10° cm 3 and the electron drift mobility at N1 = 1'7 cm 3 is 80 cm' V s from
the drift mobility versus dopant concentration graph in Figure 5.19, so

= ene, -F epj =

= (1.6 x IO	 C)(l0'7 cm)(8® cm' V s') = 12.8 	 cm'

At T = 127°C = 400K,

420cm2 V

(from the i versus Tgraph in Figure 5.18). Thus

or =eNj =6.72 9 -1 -cm

b. With fuilber doping we have N = 9 x 10 16 cm -1 , so from the compensation effect

N1 - N = I x 100 —9 x 1016 = 1016 cm3

SinceNj - N. n 1 ,we have ann-type material with it = N1 - N. = 10 16 cm 1 . Butthe

drift mobility now is about — 600 cm' V - I s- I because, even though Y1 —N is now

10" cm and not 10° cm, all the donors and acceptors are still ionized and hence still
scalier the charge carriers. The recombination of electrons from the donors and holes from
the acceptors does not alter the factdiat at room temperature all the dopants will be ionized.

27-
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Effectively, the compensation ellect is as if all elections from the donors were being
accepted by the acceptors Although with compensation doping the net electron concentra-
tion isn = N,0 N,, the drift mobility scattering is determined by (N,1 + N0 ), which in
this case is IOu + 9 x 1016 c m I = 1.9 x lO cm ',which gives an electron drift mo-
bility of —bII4J mi 2 V s at 300K and —400 cm' V	 at 400 K Then, neglecting the
hole conceniration p = u/(N.j - N0 ), we have

At 300K,	 a = e(N,i N0 )	 (1.6 x 10 9 C)( 10"' cm ' ) (600 cm' V

= 0.96 11 cm

At 400 K,	 a = e(Na	 (1.6 x tO	 C)(10 6 cm ')(400 cm' V` s I)

=0.64.Q 'cm

5.3.4 DEGENERATE AND NONDEGENERATE SEMICONDUCTORS

The general exponential expression for the concentration of electron in the CB,

n	 N0 exp - (!,
	 Er)

k T	
15.261

is based on replacing Fermi—Dime statistics with Boltzmann statisics, which is only

valid when E is several k T above Eb . In other words, we assumed that the number of

stales in the CB far exceeds the number of electrons there, so the likelihood of two

electrons trying to occupy the same state is almost nil This r.icans that the Pauli

exclusion principle can be neglected and the electron statistics can be described by the

Boltzmann statistics. N is a measure of the density of states in the CB. The Boltzinann

expression for n is valid only when n < N_ Tho,c ciniconductors for which it < N,
and p < N0 are termed nondegetierate semiconductors. They essentially follow all

the discussions above and exhibit all the normal seniiconductor properties outlined

above.

When the semiconductor has been exce.,mvely doped with donors, then n may beset

large, typically lO IS_I ((20 ciii 1, that ill' he comparable to or greater than N,.. In that

case the Pauli exclusion principle becomes important in the electron statistics and we

have to use the Fermi—Dirac statistics. Equation 5.26.26 forn is then no longervalid. Such

a semiconductor exhibits properties that are more metal-like than semiconductor-like;

for example, the resistivity follows p x T Semiconductors that have n > N or

p > N0 are called degenerate semiconductors.

The large carrier concentration in it semiconductor is due to its

heavy doping. For example, as the donor concentration in an n-type semiconductor

is increased, at sufficiently high doping levels., the donor atoms become so close to

each other that their orbitals overlap to form a nut lowenergy band that overlaps and

becomes part of the conduction band. E, is therefore slightly shifted down and E1

becomes slightly narrower. The valence electrons from the donors fill the band

from E. This situation is reminiscent of the valence electrons filling overlapping

energy bands in a metal. In a degenerate n-type semiconductor, the Fermi level is

therefore within the CB, or above E, just like Er is within the band in a metal. The
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(of Degenerate n.4ype semiconductor Large number of donors form a bond that overlaps
the CB.
b( Degenerate p-type semiconductor,

majority of the states between E, and E F are full of electrons as indicated in Figure
521. In the case of a p-type degenerate semiconductor, the Fermi level lies in the

VB below E,. It should be emphasized that one cannot simply assume that n = Nd

Of p = N in a degenerate semiconductor because the dopant concentration is so
large that they interact with each other. Not all dopants are able to become ionized
and the carrier concentration eventually reaches a saturation typically around

1020 cm -1 . Furthermore, the mass action law rip = n is not valid for degenerate

semiconductors.
Degenerate semiconductors have many important uses. For example, they are used

in laser diodes, zener diodes, and ohmic contacts in ICs, and as metal gates in many

microelectronic MOS devices.

5.4 RECOMBINATION AND MINORITY

CARRIER INJECTION

5.4.1 DIRECT AND INDIREC'! RECOMBINATION

Above absolute zero of temperature, the thermal excitation of electrons from the VB
to the ('B continuously generates free electron hole pairs. It should be apparent that
in equilibrium there should be some annihilation mechanism that returns the electron
from the CB down to an empty state (a hole) in the VB. When a free electron, wan-
dering around in the CB of a crystal, "meets' a hole, it falls into this low-energy
empty electronic state and fills it. This process is called recombination. Intuitively,
recombination corresponds to the free electron finding an incomplete bond with a
missing electron. The electron then enters and completes this bond. The free electron
in the CB and the free hole in the VB are consequently annihilated. On the energy
hand diagram, the recombination process is represented by returning the electron
from the CS (where it is free) into a hole in the VB (where it isin a bond). Figure 5.22
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shows a direct recombination mechanism, for example, as it occurs in GaAs, in which
a free electron recombines with a free hole when they meet at one location in the crys-
tal. The excess energy of the electron is lost as a photon of energy h v E. In fact, it
is this type of recombination that results in the emitted light from light emitting
diodes (LEDs).

The recombination process between an electron and a hole, like every other
process in nature, must obey the momentum conservation law. The wavefunction of an
electron in the CE, V'(kcti), will have a certain momentum hk b associated with the
wavevector k b and, similarly, the electron wavefunction ,b(k) in the VB will have
a momentum h k ,b associated with the wavevector k b . Conservation of linear mo-
mentum during recombination requifes that when the electron drops from the CB to
the VB, its wavevector should remain the same, k,,, k b . For the elemental semicon-
ductors, Si and Ge, the electronic states *,,,(k,) with k b  k t are right in the middle
of the VB and are therefore fully occupied. Consequently, there are no empty states in
the VB that can satisfy k = k b, and so direct recombination in Si and Ge is next to
impossible. For some compound semiconductors, such as GaAs and lnSb, for exam-
ple, the states with k = ka are right at the top of the valence band, so they are essen-
tially empty (contain holes). Consequently, an electron in the CB of GaAs can drop
down to an empty -electronic state at the top of the VB and maintain kb = kcb. Thus
direct recombination is highly probable in GaAs, and it is this very reason that makes
GaAs an LED material.

In elemental semiconductor crystals, for example, in Si and Ge, electrons and
holes usually recombine through recombination centers. A recombination center

increases the probability of recombination because it can "take up" any momentum
difference between a hole and election. The process essentially involves a third body,
which may be an impurity atom or a crystal defect. The electron is captured by the

recombination center and thus becomes localized at this site. It is 'held" at the center
until some hole arrives and recombines with it. In the energy band diagram picture
shown in Figure 5.23a, the recombination center provides a localized electronic state
below E, in the bandgap, which is at a certain location in the crystal. When an electron
approaches the center, it is captured. The electron is then localized and bound to this
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Figure 5.23 Recombination and trapping.

(al Recombination in Si via a recombination center
that has a localized energy level at E, in the bondgap,
usually near the middle.

(b) Trapping and detrapping of electrons by trapping
centers. A trapping center has a localized energy
level in the bandgap.
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center and "waits" there for a hole with which it can recombine. In this recombination
process, the energy of the electron is usually lost to lattice vibrations (as "sound") via
the "recoiling" of the third body. Emitted lattice vibrations are called phonons. A
phonon is a quantum of energy associated with atomic vibrations in the crystal analo-

gous to the photon.
Typical recombination centers, besides the donor and acceptor impurities, might

be metallic impurities and crystal defects such as dislocations, vacancies, or intersti-
tials. Each has its own peculiar behavior in aiding recombination, which will not be

described here.
It is instructive to mention briefly the phenomenon of charge carrier trapping

since in many devices this can be the main limiting factor on the performance. An
electron in the conduction band can be captured by a localized state, just like a recom-
bination center, located in the bandgap, as shown in Figure 5.23b. The electron falls

into the trapping center at E5 and becomes temporarily removed from the CB. At a

later time, due to an incident energetic lattice vibration, it becomes excited back into
the CB and is available for conduction again. Thus trapping involves the temporary re-
moval of the electron from the CB, whereas in the case of recombination, the electron
is permanently removed from the CB since the capture is followed by recombination
with a hole. We can view a trap as essentially being a flaw in the crystal that results in
the creation of a localized electronic state, around the flaw site, with an energy in the
bandgap. A charge carrier passing by the flaw can be captured and lose its freedom. The
flaw can be an impurity or a crystal imperfection in the same way as a recombination
center. The only difference is that when a charge carrier is captured at a recombination
site, it has no possibility of escaping again because the center aids recombination.
Although Figure 5.23b illustrates an electron trap, similar arguments also apply to

hole traps, which are normally closer to E,. In general, flaws and defects that give lo-

calized states near the middle of the bandgap tend to act as recombination centers.
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5A.2 MINORITY CARRIER LIFETIME

Consider what happens when an n-type semiconductor, doped with 5 x 1016 cm-'
donors, is uniformly illuminated with appropriate wavelength light to pliotogenerate
electron-hole pairs (EHPs), as shown in Figure 524. We will now define thermal equi-
librium majority and minority carrier concentrations in an extrinsic semiconductor. In
general, the subscript in orp is used to denote the type of semiconductor, and o to refer
to thermal equilibrium in the dark.

In an n-type semiconductor, electrons are the majority carriers and holes are the
minority carriers

n.,, is defined as the majority carrier concentration (electron concentration
in an n-type semiconductor) in thermal equilibrium in the dark. These electrons,
constituting the majority carriers, are thermally ionized from the donors.

p,.,, is termed the minority carrier concentration (hole concentration in an
n-type semiconductor) in thermal equilibrium in the dark. These holes that
constitute the minority carriers are thermally generated across the bandgap.

In both cases the subscript no refers to an n-type semiconductor and thermal equi-
librium conditions, respectively. Thermal equilibrium means that the mass action law
is obeyed and n,,.,p,,,, = n?.

When we illuminate the semiconductor, we create excess EHPs by photogen-
eration. Suppose that the electron and hole concentrations at any instant are denoted by
n, and p,, which are defined as the in.slanlaneous majority (electron) and minority
(hole) concentrations, respectively. At any instant and at any location in the semi-
conductor, we define the departure from the equilibrium by excess concentrations as
follows:

An, is the excess electron (majority carrier) concentration: tin, = n, - nm,

Lp,, is the excess hole (minority carrier) concentration: Ap, =p, - p,,,

Under illumination, at any instant, therefore

n,=n,,,,+Ann	 and	 p=p,,,+Ap
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Photoexcitation creates EHP5 or an equal number of electrons and holes, as shown

in Figure 5.24, which means that

= An,,

and obviously the mass action law is not obeyed: n,p,, ^ n, It is worth remember-

ing that

dn,,	 dAn,,	 dp,,	 dAp,,
and

di	 di	 do	 dt

since n,,,, and p,,,, depend only on temperature.
Let us assume thatwe have 'weak" illumination, which causes, say, only a lOpercent

change in flrn,, that is,

An,, = O.lnn-, = 0.5 x 
1016 

cm3

Then

tsp,, = An,, = 0.5 x 10'6cm3

Figure 5.25 shows a single-axis plot of the majority (n,,) and minority (p,,) concentra-

tions in the dark and in light. The scale is logarithmic to allow large orders of magni-
tude changes to be recorded. Under illumination, the minority carrier concentration is

p,, = p,,,,+ tsp,, = 2.0 x 10' + 0.5 x 10I60.5 x 1016= tsp,,

That is, p. tsp,,, which shows that although n,, changes by only 10 percent, p,,

changes drastically, that is, by a factor of =102
Figure 5.26 shows a pictorial view of what is happening inside an n-type semi-

conductor when light is switched on at a certain time and then later switched off again.

Obviously when the light is switched off, the condition p. = tsp,, (state B in Fig-

ure 5.26) must eventually revert back to the dark case (state A) where p. = p,,. In
other words, the excess minority earners tsp, and excess majority carriers An,, must

Figure 5.25 tow-level injection in on
n-type serrnconductor does not signilicantly
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Illumination
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Figure 5.26 Illumination of an n4ype semiconductor results in excess
electron and hole concentrations.

After the illumination the recombination process restores equilibrium; the
excess electrons and holes simply recombine.

Excess
minority
çarier
Q&ent ration

be removed. This removal occurs by recombination. Excess holes recombine with the
electrons available and disappear. This, however, takes time because the electrons and
holes kave to find each other. In order to describe the rate of recombination, we intro-
duce a temporal quantity, denoted by rh and called the minority carrier lifetime
(mean recombination time), which is defined as follows: rh is the average time a hole
exists iii the VB from its generation to its recombination, that is, the mean time the hole
is free before recombining with an electron. An alternative and equivalent definition is
that I /rh is the average probability per unit time that a hole will recombine with an
electron. We must remember that the recombination process occurs through recombi-
nation centers, so the recombination time rh will depend on the concentration of these
centers and their effectiveness in capturing the minority carriers. Once a minority
carrier has been captured by a recombination center, there are many majority carriers
available to recombine with it, so rh in an indirect process is independent of the ma-
jority carrier concentration, This is the reason for defining the recombination time as a
minority carrier lifetime.

If the minority carrier recombination time is, say, 10 s, and if there are some 1000
excess holes, then it is clear that these excess holes will be disappearing at a rate of
1000/10 s = 100 per second. The rate of recombination of excess minority carriers is
simply p,/r5 . At any instant, therefore,

Rate of increase in excess =	 Rate of	 - Rate of recombination
hole concentration 	 photogeneration	 of excess holes

If Gr,, is the rate of photogeneration, then clearly the net rate of change of tsp, is

dtsp,tsP,,
15.271
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This is a general expression that describes the time evolution of the excess minor-

ity carrier concentration given the photogeneration rate G, the minority carrier life-

time r5 , and the initial condition at I= 0. The only assumption is weak injection

(.p, <n).

We should note that the recombination time Th 
depends on the semiconductor

material, impurities, crystal defects, temperature, and so forth, and there is no typical

value to quote. It can be anywhere front nanoseconds to seconds. Later it will he shown

that certain applications require a short r,, as in fast switching of pit junctions,

whereas others require a long T, for example, persistent luminescence.

PHOTORESPONSE TIME Sketch the hole concentration when a step illumination is applied

an n-type semiconductor at time! = 0 and switched off at time i = t(> c,).

SOWT1ON

We use Equation 5.27 with Gh = constant in 0 i	 t. Since Equation 5.27 is  first-order

differential equation, integrating it jokisimply find

in G - I	 II =	 + C1
\ Th	 T

where C is the integration constant. At t = 0,	 = 0, so C 1 = In G. Therefore the solu-

tion is

:\1
Ap0 (t) = rnG[	

(
i - exp -	 JI	 0< i <	 15.281

1* / J

We see that as soon as the illumination is turned on, the minority carrier concentration

rises exponentially toward its steady-state value p(oo) = c, G, - This is reached after a time

I > r.

At the instant the illumination is switched off, we assume that i o >> c,, so that from Equa-

tion 5.28,

p0(1O) =

We can define Ito be the time measured from! = :, that is, I' = I -	 Then

= 0) =

Solving Equation 5.27 with G5	 0 in i > toll or I' > 0 1 we get

Ap0 (i) = AP,(0)
\ T

where Ap. (0) is actually an integration constant that is equivalent to the boundary condition on

Ap, at I' = 0. Putting i = 0 and Ap. = Vi G, gives

Ap,(i')= riGexP(--)

We see that the excess minority carrier concentration decays exponentially from the

instant the light is switched off with a time constant equal to the minority carrier recom-

bination time. The time evolution of the minority carrier concentration is sketched in

Figure 5.27.
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Figure 5.28 A semiconductor
slab of length 1, width W, and depth
0 is illuminated with light of
wavelength A. 1t'' is the steady-state
photacurrent.
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G

ittat ion

--:,------, Ap,,(ll=p(0)exp(-t'/r1,)

Time,
0	 1^u_ 

1

Figure 5.27 Illumination is switched on at time ISO and then oil at
tdt.

The excess minority carrier concentration sp 0{t) rises exponentially to its
steady-state value with a time constant r. From t0jt, the excess minority
carrier concentration decays exponentially to its equilibrium value.

•Ti!I1Il PHOTOCONDUCTIVITY Suppose that a direct bandgap semiconductor with no traps is illu-
minated with light of intensity 1(A) and wavelength A that will cause photogeneration as shown
in Figure 5.28. The area of illumination is A = (L x W), and the thickness (depth) of the
semiconductor is 1). If q is the quantum efficiency (number of free EHPs generated per ab-
sxrrbed photttn) and r is the recombination lifetime of the photogenerated carriers, show that the
steady-state photoconductivity, defined as

Aa = a(in light) - a(in dark)

is given by

$teady-stcte

conductivity
A photoconductive cell has a CdS crystal I min 

I mm wide, and 0.1 min with
electrical contacts at the end, so the receiving area of radiation is I mns5, whereas the area of
each contact is 0.! mm. The cell is illuminated with a blue radiation of wavelength 450 urn and
intensity I mW/cm2. For unity quantum efficiency and an electron recombination time of  ms,
calculate

a. The number of EFIPs generated per second

b. The photoconductivity of the sample

c. The photocurrent produced if 50 V is applied to the sample

Note that a CdS photoconductof is a direct bandgap semiconductor with an energy gap
Eg = 16 eV, electron mobility u, 0.034 m t V -t s, and hole mobility = 0A18
rn2 V' s.

SOLUTION	 -

If rph is the number of photons arriving per unit area per unit second (the photon flux), then
l', = 1/ho where I is the light intensity (energy flowing per unit area per second) and he
is the energy per photon. The quantum efficiency 

if 
is defined as the number of free EHPs

erlIAv(Iz, +yu,)
15.301

hcD
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generated per absorbed photon. Thus, the number of EIIPs generated per unit volume per

second, the phologefleratiOn rate per unit volume G ph is given by

II\

fit 	 steady state,

dn
= G - - = 0

dt	 r

C )IA
An =	

= heD

But, by definition,

Aa = es, An + eA h Ap C An( + ls)

since electrons and holes are generated in pairs. A n = Ap.Thus, substituting for A n in the An

expression. we get Equation 5.30:

Aa
eIAr(a, + z)

=
hcD

a. The photogeneration rate per unit time is not G 5 ,, which is per unit time per unit volume.

We define EHPph as the total number of EHPs photogenerated per unit time in the whole

volume (AD). Thus

EHP = Total photogeneration rate

IA
= (AD)G 5A = ( AD) — = 

AflIA
-

hcD	 he

= [(10	 x 10' m1 )(I)( I0	 x 101 is t m 2 )(450 x 10-'in))

[(6.63x 101 s)(3 	 10' in

= 2.26 x IO°EHPs

b. From Equation 5.30,

c TAT (s, +i1)
An=

hcD

That is

(1.6 x 10	 C)(1)(10 -1 x 10 1 j s m 1 )(450 x to m)(1 x I0 s)(0.0358 in' V'
An =

(6.63 x 10	 I s)(3 x lot ms )(U. I x lO m)

= 1.30

e. Photocwient density will be

Al = E Au = (1.30	 m')(50V/l0i
n) = 6.50 x 104Ani1
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Thus the photocutient

A! = A A) = (I0 x 0.1 x 10 - 'm2 )(6.50 x tO Am-')

= 6.5 x 10 3 A or 6.5mA

We assumed that all the incident radiation is absorbed.

53 DIFFUSION AND CONDUCTION EQUATIONS,
AND RANDOM MOTION

It is well known that, by virtue of their random motion, gas particles diffuse from high-
concentration regions to low-concentration regions. When a perfume bottle is opened
at one end of a room, the molecules diffuse out from the bottle and, after a while, can
be smelled at the other end of the room. Whenever there is a concentration gradient of
particles, there is a net diffusional motion of particles in the direction of decreasing
concentration. The origin of diffusion lies in the random motion of particles. To quan-
tify particle flow, we define the particle flux r just like current, as the number of par-
ticles (not charges) crossing unit area per Unit time. Thus if A N particles cross an area
A in time At, then, by definition, the particle flux is

!:kJiititionq.f
.patticlefluk

Definition

of current:
dent ity

AN
F =

	

	 (5.31!
A At

Clearly if the particles are charged with a charge Q (—e for electrons and +e for
holes), then the electric current density J, which is basically a charge flux, is related to
the particle flux F by

J=Qr	 15.321

Suppose that the electron concentration at some time t in a semiconductor de-
creases in the x direction and has the profile n(x, t) shown in Figure 5.29a. This may
have been achieved, for example, by photogeneration at one end of a semiconductor.
We will assume that the electron concentration changes only in the x direction so that
the diffusion of electrons can be simplified to a one-dimensional problem as depicted
in Figure 5.29a. We know that in the absence of an electric field, the electron motion is
random and involves scattering from lattice vibrations and impurities. Suppose that £
is the mean free path in the x direction and r is the mean free time between the scat-
tering events. The electron moves a mean distance £ in the +x or —x direction and then
it is scattered and changes direction. Its mean speed along xis v, = £/r. Let us evalu-
ate the flow of electrons in the +x and —x directions through the plane at x and hence
find the net flow in the +x direction.

We can divide the xaxis into hypothetical segments of length £ so that each segment
corresponds to a mean free path. Going across a segment, the electron experiences one
scattering process. Consider what happens during one mean free time, the time it takes
for the electrons to move across a segment toward the left or right. Half of the electrons
in (x. - £) would be moving toward x and the other half away from x,, and in time r
half of them will reach x, and cross as shown in Figure 5.29b. If , I is the concentra-
tion of electrons at .r0 - !, then the number of electrons moving toward the right to
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n(x, 0	 Nd d.1me diftenioe flur

1_Li_VI
t Xu f	 x-1'	 x , 	x,+t

Ia)	 x,-( x+t

Figure 5.29

(a) Arbitrary electron concentration Mx, I) prohie in a semiconductor. There is a net diffurron

(flux) of electrons from higher to lower concentrations.

( Expanded view of two adjacent sections at 4 There are more electrons crossing x comint

Irom t
h
e left (;- £} than coming from the right (x., + ).

mss x, is i n, Al where A is the cross-sectional area and hence At is the volume of the

segment. Similarly half of the electrons in (Xn + 1) would be moving toward the left

and in time r would reach i. Their number is i nAf where n 2 is the concentration at

io + it. The net number of electrons crossing x 5 per unit time per unit area in the +x

direction is the electron flux rn,

niAt- fniAt

A 

that is,

Fr --(n2 -n i )	 15.331

As far as calculus of variations is concerned, the mean free path £ is small, so we

can calculate 01 2 - n 1 from the concentration gradient using

fdn\	 Idn\
nz_nt

\dxJ	 \dr/

We can now write the flux in Equation 5.33 in terms of the concentration gradient as

£2 Idn

2r dx

or

1, = -De	 15.341
dx
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where the quantity (e 2 /2) has been defined as the diffusion coefficient of electrons

and denoted by U,. Thus, the net electron flux F, at a position x is proportional to the

concentration gradient and the diffusion coefficient. The steeper this gradient, the

larger the flux F,. In fact, we can view the concentration gradient dn/dx as the driving

force for the diffusion flux, just like the electric field — (dV/dx) is the driving force

for the electric current: J = o''E = –or (d V/dx).
Equation 5.34 is called Fick's first law and represents the relationship between

the net particle flux and the driving force, which is the concentration gradient. It is the

counterpart of Ohm's law for diffusion. Dr has the dimensions of m2 s' 1 and is a inea-

sure of how readily the particles (in this case, electrons) diffuse in the medium. Note

that Equation 5,34 gives the electron flux F, at a position x where the election con-

centration gradient is dn/dx. Since front 5.29, the slope dn/dx is a negative

number, F, in Equation 5.34 comes out positive, which indicates that the flux is in the

positive x direction. The electric current (conventional current) due to the diffusion of

electrons to the right will he in the negative direction by virtue of Equation 5.32. Rep-

resenting this electric current density due to diffusion as Jr,, we can write

dn
Jr,, = –el', = eD,—	 [5.351

dx

In the case of a hole concentration gradient, as shown in Figure 5.30, the hole flux

F(x) is given by

I C =	
dp

dx

where Dh is the hole diffusion coefficient. Putting in a negative number for the slope

dp/dx, as shown in Figure 5.30, results in a positive hole flux (in the positive x direc-

tion), which in turn implies a diffusion current density toward the right. The current

density due to hole diffusion is given by

"/0,0 = i'h = - e D,	 15.361
dp

dx

Figure 5.30 Arbitrary hole Concentration p(x, tj profile	 p(r,l)	
No heir dit1ii,io flos

inc semiconductor,
icOuc crirnefli

There is  eel diffusion (flux) ol holes from higher lo lower
concentrations. There are more soles crossing x, coming
from the left (x,, -.Y) than coming from the right )x, t . tI.

a,

x_€, x+€
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Semitransparent electrode

/	 n . type semiconductor

Light

•'n1'-ø	 ..f	 + -	 Eiocrron s5tio,ro

+ 
+ +	 .4i.. EJcci,rnI,ti -

- + +	
11,& drfleiov

- + -

Figure 5.31 When therein an electric
Field and also a concenfratiorr gradient,

Icharge carriers move both by diffusion and
I	 drift.
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Suppose that there is also a positive electric field E, acting along +x in Figures 5.29

and 5.30. A practical example is shown in Figure 5.31 in which a semiconductor is

sandwiched between two electrodes, the left one semitransparent. By connecting a hat

tery to the electrodes, an applied field of! is setup in the semiconductor along +x,

The left electrode is continuously illuminated, so excess EHPs are generated at this

surface that give rise to concentration gradients in n and p. The applied field imposes

an electrical force on the charges, which then try to drift. Holes drill toward the right

and electrons toward the left. Charge motion then involves both drift and diffusion.

The total current density due to the elections drilling, driven by E 5 , and also diffusing.

driven by dn/dx, is then given by adding Equation 5.35 to the usual electrondrift

current density,

J,. = enit,E, -I- el),,---	 15.371
sJ.c

We note that as E, is along x, 5t) is the drift current (first term). but the diffusion

current (second term) is actually in the opposite direction by virtue of a negativcdn/d.s.

Similarl y, the hole current dire to holes drifting and diffusing. Equation 5.36, is

given by

djr
= ejiu i,L	 . cD,	 (5.381

dx

Itt this case the drifi and diffusion currents are in the same dire( lion ,

We mentioned that the diffusion coefficient is a measure of the case with which the

diffusing charge carriers move in the medium. But Wft mobility is also a rimeasitre of

the ease with which the charge carriers move in the medium. The two quantities are

related through the Einstein relation,

Total electron

current thi,e to

drift and

d)jjuriomt

Total hale

current due to

drift and

diffusion

1),.	 k T	 D,,	 k 1	 Einstein
=	 and	 -- =	 15.391

/5;,	 r'	 relation

In other words, the diffusion coefficient is proportional to the temperature and

mobility. This is a reasonable expectation since increasing the temperature will
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increase the mean speed and thus accelerate diffusion. The randomizing effect against
diffusion in one particular direction is introduced by the scattering of the carriers from
lir.e vibrations, impurities, and so forth, so that the longer the mean free path
hetwecti cattcring events, the larger the diffusion coefficient. This is examined in

E..iple 5.12.
We equated the diffusion coefficient D to £2 /2r in Equation 534. Our analysis, as

represented in Figure 5.29, is oversimplified because we simply assumed that all elec-
trons move a distance e before scattering and all are free for a timer. We essentially as-
sumed that all those at a distance t from x, and moving toward x cross theplane exactly
in time r. This assumption is not entiHy true because scattering is a stochastic process
and consequently not all electrons moving toward x,, will cross it even in the segment
of thickness f. A rigorous statistical analysis shows that the diffusion coefficient is
given by

Diffusion	
D	 15.401

coefficient	 C

•*:g usg i TIlE EINSTEIN RELATION Using the relation between the drift mobility and the mean free time
r between scattering events and the expression for the diffusion coefficient 0 = 1 2 /r, derive
the Einstein relation for electrons.

SOLUTION

In one dimension, for example, along x, the diffusion coefficient for electrons is given by
= f2 /r where £ is the meati free path alone v and r is the mean free time between scatter-

ing events for electrons. The mean free path £ = u r, where u, is the mean (or effective) speed
of the electrons along x. 't'hus,

0, = vr

In the conduction band and in one dimension, the mean KEof electrons is kT, so kT =
rn u where rn; is the effective mass of the electron in the CB. This gives

kT

In,

Substituting for v, in the 0, equation, we get,

0,
kTr kTIer
- = - I -
M;	 e\rn

Furthet, ve know from Chapter 2 that the electron drift mobility s.c, is related to the mean
free timer via a, = er/rn, so we can substitute for r to obtain

k 
=

which is the Einstein relation. We assumed that Boltzmann statistics, that is, u =
is applicable, which, of course, is true for the conduction band electrons in a semiconductor
but not for the conduction elections its a metal, Thus, the Einstein relation is only valid for
electrons and holes in a nondegenerate semiconductor and certainly not valid for electrons in
a lietal.
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DFUSION COflaENrO (LECI11ONS IN Si Calculate the diffuion coefficient of elections •*gVl!III

at 27°C in n-type Si doped with 1015 As atoms cm'.

soLunON

From the js, versus dopant concentration graph, the electron drift mobility p, with 10° cm -

of dopants is about 1300 cm 2 Vs', so

= ^-'kT = (1300 cm 2 V c 5(0.0259 V) = 337cm 2 s

BUILT-IN POIflfflAL DUE TO DOPING VARIATION Suppose that due to a variation in the t=
amount of donor doping in a semiconductor, the electron concentration is nonuniform across the

semiconductor, that is, n = n(x). What will be the potential difference between two points in

the semiconductors where the electron concentrations are n 1 and n,! If the donor profile in an

n-type semiconductor is N(x) = N, exp(-x/h), where b is a characteristic of the exponential
doping profile, evaluate the built-in field E, What is your conclusion?

SOWTION

Consider a nonuniformly doped n-type semiconductor in which immediately after doping the
donor concentration, and hence the electron Concentration, decreases toward the right. Ini-
tially, the sample is neutral everywhere. The electrons will immediately diffuse from higher- to

lower-concentration regions. But this diffusion accumulates excess electrons in the right re-

gion and exposes the positively charged donors in the left region, as depicted in Figure 5.32.
The electric field between the accumulated negative charges and the exposed donors prevents
further accumulation. Equilibrium is reached when the diffusion toward the right is Just bal-

anced by the drift of electrons toward the left. The total current in the sample must be zero (it
is an open circuit),

dir
J=enE,+et 1- =0

But the field is related to the potential difference by 'L, = (d V/dx), so

d 	 dn
-en— + eD,-- = 0

dx	 dx

Exposed	 n,	 ii

As' donor	 I•	 -I
-4------

-. 1' •

$ S

• 
.5

Ikh4t! II'
_111. Diffusion flux

4- Drift

Net CUITCIII = 0

Figur. 5.32 Nonuniform doping profile results in
electron diffusion toward the less concentrated
regions.

This exposes ponittvely charged donors and sets spa
built-in Field 'E,. In the steady stale, the diffusion of
elections toward the right is balanced by their dnh
toward the leFt.

28-
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We can now usc the Einstein elation n, I,,, = k Tie to eliminate D and P, and then can-
ccl di and integrate the equation,

kT ("'dn
I ilV	 —
i v,	 C i 3O	 ii

Integrating, we obtain the potential difference between points I and 2.

LI' (n,\
psenhial and	 V2 - V,= — In - J	 15.411
e(sieenh,cUon

To mid the built-in held, we will assume that (and this is a reasonable assumption) the dif-
soon of elections toward the light has not diashcally upset the original n(x) = N4 (x) vauia-
ion because the field builds up quickly to establish equilibrium. Thus

N(x) = Noexp(-)

Substituting into the equation for J, = 0, and again using the Einstein relation, we obtain L. as

kT
Built-infield	 I', = ----	 15.421

be

Note: As a result of the fabrication process,process, the base region of a bipolar transistoi has
nonuniform doping, which can be approximated by an exponential N(x). The resulting electric

field E, in Equation 542 acts to drift minority carriers faster and therefore speeds up the Iran-
sistor operation as discussed in Chapter h.

5.6 CONTINUITY EQUATION'

5.6.1 TIME-L)RPENDENT CONTINUITY EQUATION

Many semiconductor devices operate oil the principle that excess charge carriers are

injected into it semiconductor by external means such as illumination or an applied

voltage. The injection of caniers upsets the equilibrium Concentration. To determine

the carrier concentration at any point at any instant we need to solve the continuity

equation, which is based on accounting for the total charge at that location itt the semi-

cottductor. Consider all semiconductor slab as shown in Figure 5.33 in which

the hole concentration has been upset along ihe xaxis from its equilibrium value p,,

by some external means.

Consideran infinitesimally thin elemental volume A hx as itt Figure 5.33 in which

the holeconcentmation is p(.c, i). Thecurrent,densityatxduetoholcs flowing ititothe

volume is ./,, and that due to holes flowing out at .n -+ l.m is ./j, + Si,,. There is a change

in the hole current density J;,; that is, J5 (x, t) is not uniform along x. (Recall that the

Mal currcltt will also have a component due to electrons.) We assume that J,(x,,) and

PI(XS it do not change amiss the cross section along the y or z directions. If Ii,, is

I Thu -lion may be ik,pçmed wmthooi loss at ronhinouly. Ho pen
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Figure 5.33 Consider an
elemental volume A tx in which the
hole concentration is Mx, t.
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negative, then the current leaving the volume is less than that entering the volume,
which leads to an increase in the hole concentration in A lx. Thus,

I f —AU
- Rate of increase in hole concentration 	 [5.43]

Aöx	 e / due to the change in J5

The negative sign ensures that negative U5 leads to an increase in p,,. Recombination

taking place in A lix removes holes from this volume. In addition, there may also be
photogeneration at x at time t. Thus,

The net rate of increase in the hole concentration p. in A lx

= Rate of increase due to decrease in Jh Rate of recombination + Rate of
photogeneration

=-
	 + (ip	 [5.441

at	 e\dx/	 th

where r 1, is the hole recombination time (lifetime), G 5 is the photogeneration rate at .x

at time t, and we used 1J5/lx for lis/lx since .15 depends on x and:.
Equation 5.44 is called the continuity equation for holes. The current density J5 is

given by diffusion and drift components in Equations 5.37 and 5.38. There is a similar
expression for electrons as well, but the negative sign multiplying 0.1,lax is changed to

positive (the charge e is negative for electrons).
The solutions of the continuity equation depend on the initial and boundary condi-

tions. Many device scientists and engineers have solved Equation 5.44 for various
semiconductor problems to characterize the behavior of devices. In most cases unrer-
ical solutions are necessary as analytical solutions are not mathematically tractable. As
a simple example, consider uniform illumination of thesurface of a semiconductor with
suitable electrodes at its end as in Figure 5.28. Photogeneration and current density do
not vary with distance along the sample length, so OJs/x = 0. If AN is the excess

concentration. Ap. = p - p0. then the time derivative of p, in Equation 5.44 is the
same as hp,,. Thus, the continuity equation becomes

lAp.	 Ap,,
= -	 4 G	 15.451at
	 r,,

which is identical to the semiquantitativcly derived Equation 5.27 from which photo-
conductivity was calculated in Example 5.11.

Continuity

equation for
holes

Continuity

equation with
wilform
photo-
generadon
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5.6.2 STEADY-STATE CoNTiNurry EQUATION

For certain problems, the continuity equation can be further simplified. Consider, for ex-
ample, the continuous illumination of one end of an n-type semiconductor slab by light
that is absorbed in a very small thickness x0 at the surface as depicted in Figure 534a.
There is no bulk photogeneration, soG, = 0. Suppose we are interested in the steady-
state behavior; then the time derivative would be zero in Equation 5.44 to give,

15.461
e\ax

The hole current density .!, would have diffusion and drift components. If we
assume that the electric field is very small, we can use Equation 5.38 with 	 0 in
Equation 5.46. Further, since the excess concentration p(x) = 	 - p,,, we
obtain,

=	 15.471
dA a 	 L

where, by definition, L = 15rv and is called the diffusion length of holes. Equa-
ion 5.47 describes the steady .stte behavior of minority carrier concentration in a

semiconductor under time-invariant excitation. When the appropriate boundary condi-
tions are also included, its solution gives the spaiai dependence of the excess minor-

ity carrier concentration A p.(x).
In Figure 5.34a, both excess electrons and holes are phologeneraled at the surface,

but the percentage increase in the concentration of holes is much more dramatic since

n-type seniicouductor

-	 -
Light	 - + + - +	 -	

-	 Currents (mA)
--

Excess concentration

pr

p)

'De
4 t-----,----r

0	 21)	 40

- Diffusion
Drift

60	 80x(&m)

.4

figure 5.34
(a)S)eody-state excess carrier concentration profiles in an n-type ser niconduclor that is continuously illuminated at
one end.
(b)Majority and minority carrier current components in open circuit. Total current is zero.
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p,,, <<n,,. We will assume weak Injection, that is, Lp, <<n,. Suppose that illumi-

nation is such that it causes the excess hole concentration aix = 0 to be Ap,(0). As

holes diffuse toward the right, they meet electrons and recombine as a result of which

the hole concentration p(X) decays with distance into the semiconductor. If the bar is
very long, then far away from the injection end we would expect p, to be equal to the
thermal equilibrium concentration p,. The solution of Equation 5.47 with these

boundary conditions shows that Ap,(x) decays exponentially as

x
Ap(x) = AP.(0)e4(_ —)	 [5.48]

This decay in the hole concentration results in a bole diffusion current lD(X) that

has the same spatial dependence. Thus, if A is the cross-sectional area, the hole current is

Mfrorn•.
carrier,
ccmceiuri
long bar ..

	

dp,,(x)AeD5	 / x	 Hole

4	 = –AeD---- =	 [5.49] dffi.sior
dx	 L,, current

We find Ap,(0) as follows. Under steady state, the holes generated per unit time

in x, must be removed by the hole current (at x = 0) at the same rate. Thus,

,,
AD,

or	

Ax0G, = – lDh (0) =

1/2

tsp(0) = xGp (-_)	 (5.501
Dh

Similarly, electrons photogcnerated in x, diffuse toward the bulk, but their diffu-

sion coefficient D, and length L, are larger than those for holes. The excess electron

concentration An, decays as
I x\

An,(x) =	 (5.51]

where L = vfD_jh and An,(x) decays more slowly than tsp(x) as L, > L. (Note

that r = i.) The electron diffusion current Ii,., is

dn,(x)	 AeD	

( x )
	= AeD— = -----An,(0)exp ----	 15.521

dx	 L

The field at the surface is zero. Under steady state, the electrons generated per unit
time in x, must be removed by the electron current at the came rate. Thus, similarly to

Equation 5.50,
I/I

An(0) = xG	
th .)
	 15.53]

so that

Ap,,(0)	

( DAn,(0) =	
(5.54]

which is greater than unity for Si.

carrier
toncentrati
long baf,

Fkctron:

diffr.sion
current
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file 5.3 Currents inan infinite slab illuminated at one end For weak injection near the surface

Minority	 Majority
Diffusion	 Minority Drift 	 Diffusioø	 Mijonty Thin	 Field T

Currents at	 I,e(mA)	 1r(mAl	 In, (MA)	 I,,,(roA)	 (Vcm')

x=0	 394	 0	 —3,94	 (I	 0
A	 0.70	 0.22	 -1.45	 035	 0.035

It is apparent that the hole and electron diffusion currents are in opposite direc-
lions. At the surface, the election and hole diffusion currents are equal and opposite, so
the total current is zero. As apparent from Equations 5.49 and 5.52, the hole diffusion
current decays more rapidly than the electron diffusion current, so there must be some
electron drift to keep the total current zero. The electrons are majority carriers which
means that even a small field can cause a marked majority earner drift current. If
is the electron drift current, then in an open circuit the total current I = I	 + Is., +
'drifr.r = 0, SO

'drilr,r' =	 1D.6 - 'Do	 15.551

The electron drift current increases with distance, so the total current I at every
location is zero, It most be emphasized that there must be some field E in the sample,
however small, to provide the necessary drift to balance the currents to zero. The field
can be found from 'doS, Aen 50pE, inasmuch as n does not change significantly
(weak injection),

= 'dSSfl,e	
[5.561

Aenjj,

The hole drift current due to this field is

=	 .	 15371

and it will be negligibly small as p
We can use actual values to gauge magnitudes. Suppose that A = I mm' and

Nd = lO IS cm so that ; = N = 1016 CM-3 and Pee = ni /Nd = I X 
104 CM-3.

The light intensity is adjusted to yield Ap0 (0) = 0.05n. = 5 x 1014 cm : weak
injection. Typical values at 300 K for the material properties in this Nj-doped n-type
Siwotiklber,, =480ns,p., = l35O cm' Vs,D, = 34.9cm 1 s,L, = 0.0041cm=
41 pm, p = 450 cm 2 V s', 1),, = 11.6 cm  s 1 , = 0.0024 cm = 24 pm. We
can now calculate each current term using the Equations 5.49, 5.52, 5.55 and 5.57
above as shown in Figure 5.34b. The actual values at two locations, x = 0 and
x =	 = 41 pm, are shown in Table 53,5

The reader nay have observed that the corresto in Table 5.3 do not odd exodly to zero. the analysis here is only
opprosimote and, briber, it was booed or neglecting the hole deft current and taking the lioki on nearby zero to one
£qeotroo 5.47 in deriving the caviar concentration prohlon. Note Tirol hole drift current is mh smaller than the
other crrrrenl components,
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INHNTItLY LONG SEMiCONDUCTOR ILLuMINATED AT ONE END Find the minority carrier i$t!3Mi
concentration profile p,(x) in an infinite /I-type semiconductor that is illuminated continuously
at one end as in Figure 5.34. Assume that photogeneration occurs near the surface. Show that
the mean distance diffused by the minority earners before recombination is I

sauTloN

Continuous illumination means that we have steady-state conditions and thus Equation 5.47 can

be used. The general solution of this second-order differential equation is

(	 \	 f\
	Ap(x)=Aexp ---. I+Bexpç1 — I	 15.58)

	

L

x

,,)	 L5x1

where A and B are constants that have to be found from the boundary conditions. For an infinite

bar, at x = oc, p(oc) = 0 gives B = 0. At .n = 0. Ap, = Ap,(0) so A = Ap,(0). Thus, the
excess (photoinjected) hole concentration at position nix

(_ \Ap,(x) = ap,,(0) ex p --- I 	[591
L

x

,,J

which is shown in Figure 5.34a. To find the mean position of the pholoinjected holes, we use the

definition of the mean," that is,

fxAp,,(x)dx

- f0Iap,(x)dx

Substituting for Isp, (x) from Equation 5.59 and carrying Out the integration gives 1 = L 5 -

We conclude that the diffusion length L 5 is the average distance diffused by the minority car-

riers before recombination. As a corollary, we should infer that I /L 5 is the mean probability per

unit distance that the hole recombines with an electron.

5.7 OPTICAL ABSORPTION

We have already seen that a photon of energy ho greater than E 5 can be absor bed in

a semiconductor, resulting in the excitation of alt electron from the valence band to

the conduction band, as illustrated in Figure 5.35. The average energy of electrons

in the conduction band is kT above E, (average kinetic energy is kT), which

means that the electrons are very close to E,. If the photon energy is much larger

than the handgap energy E, then the excited electron is not near E, and has to lose

the extra energy ho - E 5 to reach thermal equilibrium. The excess energy ho Eg

is lost to lattice vibrations as heat as the electron is scattered from one atomic vi-

bration to another. This process is called thertnaliLation. Ii, on the other hand, the

photon energy ho is less than the handgap energy, the photon will not be absorbed

and we can say that the semiconductor is transparent to wavelengths longer than

hc/Eg provided that there are no energy stales in the handgap. There, of course, will

be reflections occurring at the air/semiconductor surface due to the change in the

refractive index.
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CB

hu2JjjjiFj

VB

Figure 5.35 Optical absorption generates
eleciroc-holo pairs.

Energetic electrons must lose their excess energy to
lattice vibrations unhl their overage energy is kT in
the Ct.

Semiconductor

I'hoirsn flux in	 I Photon flux out

Figure 5.36 Absorption of photons within a small
elemental volume of width 8x.

Suppose that I,, is the intensity of a beam of photons incident on a semiconductor
material. Thus. 1, is the energy incident per unit area per unit Lime. If r 1, is the photon
flux, then

1 = rph

When the photon energy is greater than E g , photons front incident radiation will be
absorbed by the semiconductor. The absorption of photons requires the excitation of
valence hand electrons, and there are only so many of them with the right energy per
unit volume. Consequently, absorption depends on the thickness of the semiconductor.
Suppose that 1(x) is the light intensity at x and 81 is the change in the light intensity
in the small elemental volume of thickness 8x at x due to photon absorption, as illus-
trated in Figure 536. Then 81 will depend on the number of photons arriving at this
volume 1(x) and the thickness 8x. Thus

81= —a l 5X
where a is a proportionality Constant thaLdepends on the photon energy and hence
wavelength, that is, a = a(A). The negative sign ensures that 81 is a reduction. The
constant a as defined by this equation is called the absorption coefficient of the semi-
conductor. It is therefore defined by

Definition of 	 81
absorption	 a =	 [5.60]
coefficient

which has the dimensions of length - ( in-1).

When we integrate Equation 5.60 for illumination with constant wavelength light,
we get the Beer—Lambert law, the transmitted intensity decreases exponentially with

Beer—Lambert the thickness,

law	 1(x) = 1,, exp(—ax)	 15.611
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Figure 5.37 The absorption coefficient a depends on the photon energy he and hence on the wavelength

Density of states increases from bond edges and usually exhibits peaks and troughs. Generally a increases with the photon
energy greotee than f, because more energetic photons con excite electrons from populated regions of the YB to numerous
available states deep in the CS.

As apparent from Equation 5,6 1, over a distance x = I/a. the light intensity falls
to a value O.311u; that is, it decreases by 63 percent. This distance over which 67 per-
cent of the photons are absorbed is called the penetration depth, denoted by

if = I/a.
The absorption coefficient depends on the photon absorption processes occurring

in the semiconductor. In the case of hand-to-hand (interband) absorption, a
increases rapidly with the photon energy he above E0 as shown for Si (E0 = 1.1 cV)

and GaAs (Eg = 142 eV) in Figure 5.37. Notice that a is plotted on a logarithmic

scale. The general trend of the a versus hi' behavior can he intuitively understood from

the density of states diagram also shown in the same figure.
Density of states g( E) represents the number of states per unit energy per unit vol-

ume. We assume that the VB states are filled and the CB states are empty since the
number of electrons in the CB is much smaller than the number of stales in this band

(n < N). The photon absorption process increases when there are more VB states
available as more electrons can be excited. We also need available (B states Into
which the electrons can be excited, otherwise the electrons cannot find empty states to
fill. The probability of photon absorption depends on both the density of VB states and

the density of CB states. For photons of energy It = E, the absorption can only

occur from E0 to F, where the \'B and CS densities of stales are low and thus the

absorption coefficient is small, which is illustrated as A in Figure 5.37. For photon

energies h v, which cant4ke electrons from very roughly the middle region of the VB
to the middle of the CB, the densities of states are large and a is also large as indicated

by B in Figure 5.37. Furthermore, there are more choics of excitation for the he

photon as illustrated by the three arrows in the figure. At even higher photon energies,
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photoniihsorption can of course excite electrons from the VB into vacuum. In reality,

the density of states 9(E) of a real crystalline semiconductor is much more compli-

cated with various sharp peaks and troughs on the density of states function, shown as
dashed carves in 9(E) in Figure 5.37, particularly away from the band edges. In addi-

tion, the absorption process has to satisfy the conservation of momentum and quantum

mechanical transition rules which means that certain transitions from the CB to the VB

will be more favorable than others. For example, GaAs is a direct bandgap semicon-

ductor, so photon absorption can lead directly to the excitation of an electron from the

CB to the VB for photon energies just above E5 just as direct recombination of an elec-

tron and hole results in photon emission. Si is an indirect bandgap semiconductor.

Just as direct electron and hole recombination is not possible in silicon, the electron

excitation from states near E. to states near E must be accompanied by the emission

or absorption of lattice vibrations, and hence the absorption is less efficient: a versus

hr for GaAs rises more sharply than that for Si above Ex as apparent in Figure 5.37.
At sufficiently high photon energies, it is possible to excite electrons directly from the

VB to (he CB in Si and this gives the sharp rise in a versus hr before B in Figure 5.37.
(Band-to-band absorption is further discussed in Chapter 9.)

•:ll'T!$!r.1 PHOTOCONDUCTIVITY OF A THIN SLAB Modify the photoconductivity expression

eitl,,Ar(,i, - I-e,)
=

hcf)

derived for a direct bandgap semiconductor in Figure 5.2810 take into account that some of the
light Intensity is transmitted through the material.

SOLUTION

If we assume that all the photons are absorbed (there is no transmitted tight intensity), Iben the
photoconductivity expression is

eqI,,Ar(	 +ii5)=
heD

But, in reality, I,,cxp(—aD) is the transmitted intensity through the specimen with thickness D,
so absorption is determined by the intensity lost in the material 1,1 I - exp(—aD)l, which
means that tSsj most be accordingly scaled down to

esI,,ll - exp(—oD)tAe( j +Lv)
tic =

hcD

PHOTOGENERATION IN GaAs AND IHERMAIJZAI1ON Suppose that a GaAs sample is illu-
minated with a 50 mW IleNe laser beam (wavelength 632.8 nm) on its surface. Calculate how
much power is dissipated as heat in the sample during thermalization. Give your answer as mW.
The energy bandgap E 5 of GaAs is 1.42 cV.

SOLUTION

Suppose P, is the power in the laser beam; then P1 = IA, where I is the Intensity of the
beam and A is the area of incidence. The photon flux, photons arriving per unit area per unit
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time, is

I	 P
rph =	

=

so the number of FHPs generated per unit time is

dN
- = rhA =
di	 ho

These carriers the nnalize—lose their excess energy as lattice vibrations (heat) via colli-

sions with the lattice—so eventually their average kinetic energy becomes 4 T above E as de-

picted in Figure 5.35. Remember that we assume that electrons in the CB are nearly free, so they

must obey the kinetic theory and hence have an average kinetic energy of 
3 k T. The average en-

ergy of the electron is then E, + ICT 146 eV. The excess energy

AE = ho - ( Ec + kT)

is lost to the lattice as heat, that is, lattice vibrations. Since each electron loses an amount of

energy A E as heat, the heat power generated is

PH /dN\	 •(P\

	

= k) 
AE =
	

(AE)
- 

The incoming photon has an energy ho = hr/A = 1.96 eV, so

(50mW)(l.96eV - 1.46eV)
P11=

1.96 eV	
=12.76mW

Notice that in this example, and also in Figure 5.35, we have assigned the excess energy

A E = h - - k T to the electron rather than share it between the electron and the hole that
is photogenerated. This assumption depends on the ratio of the electron and hole effective
masses, and hence depends on the semiconductor material. It is approximately true in GaAs be-

cause the electron is much lighter than the hole, almost 10 times, and consequently the absorbed
photon is able to "impart" a much higher kinetic energy to the electron than to the hole; ho - E5

is used in the photogeneration, and the remainder goes to impart kinetic energy to the photo-

generated electron hole pair.

5.8 PIEZORESISTIVITY

When a mechanical stress is applied to a semiconductor sample, as shown in Figure

5.38a, it is found that the resistivity of the semiconductor changes by an amount that

depends on the stress.' Piezoresistivity is the change in the resistivity of a semicon-

ductor (indeed, any material), due to an applied stress. Elastoresistivity refers to the

change in the resistivity due to an induced strain in the substance. Since the applica-

tion of Stress invariably leads to strain, piezoresistivity and elastoresistivity refer to

Mechanical stress is defined as the applied force per unit area, a.= F/A, and the resulting strain r. is the
fractional change in the length of a sample caused by a,; '.Vt, where tin the sample lenglic The two are
related throogh the elastic= Y0c modulus V n	 , Sdesnipt n, 5 used to distinguish the dress a. and strain s, from
lire conductivity a and peflnritivity r.
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Figure 5.38 Piezoresislrvity and its applications.

)a) Stress a,, along the current (longitudinal} direction changes the resistivity by Sp.

(b) Stresses iris and rrr cause a resistivity change.

)c)A force applied to a cantilever bends it. A plezoresistor 01 the support end {where the
stress is large) measures the stress, which is proportional to the force

)d)A pressure sensor has four plezoresistars R 1 , R2, Rs, R4 embedded in a diaphragm The
pressure bends the diaphragm which generates stresses that are sensed by the four
piezoresistors.

the same phenomenon. Piezoresistivity is fruitfully utilized in a variety of useful
sensor applications such as jorce, pressure and strain gauges, accelerometers, and
microphones.

The change in the resistivity may be due to a change in the concentration of

carriers or due to a change in the drift mobility of the carriers, both of which can be

modified by a strain in the crystal, Typically, in an extrinsiC or doped semiconductor,

the concentration of carriers does not change as significantly as the drift mobility; the

pie/.oresistivity is then associated with the change in the mobility. For example, in an

n-type Si, the change in [he electron mobility jz with mechanical strain r,,,, dILIde,
is of the order of IO cm2 V-1 s 1 , so that a Strain of 0.015 percent will result in a
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change in the mobility that is about! percent, and a similar change in the resistivity,
which is readily measurable. In this case, the change in the mobility p, is due to the

induced strain changing the effective mass m which then modifies ji,. (Recall that

= eT/m, where r is the mean scattering time,)
The change in the resistivity S p has been shown to be proportional to the induced

strain in the crystal and hence proportional to the applied stress a,,. The fractional

change hp/p can be written as

SP	 Piezoresis-- = rra,,,	 15.621
D	 I,v,ty

where yr is a constant called the piezoresistive coefficient; a has the units of I/stress,

e.g.. ni2 /N or I/Pa. The picresistivc coefficient jr depends on the type of doping,

p-or n-type; the dopant concentration; the temperature; and the crystallographic direc-
tion. A stress along a certain direction in a crystal, for example, along the length of a
semiconductor crystal, will change the resistivity not only in the same direction but also
in transverse directions. We know from elementary mechanics that a strain in one di-
rection is accompanied by a transverse strain, as implied by the Poisson ratio, so it is not
unexpected that a stress in one direction will also modify the resistivity in a transverse
direction. Thus, the change in the resistivity of a semiconductor in a "longitudinal"
direction, taken as the direction of current flow, is due to stresses in the longitudinal and

transverse directions. If o l, is the stress along a longitudinal direction, the direction of

current flow, and 91 is the stress along a transverse direction, as in Figure 5.38b, then,
generally, the fractional change in the resistivity along the current flow direction (lon-

gitudinal direction) is given by

Sp	 Pk:oresie-- = JTLOL + ITTif 1	 15.631

where rec is the piezoresistive coefficient along a longitudinal direction (different for

p- and n-type Si), and a 1 is the piezoresistive coefficient in the transverse direction.
The piezoresistive effect is actually more complicated than what we have implied.

In reality, we have to consider six types of stresses, three uniaxial stresses along the x,

y, and z directions (e.g.. trying to pull the crystal along in three independent directions)

and three shear stresses (e.g., tr y ing to shear the crystal in three independent ways). In

very simple terms, ii change in the resistivity (p/ p ), along a particular direction i (an

arbitrary direction) can be induced by a stress a 1 along another direction j which may

om may not be identical to i). The two, )pip), and a 1 , are then related through a

piezoresistivity coefficient denoted by 7r 1 . Consequently, the lull description of piezore-

sistivity involves tensors, and the piezoresistivitv coefficientsr, form the elements of
this tensor; a treatment beyond the scope of this b(xk. Nonetheless, it is useful to be

able to calculate 7r T and .er front various tabulated pieiorcsistivity coefficients a1,

without having to learn tensors. It turns out that it is sufficient to identify three princi-

pal pizoresishv coefficients to describe the picioresistive effect in cubic crystals,

which are denoted as C1, a 1 . and ?r. From the latter set we can easily calculate a1

and jr ?  for a crystallographic direction of interest; the relevant equations can be found
in advanced textbooks.
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Advances in silicon fabrication lechnologies and micromachining (ability to lb-

ricate microtriechanical structures) have now enabled various piezoresistive silicon

microsensors to he developed thai have it range of useful applications. Figure
5.38c shows a very simple Si mici'ocirntiiever in which an applied force F to the flee
end bends the cantilever; the tip of the cantilever is deflected by a distance h.
According to elementary mechanics, this deflection induces a maximum stress u that

is at the surface, at the support cud, of the cantilever. A properly placed piczoIesistorat

this end can be used to measure this stress a,,,, and hence the deflection or the force.

The pie/.oresistor is implanted by selectively diffusing dopants into the Si cantileverat

the support cud. Obviously, we iced to relate the deflection Ii of the cantilever tip
to the stress u, which is well described in mechanics. In addition, his proportional to
the applied force I through a factor that depends oil

	 elastic modulus and the geom-
etry of the canti Ic set. lii us, we Carl 	 e both the displacement (h) and force (F).

Another useful application is in pressure sensors, which are commercially available.

Again, the structure is fabricated front Si. A very thin elastic membrane, called a di-
op/ira ,n, has four pie/oresislors embedded, by appropriate dopant diffusion, on its sur-

face as shown in Figure 5.38d. Under pressure, the Si diaphragm deforms elastically, and

the stresses that are generated by this deformation cause the resistanac of the piczorsistors

to change. There are four pie/oresistors because the four are connected in a Wheatsone

bridge arrangement br better signal detection. The diaphragm area is typically I mm x

I trim, and the thickness is 20 pm. There is no doubt that recent advances in micronia-

chining have made piezoresistivrty an important topic for a variety of sensor applications.

PIEZORESISTIVE STRAIN GAUGE Suppose hat we appi) a stress o l, along -the length. taken
along theI 1101 direction, of a p type silicon ci vstal sample. We will measure tIme resistivity
along this direction by passing a curl ciii along the lrtmgitm and measuring the sottage drop be-
tween two fixed points as nm Figure 5,38a. The stress (r t along the length will result in a strain
ii along the saute teingili given byF 1 - a/Y, Where Y is the elastic modulus. Front Equation
5.63 the change in the resistivity is

A1

-a 1 n 1 +irr iI i = lriIui

where we have ignore(] the presence f airy transverse stresses; nr 0. These transverse
stresses depend on how the pie,oresrstor is used, that is, whether ills allowed to contract later-
ally IF thr iesistimr cannot cunrUas I, it must he cxpei iencing ii tranusci ye sriess. In ay eseni, for
the particular d)iectiori of interest, Ito), the Poisson ratio is very small (less than 0. 1), and we
can simply neglect any o ('Early, we can turd tireurns u1 from the measurement of ApIp,
which is the principle of the stlani gauge. The gauge factor G of a strain gauge measures the
sensitivity of the gauge in terms of the fad jonal change in the resistance per Unit strain,

Semi-(R
	 Ap

codudvr-	
R)kp

sfhai a 	 '-)

where wehave assumed that A R is dominated by ip, since the effects fromeometric changes
in the sample shape can he ignored compared wih the piezoj'esisti pe dflci in semiconductors.
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Using typical values for a p-iype Si pieioieslslos which has  length along II lOf, Y	 7)) CPa.

72 x 10 Pa we find G 22 This is uruch greater than G .7 for metal

resistor-based strain gauges. In 0051 metals, the tractional elsasge itt the resistance ARIR is

due to the geometric effect, the sample becoming elongated and namuwet whereas in semicoit-

ductors it is due to the 1,iioycSt51ivc cheer.

5.9 SCHOTTKY JUNCTION

5.9.1 SchloTiky 1)ioni

We consider what happens when a metal and an n-type scmicomiduclor are brought into

contact. In practice, this process is frequently carded out by the evaporation of a metal

onto the surface of a scmiconductr crystaf in vaeIutn.

The energy hand diagrams for the rucial and the semiconductor are shown in

Figure 5.39. The svittk function, denoted as , is the energy difference between the

vacuum level and the Fermi level. The vacuum level defines the energy where the elec-

tron is free 11(1111 that pailieular so] id and where the electron ha zero KE.

For tire metal, the work fstnction s ,, is the minilnuni energy required to remove all

electron from the solid, It -i the metal them are electrons at the Fermi level F 1 ,, but in the
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Figure 5.39 Formation of  Schottky junction between a metal and on riiype semiconductor when V,,> Cf,.•

semiconductor there are none at E,,,. Nonetheless, the semiconductor work function 0,
still represents the energy required to remove an electron from the semiconductor. It
may be thought that the minimum energy required to remove an election from the semi-
conductor is simply the electron affinity x but this is not so. Thermal equilibrium re-
quires that only a certain fraction of all the electrons in the semiconductor should be in
the CB at a given temperature. When an electron is removed from the conduction band,
then thermal equilibrium can be maintained only if an electron is excited from the VB
to CB, which involves absorbing heat (energy) from the environment; thus it takes more
energy than simply x . We will not derive the effective thermal energy required to re-
move an electron but state that, as for a metal, this is equal to 4, even though there are
no electrons at Er,,. In fact, the thermionic emission of electrons from a heated semi-
conductor is also described by the Richardson—Dushman expression in Equation 4.37
but with representing the work function of the semiconductor, 4,, in the present
n-type case. (In contrast, the minimum photon energy required to remove an electron
from a semiconductor above absolute zero would be the election affinity.)

We assume that c > 0., the work function of the metal is greater than that of the
semiconductor. When the two solids come into contact, the more energetic elections in
the CB of the semiconductor can readily tunnel into the metal in search of lower empty
energy levels (just above EF,) and accumulate near the surface of the metal, as illus-
trated in Figure 5.39. Electrons tunneling from the semiconductor leave behind an
electron-depleted region of width Win which there are ekliosed positively charged
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donors, in other words, net positive space charge. The contact potential, called the

built-in potential V, therefore develops between the metal and the semiconductor.

There is obviously also a built-in electric field E, from the positive charges to the neg-

ative charges on the metal surface. Eventually this built-in potential reaches a value
that prevents further accumulation of electrons at the metal surface and an equilibrium

is reached. The value of the built-in voltage V. is the same as that in the metal—metal

junction case in Chapter 4, namely, (4, - 0,)/e. The depletion region has been de-

pleted of free carriers (electrons) and hence contains the exposed positive donors. This
legion thus constitutes a space charge layer (SCL) in which there is a nonuniform
internal field directed from the semiconductor to the metal surface. The Imaximurn

value of this built-in field is denoted as E,, and occurs right at the metal—semiconductor

junction (this is where there are a maximum number of field lines from positive to neg-

ative charges).
The Fermi level throughout the whole solid, the metal and semiconductor in con-

tact, must be uniform in equilibrium. Otherwise, a change in the Fermi level tEç going

from one end to the other end will be available to do external (electrical) work. Thus,

Er,,, and Ef line up. The W region, however, has been depleted of electrons, so in this

region E, - E, must increase so that n decreases. The bands must bend to increase

- Er,, toward the junction, as depicted in Figure 5.39. Far away from the junction,
we, of course, still have an n-type semiconductor. The bending is just enough for the
vacuum level to be continuous and changing by ct, - t, from the semiconductor to
the metal, as this much energy is needed to take an electron across from the semicon-

ductor to the metal. The FE barrier for electrons moving from the metal to the semicon-

ductor is called the Schottky barrier height , which is given by

15.641

which is greater than eV0.
Under open circuit conditions, there is no net current flowing through the

metal—semiconductor junction. The number of electrons thermally emitted over the PE

barrier (Vii from the metal to the semiconductor is equal to the number of electrons

thermally emitted over eV, from the semiconductor to the metal. Emission probability

-depends on the PE barrier for emission through the Boltzmann factor. There are two
current components due to electrons flowing through the junction. The current due to.
electrons being thermally emitted from the metal to the CB of the semiconductor is

I	 a \
	= C 1 ex_)	 15.65)

where C l is some constant, whereas the current due to electrons being thermally
emitted from the CB of the semiconductor to the metal is

/	 \

	

12 =C2 expl—
eV
----I	 15.661

\ kTJ

where C is some constant different than C1.

In equilibrium, that is, open circuit conditions in .therk, the currents are equal

but in the reverse directions:

29	
JrC,iJ211 0
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Under forward bias conditions, the semiconductor side is connected to the nega-
tive terminal, as depicted schematically in Figure 5.40a. Since the depletion region W
has a much larger resistance than the neutral n-region (outside W) and the metal side,
nearly all the voltage drop is across the depletion region. The applied bias is in the
opposite direction to the built-in voltage V. Thus V0 is reduced to V - V. OB remains
unchanged. The semiconductor band diagram outside the depletion region has been
effectively shifted up with respect to the metal side by an amount eV because

PE= Charge x Voltage

(a) Foqword-biased Scboly
junction. Electrons in the a at the
semiconductor can easily ovememe
the small PE barrier to enter the
metal.

Øs) Re,ersebiosed Sdsollky 	 On.
Eledrons lithe metal cmoIeas8y
ovarriert'berierthe
semkwAKW

Figure 540 The Schotyj.mcticr
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The charge is negative but so is the voltage connected to the semiconductor, as shown

in Figure 5.40a.
The PE barrier for thermal emission of electrons from the semiconductor to the

metal is now e(V - V). The electrons in the CB can now readily overcome the PE

barrier to the metal.
The current 10r, due to the electron emission from the semiconductor to the metal,

is now

I	 l
	= C2 exp 

e(V—V)
I 	 15.671

UJ

Since 4) B is the same, J1 remains unchanged. The net current is then

	

J=J'—J1=C2exp[_ e(V0—V)1 —	
I eV

 jc2exPI__)
U

or

	

(_ el) I IeV \	 1
J=Caexp_

eV
)[exPj) 

—II

giving

	

feV\	 1

	

J = 10 ext -) - Ij	
(5.68]

kT

where J is a constant that depends on the material and surface properties of the

two solids. In fact, examination of the above steps shows that J is also i1 in Equa-

tion 5.65.
When the Schottky junction is reverse biased, then the positive terminal is con-

nected to the semiconductor, as illustrated in Figure 5.40b. The applied voltage V,

drops across the depletion region since this region has very few carriers and is highly

resistive. The built-in voltage V. thus increases to V0 + V. Effectively, the semicon-

ductor band diagram is shifted down with respect to the metal side because the charge

is negative but the voltage is positive and PE = Charge x Voltage - The PE barrier for

thermal emission of electrons from the CB to the metal becomes e(V0 + V,), which

means that the corresponding current component becomes

I	 l

	

j0V = C, expi - 
e(V0+V,) 

I << J1
	 15.691I	 kT	 j

Since generally V, is typically a fraction of a volt and the reverse bias is more than

a few volts, J < J1 and the reverse bias current is essentially limited by J1 only and

is very small. Thus, under reverse bias conditions, the current is primarily due to the
thermal emission of electrons over the barrier from the metal to The CB of the

semiconductor as determined by Equation 5.65. Figure 5.40c illustrates the 1-11 char-

acteristics of a typical Schottky junction. The 1—V characteristics exhibit rectifying

properties, and the device is called a Schottky diode.

Equation 5.68, which is derived for forward bias conditions, is also valid under

reverse bias by making V negative, that is, V = - V. Furthermore, It turns out to be
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applicable not only to Schottky-type metal-semiconductor junctions but also tojunc-
tions between a p-type and an n-type semiconductor, pit junctions, as we will show in
Chapter 6. Under a forward bias V1 , which is greater than 25 mV at room temperature
the forward current is simply 	 -

/e

kT	 -

	

V f \ 	 k 

	

Jj =Jexpl -'-J	 V1 >--	 [5.70)
\j 

It should be mentioned that it is also possible to obtain a Schottky junction
between a metal and a p-type semiconductor. This arises when 't',, < Op, where ,, is
The work function for the p-type semiconductor.

5.9.2 SCIIOTFKY JUNCTION SOLAR CELL

The built-in field in the depletion region of the Schottky junction allows this type of
device to function as a photovoltaic device and also as a photodetector. We consider a
Schottky device that has a thin metal film (usually Au) deposited onto an n-type semi-
conductor. l'he energy band diagram is shown in Figure 5.41. The metal is sufficiently
thin (-'10 nm) to allow light to reach the semiconductor.

For photon energies greater than Eg, EHPs are generated in the depletion region in
the semiconductor, as indicated in Figure 5.41. The field in this region separates the
EFIPs and drifts the electrons toward the semiconductor and holes toward the metal.
When an electron reacher the neutral n-region, there is now one extra electron there and
therefore an additional negative charge. This end therefore becomes more negative with
respect to the situation in the dark or the equilibrium situation. When a hole reaches the
metal, it recombines with an election and reduces the effective charge there by one elec-
tron, thus making it more positive relative to its dark state, Under open circuit condi-
tions, therefore, a voltage develops across the Schottky junction device with the metal
end positive and semiconductor end negative.
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The photovoltaic explanation in terms of the energy band diagram is simple. At the

point of photogefleratiOn, the electron finds itself at a PE slope as Er is decreasing

toward the semiconductor, as shown in Figure 5.41. It has no option but to roll down

the slope just as a ball that is let go on a slope would roll down the slope to decrease its

gravitational PE. Recall that there are many more empty states in the CB than elec-

trons, so there is nothing to prevent the electron from rolling down the CB in search of
lower energy. When the electron reaches the neutral region (flat E region), it upsets

the equilibrium there. There is now an additional electron in the CB and this side ac-
quires a negative charge. If we remember that hole energy increases downward on the
energy band diagram, then similar arguments also apply to the photogenerated hole in

the VB, which rolls down its own PE slope to teach the surface of the metal and re-

combine with an electron there.
If the device is connected to an external load, then the extra electron in the neutral

n-region is conducted through the external leads, through the load, toward the metal
side, where it replenishes the lost electron in the metal. As long as photons are gener-
ating EHPs, the flow of electrons around the external circuit will continue and there
will be photon energy to electrical energy conversion, Sometimes it is useful to think
of the neutral n-type semiconductor region as a "conductor," an extension of the

external wire (except that the n-type semiconductor has a higher resistivity). As soon

as the photogenerated electron crosses the depletion region, it reaches a conductor and
is conducted around the external circuit to the metal side to replenish the lost electron

there.
For photon energies less than E0 , the device can still respond, providing that the

h  can excite an electron from EFn in the metal over the PE barrier c1 B into the CB,

from where the electron will roll down toward the neutral n-region. In this case, hv

must only be greater than 4.
If the Schottky junction diode is reverse-biased, as shown in Figure 5.42, then

the reverse bias V, increases the built-in potential V. to V. + V, (V >> Vu). The in-

ternal field increases to substantially high values. This has the advantage of increas-
ing the drift velocity of the EHPs (v,, = a) in the depletion region and therefore

hu >F	 V +V	 Figure 5.42 Reversebosed
Schottky photodiodes are
frequently used as last

® ®	
photodelectors.

e1
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shortening the transit time required to cross the depletion width, The device re-

sponds faster and is useful as a fast photodetector. The photocurrent iphoio in the ex-

ternal circuit is due to the drift of photogenerated carriers in the depletion region and

can be readily measured.

THE SCHOTYXY NOOE The reverse saturation current J. in the Schottky junction, as ex-

pressed in Equation 565, is the same current that is given by the Richardson-Dushman

equation for thennionic emission over a potential barrier l'(= 4) derived in Chapter 4. J. is
Raw tS.'	 -	 given by

.1, = B,T exp-

'I

where B, is the effective Richardson constant that depends oil characteristics of the

metal-seniiconductorjunction. B, for metal-semiconductor junctions, among other factors, de-

pends on the density of states related effective mass of the thermally emitted carriers in the

semiconductor. For example, for a metal to n-Si junction, B, is about 110 A cm - ' K 2 , and for
a metal to p-Si junction, which involves holes, B. is about 30Acm 2 K-2.

a. Consider a Schottky junction diode between W (tungsten) and n-Si, doped with l0

donors cn1. The crass-sectional area is I mm'. Given that the electron affinity x of Si is

4.01 eV and the work function of W is 4.55 eV, what is the theoretical barrier height 4

from the metal to the semiconductor?

b. What is the built-in voltage V. with no applied bias?

c. Given that the experimental barrier height & is about 0.66 eV, what is the reverse satura-

tion current and the current when there is a forward bias of 0,2 V across the diode?

scwno

a. From Figure 5.39, it is clear that the barrier height iti, is

= ii',, - x = 4.55 eV 4.01 eV = 0.54 eV

The experimental value is around 0.66 eV, which is greater than the theoretical value due to

various effects at the metal—semiconductor interface arising from dangling bonds, defects,

and so forth. For example, dangling bonds give rise to what are called surface states within

the bandgap of the semiconductor that can capture electrons and modify the Schottky energy

band diagram, (The energy band diagram in Figure 5.39 represents an ideal junction with no

surface states.) Further, in some cases, such as Pt on n-Si, the experimental value can be
tower than the theoretical value.

b. We can find Er - E, in Figure 5.39 from

is - N = Nexp( / -
Er _Era)

\ U

/1016 cm -1 = (2.8 x 10ii	
E, -

cm ) exp- ---------)

which gives AE = E, - E, = 0.206 eV. Thus, the built-in potential V. can be found
from

10=	 -	 = 0.54V-0,206V=0.33v
C	 C
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C. If A is the cross-sectional area, 001 cm', taking B, to be 110 AK 2 cm- ', and using the

experimental value for the harrier height OB , the saturation current is

I, = ABTexp(_) =

9.36 x	 10 - 'A	 or	 0.94 VA

When the applied voltage is l'j, the forward current I f is

1v1 \ 	 •l 	
E	

(0.2\	 1
Ii =	 - I] = (0.94pA)	

0.026,	 j
exp— ) - I = 2.0 n-A

5.10 OHMIC CONTACTS AND

THERMOELECTRIC COOLERS

An ohmic contact is a junction between a metal and a semiconductor that does not
limit the current flow. The current is essentially limited by the resistance of the semi-
conductor outside the contact region rather than the thermal emission rate of carriers

acmss a potential barrier at the contact, in the Schottky diode, the I-V characteristics

were determined by the thermal emission rate of carriers across the contact. It should
be mentioned that, contrary to intuition, when we talk about an ohmic contact, we do

not generally infer a linear I-V characteristic for the ohmic contact itself. We only

imply that the contact does not limit the current flow.
Figure 5.43 ShOWS the formation of an ohmic contact between a metal and an

it-type semiconductor. The work function of the metal 1,, is smaller than the work
function , of the semiconductor. There are more energetic electrons in the metal than

Metal	 n-type semiconductor

Accumulation region 	 Bulk semiconductor
ohmic contact .r—> E-------

CB

• E

Metal	 nIype semiconductor

Before contact	 After contact

lguve 5.43 When a metal with a smaller work luncton than on n4ype semiconductor is put into contact
wii the n. ype semiconductor, the resulting junction is on ohmic contact in the sense that it does not limit the

culTeni flow.
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in the CE, which means that the electrons (around EF) tunnel into the semiconductor
in search of lower energy levels, which they find around E, as indicated in Fig-
ure 5.43. Consequently, many electrons pile in the CE of the semiconductor near the
junction. Equilibrium is reached when the accumulated electrons in the CB of the
semiconductor prevent further electrons tunneling from the metal. Put more rigor-
ously, equilibrium is reached when the Fermi level is uniform across the whole system
from one end to the other.

The semiconductor region near the junction in which there are excess electrons is
called the accumulation region. To show the increase in n, we draw the semiconduc-
tor energy bands bending downward to decrease E, - En,, which increases n. Going
from the far end of the metal to the far end of the semiconductor, there are always con-
duction electrons. In sharp contrast, the depletion region of the Schottky junction
separates the conduction electrons in the metal from those in the semiconductor. It can
be seen from the contact in Figure 5.43 that the conduction electrons immediately on
either side of the junction (at EF,. and E) have about the same energy and therefore
there is no barrier involved when they cross the junction in either direction under the
influence of an applied field.

It is clear that the excess electrons in the accumulation region increase the
conductivity of the semiconductor in this region. When a voltage is applied to the
structure, the voltage drops across the higher resistance region, which is the bulk semi-
conductor region. Both the metal and the accumulation region have comparatively
high concentrations of electrons compared with the bulk of the semiconductor. The
current is therefore determined by the resistance of the bulk region. The current den-
sity is then simply J = ar E where a is the conductivity of the semiconductor in the
bulk and! is the applied field in this region.

One of the interesting and important applications of semiconductors is in thermo-
electric, or Peltier, devices, which enable small volumes to be cooled by direct
currents. Whenever a dc current flows through a contact between two dissimilar materi-
als, beat is either released or absorbed in the contact region, depending on the direction
of the current. Suppose that there is a dc current flowing from an n-type semiconduc-
tor to a metal through art ohmic contact, as depicted in Figure 5.44a. Then electrons are
flowing from the metal to the CB of the semiconductor. We only consider the Contact
region where the Peltier effect occurs. Current is carried by electrons near the Fermi
level Ef in the metal. These electrons then cross over into the CB of the semicon-
ductor and when they reach the end of the contact region, their energy is I?, plus aver-
age KE (which is kT). There is therefore an increase in the average energy
(PE + KE) per electron in the contact region. The electron must therefore absorb heat
front environment (lattice vibrations) to gain this energy as it drifts through the
junction. Thus, the passage of an electron from the metal to the CB of an n-type semi-
conductor involves the absorption of heat at the junction.

When the current direction is from the metal to the n-type semiconductor, the elec-
trons flow from the CB of the semiconductor to the Fermi level of the metal as they
pass through the contact. Since EF,,, is lower than E,., the passing electron has to lose
energy, which it does to lattice vibrations as heat. Thus, the passage of a CB electron
from the n-type semiconductor to the metal involves the release of heat at the junction,
as indicated in Figure 5.44b.
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(a)

Fyure 5.44	 -
(a)Current from an niype semiconductor to the metal results in heat absorption at
thundion.

(b)Current from the metal to on n-type semiconductoi results in heat release at the

It is apparent that depending on the direction of the current flow through a jünc-

tion between a metal and an n-type semiconductor, heat is either absorbed or released

at the junction. Although we considered current flow between a metal and an n-type

semiconductor through an ohmic contact, this thermoelectric effect is a general phe-

nomenon that occurs at ajunction between any two dissimilar materials. It is called the

Peilier effect after its discoverer. In the case of metal-p-type semiconductor junctions,

heat is absorbed for current flowing from the metal to the p-type semiconductor and
heat is released in the other direction. Thermoelectric effects occurring at metal-

semiconductor junctions are summarized in Figure 545. It is important not to confuse
the Peltier effect with the Joule heating of the semiconductor and the metal Joule heat-

ing, which we simply call PR (or J 1 p) heating, arises from the finite resistivity of the

material. It is due to theonduction electrons losing their energy gained from the field
to lattice vibrations when they become scattered by such vibrations, as discussed in

Chapter 2.
It is self-evident that when a current flows through a semiconductor sample with

metal contacts at its ends, as depicted in Figure 5.45, one of the contacts will always

absorb heat and the other will always release heat. The contact where heat is absorbed

will be cooled and is called the cold junction, whereas the other contact, where heat is
released, will warm up and is called the hot junction. One can use the cold Junction to
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Figure 5.45 When a dc currents passed through a semconductor to which metal contacts have been
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Figure 5.46 Cross section of a typical thermoelectric coder.

cool another body, providing that the heat generated at the hot junction can be removed
from the semiconductor sufficiently quickly to reduce its conduction through the semi-
conductor to the cold junction Furthermore there will always be the Joule heating
(1 2 R) of the whole semiconductor sample since The bulk will always have a finite
resistance.

A simplified schematic diagram of a practical single-element thermoelectric

cooling device is shown in Figure 5.4. It uses two semiconductors, one n-type and

the other p-type, each with ohmic contacts. The current direction therefore has oppo-

site thermoelectric effects. On one side, the semiconductors share the same meta'
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Figure 5.41 Typical structure of a commercial thermoelectric cooler.

electrode. Effectively, the structure is an n-type and a p-type semiconductor con-
nected in series through a common metal electrode. Typically, either Bi 2Te3, Bi2Se3,

or Sb2Te 1 is used as the semiconductor material with copper usually as the metal

electrode.
The current flowing through the n-type semiconductor to the common metal elec-

trode causes heat absorption, which cools this junction and hence the metal. The same
current then enters the p-type semiconductor and causes heat absorption at this junc-
tion, which cools the same metal electrode. Thus the common metal electrode is
cooled at both ends. The other ends of the semiconductors are hot junctions. They are
connected to a l.rge heat sink to remove the heat and thus prevent heat conduction
through the semiconductors toward the cold junctions. The other face of the common
metal electrode is in contact, through a thin ceramic plate (electrical insulator but ther-
mal conductor), with the body to be cooled. In commercial Peltier devices, many of
these elements are connected in series, as illustrated in Figure 5.47, to increase the

cooling efficiency.

THE PELT1ER COEFFICIENT Consider the motion of electrons acmss an ohmic contact between I!l!t!'I

a metal and an n-type semiconductor and hence show that the rate of heat generation Q at the
contact is approximately

= kill

where Fl, called the Peltier coefficient between the two materials, is given by

n= ![	 -Er)+kT]
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where E, - E, is the energy separation of E, from the Fermi level in the n-type semiconduc-
tor. The sign depends on the convention used for heat liberation or absorption.

WON

We consider Figure 5.44a, which shows only the ohmic contact region between a metal and an
n-type semiconductor when a current is passing through it. The majority of the applied voltage
drops across the bulk of the semiconductor because the contact region, or the accumulation re-
gion, has an accumulation of electrons in the CB. The current is limited by the bulk resistance
of the semiconductor. Thus, in the contact region we can take the Fermi level to be almost undis-
turbed and hence uniform E 1 , E,. In the bulk of the metal, a conduction electron is at
around E (same as En), whereas just at the end of the contact region in the semiconductor
it is at E. plus an average KE of kT. The energy difference is the beat absorbed per electron
going through the contact region. Since Ile is the rate at which electrons are flowing through
the contact,

Rate of energy absorption = [ (Er + kT) - Er..] (L)

or

1(E — E) +

so the Peltier coefficient is approximately given by the term in the square brackets. A more rig-
orous analysis gives Ii as

U = -[ ( E' - E) + 2kTJ

ADDITIONAL TOPICS

5.11 DIRECT AND INDIRECT BANDGAP
SEMICONDUCTORS

E—k Diagrams We know from quantum mechanics that when the electron is within
a potential well of size L, its energy is quantized and given by

E=
2m,

where the wavevector k, is essentially a quantum number determined by

fir
k

L

where n = I 2, 3, ... The energy increases parabolically with the wavevector k.
We also know that the electron momentum is given by hkr. This description can be
used to represent the behavior of electrons in a metal within which their average
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potential eneiy can be taken to be roughly zero. In other words, we take V(x) = 0

within the metal crystal and v(x) to be large [e.g., V (x) = V] outside so that the elec-

tron is contained within the metal. This is the nearly free electron model of a metal

that has been quite successful in interpreting many of the properties. Indeed, we were

able to calculate the density of states E) based on the three-dimensional potential

well problem. It is quite obvious that this model is too simple since it does not take into
account the actual variation of the electron potential energy in thecrystal.

The potential energy of the electron depends on its location within the crystal and

is periodic due to the regular arrangement of the atoms. How does a periodic potential

energy affect the relationship between E and k? It will no longer simply be En =

(hk) /2m,.
To find the energy of the electron in a crystal, we need to solve the Schrodinger

equation for a periodic potential energy function in three dimensions. We first con-
sider the hypothetical one-dimensional crystal shown in Figure 548. The electron

potential energy functions for each atom add to give an overall potential energy
function V(x), which is clearly periodic in x with the periodicity of the crystal a.

Thus,

V(x)=V(x+a)=V(x+2a)° 1

PE of the eledrun, V14insickth.
ayio&ieithaperinda.

3.

Surface	 Surface

1

Figure 5.48 The electron potential energy Pf, ft inside the crystal is periodic with the some peniodicity a as

that of the crystal. faraway outside the crystal by choice, V= 0 the electron is free and Pt = 0).
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and so on, Our task is therefore to solve the Schrodinger equation

Blèch.
wavefunction

d2 ' 2m
-f ---lE - V(x)[r,ti = 0	 15.721

TX2 

subject to the condition that the potential energy V(x) is periodic in a, that is,

V(x)=V(x+ma)	 ,n=l,2,3,...	 15.131

The solution of Equation 5.72 will give the electron wavefunction in the crystal
and hence the electron energy. Since V(x) is periodic, we should expect, by intuition
at least, the solution r/i(x) to be periodic. It turns out that the solutions to Equa-
tion 5.72, which are called Bloch wavelunctions, are of the form

= VA(x) exp(jkx) 15.741

where U(x) is a periodic function that depends on V(x) and has the same periodicity
a as V(x). The term exp(jkx), of course, represents a traveling wave. We should
remember that we have to multiply this by exp(-j El/h), where E is the energy, to get
the overall wavefunction 'l-'(x, t). Thus the electron wavefunction in the crystal is a
traveling wave that is modulated by U(x).

There are many such Bloch wavefunction solutions to the one-dimensional crys-
tal, each identified with a particular k value, say k,, which acts as a kind of quantum

number. Each rfr (x) solution corresponds to a particular k and represents a state with

an energy E. The dependence of the energy Ej on the wavevector k is what we call

the E-k diagram. Figure 5.49 shows a typical E-k diagram for the hypothetical one-

dimensional solid for k values in the range — Jr/a to +Jr/a. Just as hk is the momen-
tum of a free electron, hk for the Bloch electron is the momentum involved in its
interaction with external fields, for example, those involved in the photon absorption
process. Indeed, the rate of change of hk is the externally applied force Fos on the
electron such as that due to an electric field (Fos = eE). Thus, for the electron within

Schrodinger
equation

Periodic
potential

Figure 5.49 The f-k diagram of a direct
bandgap semiconductor such as

The f-k curve consists of mony discrete
points, each corresponding too possible 	 0r1

state, wavef unction r/ i (x), that is allowed to
exist in the crystal. The points are so close
that we normally drew the f-k relationship
as a continuous curve. In the energy range
F, to F,, there are no points ['t(x)
solutions].

VB

The E-k diagram

' E

h 

E

Occiipd

es--------

The energy hand
diagratn
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the crystal,

d(hk)
=

and consequently we call hk the crystal momentum of the electron.7
Inasmuch as the momentum of the electron in the x direction in the crystal is given

by hk, the E-k diagram is an energy versus crystal momentum plot. The states

*&(x) in the lower E-k curve constitute the wavefunctions for the valence electrons
and thus correspond to the states in the VB. Those in the upper E-k curve, on the other
hand, correspond to the states in the conduction band (CB) since they have higher en-
ergies. All the valence electrons at absolute zero of tempera Wre therefore fill the states,
particular k, values, in the lower E-k diagram.

It should be emphasized that an E-k curve consists of many discrete points, each
corresponding to a possible state, wavefunction *k (x), that is allowed to exist in the

crystal. The points are so close that we draw the E-k relationship as a continuous

curve. It is clear from the E-k diagram that there is a range of energies, from E, to E.
for which there are no solutions to the Schrodinger equation and hence there are no

'k(X ) with energies in E to E. Furthermore, we also note that the B-k behavior is not
a simple parabolic relationship except near the bottom of the CB and the top of the VB.

Above absolute zero of temperature, due to thermal excitation, however, some of
the electrons from the top of the valence band will be excited to the bottom of the con-
duction. band. According to the F-k diagram in Figure 5.49, when an electron and hole
recombine, the electron simply drops from the bottom of the CB to the top of the VB
without any change in its k value, so this transition is quite acceptable in terms of
momentum conservation. We should recall that the momentum of the emitted photon
is negligible compared with the momentum of the electron. The F-k diagram in Fig-

ure 5.49 is therefore for a direct handgap semiconductor.

The simple B-k diagram sketched in Figure 5.49 is for the hypothetical one-
dimensional crystal in which each atom simply bonds with two neighbors. In real
crystals, we have a three-dimensional arrangement of atoms with V(x, y , z) showing

periodicity in more than one direction. The B-k curves are then not as simple as that in
Figure 5.49 and often show unusual features. The B-k diagram for GaAs, which is shown
in Figure 550a, as it turns out, has main features that are quite similar to that sketched in
Figure 5.49. GaAs is therefore a direct bandgap semiconductor in which electron-hole
pairs can recombine directly and emit a photon. It is quite apparent that light emitting
devices use direct bandgap semiconductors to make use of direct recombination.

7 	 actual moeentnrn at thu eloctron, h*, in noihk becoane

...4m f.	 + F,	 o at kecet ,kq on the e6ci3O0 the foe mo,nerdom P. ,otisbes

dp. = F.,,,.j + f.,.,,,i

Hwuoeçao *,wenedinieoaw+e.iernoIkncensochoaanappliedheld, weheaitkoiiliiwere
the	 at the electron in the uyskd and use the roere arW raee.
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(a) GaAs
	

Msi

Figure 5.50

(a)In GaAs the minimum of the CBs
directly above the maximum of the VS.
GaAs is therefore a direct bondgop
semiconductor.

(b)In Si, the minimum of the CS is
displaced from the maximum of the VS and
Si is on indirect bandgap semiconductor.	 -k
(Cl Recombination of on electron and a
We in Si involves a recombination center,

In the case of Si, the diamond crystal structure leads to an E-k diagram that has the
essential features depicted in Figure 5.50b. We notice that the minimum of the Cl) is
not directly above the maximum of the VB. An electron at the bottom of the CB there-
fore cannot recombine directly with a hole at the top of the VB because, for the electron
to fall down to the top of the VB, its momentum must change from k, to knb, which is
not allowed by the law of conservation of momentum. Thus direct electron-hole
recombination does not take place in Si and Ge. The recombination process in these
elemental semiconductors occurs via a recombination center at an energy level E,
The electron is captured by the defect at E,, from where it can fall down into the top of
the VB. The indirect recombination process is illustrated in Figure 550c. The energy
of the electron is lost by the emission of phonons, that is, lattice vibrations. The E-k
diagram in Figure 5.50b for Si is an example of an indirect bandgap semiconductor.

In some indirect bandgap semiconductors such as Ga
p
, the recombination of the

electron with a bole at certain recombination centers results in photon emission. The

E-k diagram is similar to that shown in Figure 5.50c except that the recombination
centers at E, are generated by the purposeful addition of nitrogen impurities to Gal'.

The electron transition from E, to E involves photon emission.

Electron Motion and Drift We can understand the response of a conduction band

electron to an applied external force, for example, an applied field, by examining the
E-k diagram. Again, for simplicity, we consider the one-dimensional crystal. The
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59ure5.51
(a)In the absence of a Field, over a long time, the overage of all k values is zero; there is no net
momentum in any one particular direction.

(b)In the presence of a Field in the -x direction, the electron accelerates in the +x direction increasing
its value along n until it is scattered too random k value. Over a long time, the overage of all Is values
is along the +x direction. Thus the electron drifts, along i-x

electron is wandering around the crystal quite randomly due to scattering from lattice
vibrations. Thus the electron moves with a certain k value in the -f-i direction, say k+,

as illustrated in the E-k diagram of Figure 5.5 (a. When it is scattered by a lattice

vibration, its k value changes, perhaps to k, which is also shown in Figure 5.5! a. This

process of k changing randomly from one scattering to another scattering process con-
tinues all the time, so over a long time the average value of k is zero; that is, average

k+ is the same as average L.

When an electric field is applied, say in the -x direction, then the electron gains
momentum in the +x direction from the force of the field ef,. With time, while the
electron is not scattered, it moves up in the E-k diagram from ki+ to k2+ to k3+ and so

on until a lattice vibration randomly scatters the electron to say kt - (or to some other

random k value) as shown in Figure 5.51b. Over a long time, the average of all k + is no

longer equal to the average of all L and there is a net momentum in the +x direction,
which is tantamount to a drift in the same direction.

Effective Mass The usual definition of inertial mass of a particle in classical

physics is based on

Force = Mass x Acceleration

F = ma

When we treat the electron as a wave within the semiconductor crystal, we have to
determine whether we can still, in some way, use the convenient classical F =.ma

relation to describe the motion of an electron under an applied force such as é'En and,
if so, what the apparent mass of the electron in the crystal should be.

-
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We will evaluate the velocity and acceleration of the electron in the CB in
response to an electric field E, along -x that imposes an external force J', = e'L, in
the +A direction, as shown in Figure 5.5 lb. Our treatment will make use of the quan-
tum mechanical E-k diagram.

Since we are heating the ele ctron as a wave, we have to evaluate the group velOL

ity 1, which, by definition, is v dio/dk. We know that the time dependence of the

wavcfunction is exp(- i 1t/) where the energy E -- hvo (w is an angular frequency"
associated with the wave motion of the electron). Both E and co depend on k. Thus, the
group velocity is

Electron .5

group
velocity

Extcruul
farce and -
icce1ereation

I dE
=	 15.751

Thus the group velocity is determined by the gradient of the E-k curve. In the
presence of an electric field, the electron experiences a force F = eT from which it
gains energy and moves up in the E-k diagram until, later on, it collides with a lattice
vibration, as shown in Figure 5.51h. During a small time interval 1t between colli-

sions, the electron moves a distance v 5 61 and hence gains energy ii E, which is

= I'•tve 6t	 15.761

To find the acceleration of the election and the effective mass, we somehow have
to put this equation into a form that looks like F 1 = ma, where a is the acceleration.
From Equation 5.76, the relationship between the external force and energy is

IdE	 dk
-	 = h .	 15.771

u di	 di

where we used Equation 5.75 for u in Equation 5.76 Equation 5.77 is the reason for

interpreting hk as the crystal momentum inasmuch as the rate of change of hk is the

externally applied force.
The acceleration a is defined as dv/dt. We can use Equation 5.75,

II dEl
dI -	 I

dvu	 LidkJ	 ld2Edk
15.781

di	 di	 hdk2dt

From Equation 5.78, we can substitute for dk/dt in Equation 5.77, which is then

a relationship between F., and a of the form

=Li
.	 (5.791

We know that the response of a free electron to the external force is 	 =

where m, is its mass in vacuum. Therefore it is quite clear from Equation 5.79 that the
effective mass of the electron in the crystal is

d2El
=

	

	 15.801
li

it
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Thus, the election responds to all force and moves as if its mass were given

by Equation 5.80 The effective mass obviously depends on the E k relationship, which in

turn depends on the crystal syntrnwy and the nature of bonding between the atoms. Its

value is different for electrons in the CB and for those in the VB, and moreover, it depends

on the energy of the electron since it is related to the curvature of the F—k behavior

(d t E/dk t ). Further, it is clear from Equation 5.80 that the effective mass is a quantum

mechanical quantity inasmuch as the F—k behavior is a direct consequence of the applica-

tion of quantum mechanics (the Schredinger equation) to the electron in the crystal.

It is interesting that, according to Equation 5.80, when the E—k curve is it

ward concave as at the top of a band (e.g., Figure 5.49), the effective mass of an eke-

tro't at these energies in a hand is then negative. What does a negative effective mass

mean ?When the electron moves upon the K—k curve by gaining energy from the field,

it actually decelerates, that is, moves more slowly. Its acceleration is therefore in the

opposite direction to an election at the bottom of the band, Electrons in the CB are at

the bottom of a band, so their effective masses are positive quantities. At the top of a

valence band, however, we have plenty of electrons. These electrons have negative

effective masses and under the action of a field, they decelerate. Put differently, they

accelerate in the opposite direction to the applied external force F 1 . It turns out that

we can describe the collective notion of these elections neat the top of a band by con-

sidering the motion of a few holes with positive masses.
It should he mentioned that Equation 5.80 defines the meaning of the effective

mass in quantum mechanical terms. Its usefulness as a concept lies in the fact that we

can measure it experimentally, for example, by cyclotron resonance experiments, and

have actual values for it. This means we can simply replace in, by m in equations that

describe the effect of an external force on electron transport in semiconductors.

Holes To understand the concept of a hole, we consider the F—k curve corresponding

to energies in the VB, as shown in Figure 5.52a. if all the states are filled, then there

are no empty states for the electrons to move into and consequently an electron cannot

gain energy from the field. For each electron moving in the positive x direction with a

nionientuin tsk 5 , there is a corresponding electron with an equal and opposite momen-

tum k so these is no net motion. For example, the electron at his moving toward the

K	 Figure 5.52

a) too isit vance bond, there is no net contribuhon to the

current There are equal numbers of electrons leg , at b

lot

	
and Wj with opposite momenta.

t3
	

(bl if there is an empty stole lhole) at bat the lop of the band,

then the electron at b contrbutes to the current.

IN It\ ViT

.hJ .111,
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right with k.51,, but its effect is canceled by that at b' moving toward the left with k_1,..

This cancellation of momenta by electron pairs applies to all the electrons since the VB
is assumed to be full. Thus, a full VS cannot contribute to the electric current.

Suppose that one of the states, labeled as b in Figure 5.52b, near the top of the va-

lence band has a missing electron, or a hole, because the electron normally at b has

been removed by some means of excitation to the conduction band. It is immediately
obvious that the motion of the electron at b' toward the left, that is, k_,,, is now not can-

celed, which means that this electron makes a net contribution to the current. We real-
ize that the reason the presence of a hole makes conduction possible is the fact that the
momenta of all the VB electrons are canceled except that at b. It is also clear that in
reaching this conclusion, we had to consider all the electrons in the valence band.

Let us maintain strict sign rules so that quantities such as the field (), group

velocity (v5 ), and acceleration (a) along the +x direction are positive and those along
the —x direction are negative. If E is along the +x direction, then the acceleration of

afree electron from force/mass is l(—e)(E,)1Im, which is negative and along —x as

we expect. Similarly, an electron at the bottom of the CB has a positive effective mass
and an acceleration that is also negative. Our treatment of conduction in metals by

electrons in Chapter 2 inherently assumed that electrons accelerated in the opposite
direction to the applied field, that is, positive effective mass.

However, the electrons at the top of the VS have a negative effective mass, which we

can write as — 1 m . The acceleration a of the electron at b' contributing to the current is

	

—e'E	 +e

which is positive, a along E, This means that the acceleration of an electron with a
negative effective mass at the top of a VS is equivalent to the acceleration of a positive

charge +e with an effective mass 1m1. Put differently, we therefore can equivalently
describe current conduction by the motion of the hole alone by assigning to it a posi-
tive charge and a positive effective mass.

•W'jI!$t1I EFFECI1VE MASS Show that the effective mass of a free electron is the same as its mass in
vacuum.

WON

The expression for the energy of a free electron is

2m

The effective mass, by definition, is given by

1d2E1
In ' =	 I

[dk2

Substituting E = (hk)2 /2m, we get m = m,. Since the energy of a conduction electron in
a metal, within the nearly free electron model, will also have an energy E = (k) 2 /2m, we can
show that the effective mass of the electron in a metal is the same as the mass in vacuum.
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CURRENT DUE TO A MISSING ELECTRON IN 
THE VB First, let us consider â eo-plllcly full ^11

lence hand that contains, say, N elections N/2 of these are moving with momentum in the 4x,

and N12 in the —x direction. Suppose that the crystal is Unit volume. An electron with charge --e

moving with a group velocity VKi contributes to the current by an amount -ev 5,. We can deter-

mine the current density J5 due to the motion of all the electrons (N of them) 
in 

thethc band,

iv	 V91 = 0

JN is zero because for each value of v there is a corresponding velocity equal in magni-

tude but opposite in direction (h and bin Figure 5.52a). Our conclusion from this is that the

contribution toto the current density from a full valence hand is nil, as we expect.
Suppose now that the jth electron is missing (bin Figure 5.52b). The net current density is

due to N - I electrons in the band, so

iv 1 =—e	 v5,	
15.811

where the summation is foci = Ito Nand i 0 j (j ib electron is missing). We can write the sum

as summation to N ine I uding  the jib election and minus the missing jth electron contribution,

Jw-i = -	 v 5, - (—ev0)

that is,

=	 [5.821

where we used J5 = 0. We see that when there is a missing electron, there is a net current due

to that empty state (jih). The current appears as the motion of a charge +c with a velocity v5,,

where v0 is the group velocity of the missing electron. In other words, the current is due to the

motion of a positive charge +r at the site of the missing election at k1 , which is what we call a

hole. One should note that Equation 5.81 describes the current by considering the motions of all

the N - I electrons, whereas Equation 5.82 describes the same current by simply considering

the missing electron as if it were a positively charged particle (+e) moving with a velocity equal

to that of the missing electron. Equation 5.82 is the convenient description universally adopted

for a valence band containing missing electrons.

5.12 INDIRECT RECOMBINATION

We consider the recombination of minority carriers in an extrinsic indirect baudgap

semiconductor such as Si or Ge. As an example, we consider the recombination of

elections in a js-type semiconductor. [nail indirect bandgap semiconductor, the recom-

bination mechanism involves a recombination center, a third body that may be a crys-

tal defect or an impurity, in the recombinati on process to satisfy the requirements of

conservation of momentum. We can view the recombination process as follows. Re-

combination occurs when an electron is captured by the recombination center at the

energy level E. As soon as the electron is captured, it will recombine with a hole
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because holes are abundant in a/i-type semiconductor. In other winds, since there ate

many niajot ity carriers, the I in tat ion on the late oft cr00 hi nation is the actual cap lure
of the minority carrier by 1he center. Thus, if r is the electron recombination time,

since the electrons will have to he captured by the centers, r, is given by

1, .	 -	 15.831
5', N,

where S, is the capture (in rcconihiiiation) doss section of the center, N, is the ron

centrtition of centers, and ia is the ineart speed of the electron that you may lake as its

effective thermal velocity.

Equation 5.83 is valid under small injection conditions, that is, p . > it,, There is

it more general treatment of indirect recombination called the Shockley-Read statistics

of indirect recombination and generation, which is ticatcd in more advanced sellitcon-

ductor physics textbooks. That theory eventually arrives at Equation 5.83 for low-level

injection conditions. We derived Equation 5.83 front a purely physical reasoning.

Gold is frequently added 10 silicon to aid ieconihtnalioui. It is found that the

minority carrier recombination time is inversely proportional to the gold concentra-

tion, following Equation 5.83.

5.13 AMORPHOUS SEMICONDUCTORS

'p to now we have been dealing with crystallinecrystalline semiconductors, those crystals that

have perfect periodicity and aic practically flawless unless purposefully doped for use

in device applications. They are used in numerous solid-state devices including large-

area solar cells. Today's microprocessor uses a single crystal of silicon that contains

millions of transistors; indeed, we are heading for the 1-billion-transistor chip. There

are, however, various applications in electronics that requite inexpensive large-area

devices to he fabricated and hence require it semiconductor material that can be pre-

pared in 
it

	 area. In other applications, the semiconductor material is required to

be deposited as it on a flexible substrate for use as it Best known examples

of large area devices are flat panel displays based oil thin-film transistors liFTs), in-

expensive solar cells, phioiocondtictor drums (for printing and photocopying), image

sensors, and newly developer] X-ray image detectors. Many of these applications typ-

ically use hydrogenated amorphous silicon, it Si FL

A distinctive property of all 	 in it crystalline solid is that its wavefunction

is it wave, a Blocli wave, '/fk, as in Equation 5.74. The Blurb wavefunction

is it consequence of the periodicity of an electron's potential energy FE, V(.c ), within

the crystal. One can view the election's motion as tunneling through the periodic po

tential energy hills. The wavefunctions 	 form extended states because they extend

throughout the whole crystal. The electron belongs to the whole crystal, and there is an

equal probability of finding an electron ill 	 unit cell The wavevector k in this trav-

eling wave Vfk acts as it 	 nuniher. There are many discrete k,, values, which

form a nearly continuous set of /. values (see Figure 5.49). We can describe the inter-

action of the electron with air 	 force, or with photons and phonons, by assign.

ing a momenturn tnk to the election, which is called the electron's crystal momentum.
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The electron's waveftinction	 is frequently scattered by lattice vibrations (or by de-

fects or impurities) from one -value to another, e.g.. trout to Ik . The scattering of

the wavefunction imposes a mean free path f on the electron's motion, that is, a mean

distance over which a wave can travel without being scattering Over the distance t,

the wavefunction is coherent, that is, well defined and predictable as a traveling Bloch

wave; f is also known as the coherence length of the wavefunctioti. liic mobility is de-

termined by the mean tree path f, which at room temperature is typically of the order

of several hundreds of mean interatomic separations. The crystal periodicity and the

unit cell atomic structure control the types of Bloch wave solutions one call obtain to

the Schrodinger equation. The solutions allow the electron energy E to be examined as

a function of k (or momentum hk) and these E —k diagrams categorize crystalline

semiconductors into two classes; direct bandgap (GaAs type) and indirect handgap Si

type) semiconductors.

Hydrogenated amorphous silicon (a-Si;H) is the noncrystalline form of silicon

in which the sure has no long-range order but only short-range order, that is, we

can only identify the nearest neighbors of a given atom. Each Si atotti has tour neigh-

bors as in the crystal, but there is no periodicity or long-range order as illustrated in

Figure 1.59. Without the hydrogen, pure a-Si would have dangling bonds. In such a

structure sometimes a Si atom would not be able to find a fourth neighboring Si atom

to bond with and will be left with a dangling bond as in Figure 1.59b. The hydrogen in

the structure (-10 percent) passivatcs (i.e., neutralizes) the unsatisfied (dangling")

bonds inherent in a noncrystalline structure and so reduces the density of dangling bonds

or defects. a-Si:H belongs to a class of solids called amorphous semiconductors that

do not follow typical crystalline concepts such as Bloch wave) unctions. First, due to

the lack of periodicity, we cannot describe the election as a Bloch wave. Consequently,

we cannot use a wavevector k, and hence hk, to describe the electron's motion, These

semiconductors however do have a short-range order and also possess an energy

handgap that separates a conduction band and a valence band. A window glass has a

noncrystalline structure but also has a bandgap, which makes it transparent. Photons

with energies less than the bandgap energy can pass through the window glass

The examination of the structure of a-Si:H in Figure 1.59c should make it appar-

ent that the potential energy V(x) of the electron in this noncrystalline structure fluc-

tuates randomly from site to site. In some cases, the local changes in V(x) can be

quite strong, forming effective local PE wells (obviously finite wells). Such fluctua-

tions in the PE within tire solid can capture or trap electrons, that is, localize elec-

trons at certain spatial locations. A localized electron will have a wavcfunctioii that

resembles the wavefunction itt the hydrogen atom, so the probability of finding the

electron is localized to the site. Such locations that can trap elections. give them

localized wavefumictions, are called localized states.. The amorphous structure also

has electrons that POSSCSS extended wavefunctions; that is, they belong to the whole

solid. These extended wavefunctiomis are distinctly different than those in the crystal

because they have very short coherence lengths due to the random potential fluctua-

tions; the electron is scattered front site to site and hence the mean tree path is of the

order of a few atomic spacings. The extended waveftinction has random phase fine-

notations. Figure 5.53 compares localized and extended wavetunrtiotis ill an ainor-

phous semiconductor.



460	 CHAPTERS • SF:MI(ONDI rtok,S

U It U tk I

CB
iIeduJ .,iLes

IV
	

iiokO

Figure 5.53 Schematic representation of the density of states g(E) versus energy E for on amorphous
semiconductor and the associated electron wavefunclUons for on electron in the extended and localized stales.

Electronic properties of all amorphous semiconductors can be explained in terms
of the energy distribution of their density of states (DOS) function, g(E). The DOS
function has well-defined energies E 5 and E, that separate extended states from local-
ized slates as in Figure 5.53. There is a distribution of localized states, called tail states
below E, and above F.. The usual bandgap E,. - F, is called the mobility gap. The
reason is that there is a change in the character of charge transport, and hence in the
carrier mobility, in going from extended states above F, to localized states below Ec.

Electron transport above E, in the conduction hand is dominated by scattering
from iaiicloin potential fluctuations arising from the disordered nature of the structure.
The electrons are scattet ed so frequently that their effective mobility is much less than
what it is in crystalline Si: /.e, in a-Si:l-I is typically 5-10 cm 2 V	 S-1 whereas it is
1400 cm2 V-1 a single crystal Si. Electron transport below F, ,on the other hand,
requires an election to jump, or hop, from one localized state to another, aided by
thermal vibrations of the lattice, in an analogous way to the diffusion of an interstitial
Impurity in a crystal. We know from Chapter I that the jump or diffusion of the impu-
rity is a thermally activated process because it relies on the thermal vibrations of all the
crysial atoms to occasionally give the impurity enough energy to make that jump. The
electron's mohilil'u associated with this type of hopping motion among localized states
is thermally activated, and its value is small. Thus, there is a change in the electron
nobility across F,, which is called the conduction hand mobilit y edge.

The localized states (Irequently simply called traps) between E, and F. have a pro-
found effect on the overall electronic properties. The tail localized states are a direct
result of the structural disorder that is inherent in noncrystalline solids, variations in the
bond angles and length. Various prominent peaks and features in the DOS within the
mobility gap have been associated with possible structural defects, such as under- and
overcoordinated atoms in the structure, dangling bonds, and dopants. Electrons that
drift in the conducthm band can fall into localized states and become immobilized
(trapped) for it 	 Thus, electron transport in a-Si.H occurs by multiple trapping in

F)
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shallow localized states. The effective electron drift mobility in a-Si:H is therefore re-

duced to "-j cm2 V' s . Low drift mobilities obviously prevent the use of amorphous

semiconductor materials in high-speed orhigh-gai ctro0ic applications Nonetheless,

low-speed electronics is just as important as high-speed electronics in the electronics

market in such applications as flat panel displays, solar cells, and image sensors. A low-

speed flat panel display made from hydrogenated amorphous silicon (a-Si:H) WI's costs

very roughly the same as a high-speed crystalline Si microchip that runs the Cpu.

CD Selected Topics and Solved Problems

Selected Topics	 Solved Problems

Hall Effect in Semiconductors 	 Piecoresistance: Pressure Sensors and Strain Gauges

Transferred Electron Devices: Gunti Effect	 Hall Effect

Elements of Photoconductivity 	 Ionization Region in Doped Semiconductors

Thermoelectric Effects in Semiconductors: 	 Compensation Doping of Semiconductors

Voltage Drift in Semiconductor Devices 	 Electron-Hole Recombination in Semiconductors and

Photoconductivity

DEFINING TERMS

Acceptor atoms are departs that have one less valency

than the host atom. They therefore accept electrons

from the VB and thereby create holes in the VB, which

leads to a p > n and hence to a p4ype semiconductor.

Averageenergy ofanelectron in the CE is kT as if the

electrons were obeying Maxwell—Boltzmann statistics -
Ibis is only true for a nondegencrate semiconductor.

Much wave refers to an electron wavefunction of the

form = U5(x)erp( jkx). which is a traveling wave

that is modulated by a function U1 (x) that has the pen-

odicity of the crystal. The Bloch wavefunction is a

consequence of the periodicity of an electron's poten-

tial energy within the crystal.

Compensated semiconductor contains both donors

and acceptors in the same crystal region that compen-

sate for each other's effects. For example, if there are

more donors than acceptors, No > N,, their of

the electrons released by donors are captured by accep-

tors and the net effect is that Nd - N number of dcc-

noes per Unit volume are left in the CE.

Conduction hand (CB) is a hand of energies for the

electron in a semiconductor where it can gain energy

front air field and drift and thereby contribute to

electrical conduction. The election in the Cli behaves

as if it were a "free" particle with an effective mass m

Degenerate semiconductor has so litany dopants that

the electron concentration in the CB, or hole concentra-

tion in the VB, is compuah!e with the density of states

in the band. Consequently. the Pauli exclusion princi-

ple is significant and Fermi—Dirac statistics must he

used, The Fermi level is either in the CE for an° -type

degenerate or in the VB for a p4 -type degenerate semi-

conductor. The superscript + indicates a heavily doped

semiconductor.

Diffusion is a random proccssby which particles move

trout h i gh-concentration legions to low-concentration

legions.

Donor atoms are dopants that have a valency one more

than the host atom. They therefore donate electrons to

the CE and thereby create electrons in the CB, which

leads to n	 p and trace to an n-type semiconductor.

Effective density of states (Nr) at the CE edge is a

quamitily that represents all the states in the CE per unit

volume as if they were all at E. Similarl y, N, at the
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VB edge is quantit'. that reprc.cnts all the states in the

VB pci unit voluite as if they were all at E.

Effective mass (in ; ) of an election is a quantum me-

chanical quantity that behaves like the inertial mass in

classical mechanics, F = ma, in that it measures the

object's inertial resistance to acceleration. It relates the

acceleration a of an electron in a crystal to the applied

external force F, by !' = a. The external force

is most commonly the force of an electric field eE and

excludes all internal forces within the crystal.

Einstein relation relates the diffusion coefficient D

and the drift inability ji of a given species of charge

carriers through (D/1u) S (hE/u).

Electron affinity (y)is the energy required to remove

an electron from F, to the vacuum level.

Energy of the electron in the crystal, whether in the

CB or VB, depends on its momentum hk through the

F-k behavior determined by the Schrodinger equation.

E-k behavior is most conveniently represented graphi-

cally through F--k diagrams. For example, for an elec-

tron at the bottom of the CB, F increases as (tik)'/m'

where Ink is the momentum and nn is the effective mass

of the electron, which is determined from the F-k

behavior.

Excess carrier concentration is the excess concen-

tration above the thermal equilibriums value. Excess

carriers are generated by an external excitation such as

photogcncrat ion.

Extended state refers to an electron wavefunctiori

whose magnitude does not decay with distance; that is,

it is extended in the crystal. An extended wavefunction

of 
an 

electron in a crystal is a Bloch wave, that is,

dlk = U(x) exp(jkx), which is a traveling wave that Is

modulated by a function U (x) that has the periodicity

of the crystal. There is an equal probability of finding

an electron in any unit cell of the crystal. Scattering of

art electromt itt the crystal by lattice vibrations or impu-

rities, etc., corresponds to the electron being scattered

from one0, to another r/v., i.e. a change in the

wavevcctrsr from itk to W. Valence and conduction

bands in a crystal have extended states.

Extrinsic semiconductor is a semiconductor that has

been (loped 50 that the concentration of one type of

charge carrier tar exceeds that of time other. Adding

donor impurities releases electrons into the CB and n
far exceeds p; thus, the semiconductor becomes n-type.

Fermi energyor level (E) may be definedinseveral

equivalent ways. The Fermi level is the energy level cvi-

responding to the energy required to remove an electron

from the semiconductor; there need not be any actual

electrons at this energy level. The energy necikd tore-

move an electron defines the work function $. We can

define the Fermi level to be 4' below the vacuum level.

Ev can also be defined as that energy vahie below

which all states arc full and above which all states are

empty at absolute zero of temperature. F, can also be

defined through a difference. A difference in the Fermi

energy A E, in a system is the external electrical work

done per electron either on the system or by the system

such as electrical work done when a change e moves

through an electrostatic PE difference is eta V.11 can be

viewed as a fundamental material property.

Intrinsic carrier concentration (in,) is the electron

concentration in the CB of an intrinsic semiconductor.

The hole concentration in the VB is equal to theelectjnn

Concentration.

Intrinsic semiconductor has an equal number of

electrons and boles due to thermal generation across

the bandgap E, it corresponds to a pure semiconduc-

tor crystal in which there are no impurities or crystal

defects.

Ionization energy is the energy required to ionize an

atom, for example, to remove an eleetson.

Ionized impurity scattering limited mobility is the

mobility of the electrons when their motion is limited
I
y scattering from the ionized impurities in the semi-

conductor (e.g., donors and acceptors).

It is the wavevector of the electron's wavelunction. In a

crystal the electron wavefunction, (n) is a ,rijdjdoicd
traveling wave of the form

= Ui(z)cxp(jkx)

where k is the wavevector and IJ(') is a periodic func-

tion that depends on the PE of interaction between the

electron and the lattice atoms. It identifies all possible

states #1 (x) that are allowed to exist in the crystal. ltk

is called the crystal momentum of the electron as its

rate of change is the externally applied [nice to the

electron, d(hk)/d, =
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Lattice-scatleringlimited mobility is the nobility of

the electrons when their motion is limited by scaitet ing

from thermal vibrations of the lattice aiOtiis.

Localized state refers to an electron wave unction
SVhOSC magnitude or the envelope of the

wavefunction, decays with distance, which localires

the electron to a spatial legion in the semiconductor.

For example, a la-type wavefunction of the bern

m exp( n) ), Where" is the distance measured

from some center at r - 0, and a is it positive constant,

would represent a localized state centered at r = I)

Majority carriers are elections in ann-  type and holes

in a p-type semiconductor.

Mass action law in semiconductor science refe rs to

the law np = n, which is valid under thermal euilih-

rium conditions and in the absence of external biases

and illumination

Minority carrier diffusion length (L) is the mean

distance a minority carrier cliff uses helm' iccouthina-

lion, L - JD r, where 1) is the diffusion coefficient

and r is the minority carrier lifetime.

Minority carrier lifetime (r) is the mean time for a

minority carriei to disappear by icconthination I /r is

the mean probability per unit time that a minority earner

recombines with a niajoiity carrier.

Minority carriers are electrons in it type and holes

in an n-type semiconiluctiir.

Nondegenerate semiconductor has electrons in the

CB and holes in the VB that obey Boltzmann statistics.

Put differently, the electron concentration it in the CB

is much less than the effective density of states N, and

similarly p N,. It refers to a semiconductor that has

not been heavily doped so that these conditions are

maintained typically, doping concentrations are less

than 10" cut-

Ohmic contact is a contact that can supply charge cii

riers to a senniconducltn at a i aie detei iii ned by chai ge

transport fluough the semiconductor and not by the

contact properties itself Thus the current is limited by

the conductivity of the semiconductor and not by the

contact

Peltier effect is the phenomenon of heat absorption or

liberation at the contact between two dissimilai mate-

rials as a result of a dc current passing through the

Junction. The rate of heat generation Q' is proportional

to the dc current I passing through the contact so that

Cy = flu, where 11 is called the Peltier coefficient

and the sign depends oil whether heat is absorbed or

released

Phonon is a quantum of energy associated with the

vibrations of the atoms in the crystal, analogous to

the photon. A phonon has all energy tim where w is the

frequency of the lattice vibration.

Photoconductivity is the change in the conductivity

Item dark to light, °Ivh

Photogeneration is the excitation of an electron into

the CR by the absorption of a photon. If the photon is

absorbed by an electron in the VB, then its excitation to

the CB will generate an Ehhl'

Photoinjection is the photogeneration of earners in the

seniiconduetor by illumination. Phologeneration may

he VB to ('B excitation, in which case electrons and

holes ne generated in pairs.

Pie,,uresistivity is the change in the resistivity of a

senuucninditctor due to all mechanical stress o,.

Elastoresistisity refers to the change in the resistivity

due loan induced strain in the substance Application of

stress normally leads to sham, so p iezotesistivity and

etastoresistivity refer to the same phenomenon. In sim-

ple terms, the change in the resistivity may be due to a

change in the concentration of carriers or due to a

change in the drift mobility of the carriers. The fractional

change in due resistivity hp/p is proportional to the ap-

plied stress o-,,, and the proportionality constant is called

the piezoresistive coefficient in (I/Pa units), which is a

tensor quantity because a stress iii one direction in a

crystal can alter the resistivity in another direction.

Recombination otan eectron—hole pair involves an

electron in the CB tailing down in energy into an

empty state (hole) in the VB tin occupy it. The result is

the annihilatioti of an flUE Recotnhinatiott is direct

when the electron falls directly down into an empty

state iii the VB as in GaAs Recombination is indirect

if the election is ftrst captured locally by a defect or an

inuptirity, called a recombination center, and front there

it falls down into an empty state (hole) in the VB as in

Si and Ge.
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Schottky junction is a contact between a metal and a

semiconductor that has rectifying properties. For a

nxetal/n-tyj semiconductor junction, electrons on the

metal side have to overcome a potential energy barrier

to enter the conduction hand of the semiconductor,

whereas the conduction electrons in the semiconductor

havetoovercon've a stoallerharriere V toentcr the metal.

Forward bias decreases e V and thereby greatly encour-

ages electron emissions ovcl the barrier e(V,— V).

Under reverse bias, electrons have to overcome On and

the current is very small.

Thermal equilibrium carrier concentrations are

those electron and hole conccrstralioris that are solely

determined by the statistics of the carriers and the dcii-

sity of states in the band. Thermal equilibrium concen-

trations obey the mass action law, np = n.

Thermal velocity (V) of an electron in the CB is its

mean (or effective) speed in the semiconductor as it

moves around in the crystal. For a nondegcnerale semi-

conductor, It can be obtained simply from r,lr =
kT

Vacuum level is the energy level where the PE of the
electron and the KE of the electron are both zero. It
defines the energy level where the electron is just free

from the solid.

Valence band (VB) is a hand of energies for the elec-

trons in bonds in a semiconductor. The valence band is

made of all those states (wavefunc(ions) that constitute

the bonding between the atoms in the crystal. At ab-

solute zero of temperature, the VB is full of all the bond-

ing electrons of the atoms. When an electron is excited

to the CB, this leaves behind an empty state, which is

called a hole. It carries a positive charge and behaves as

if it were a "free" positively charged entity with an ef-

fective mass of rn;, It moves around the VB by having a

neighboring electron tunnel into the unoccupied state.

Work function (ill) is the energy required to remove

an electron fom the solid to the vacuum level.

QUESTIONS AND PROBLEMS

5.1	 Bandgap and pholodetretion

a. Determine the nl,sximt,m value of the energy gap that a semicondncioi, used as a phoioconducior,
can have jilt is to he sensitive to yellow light itimi und.

b. A phoirruiciector whose area is 5 x lO on2 is irradiated with yellow light whose intensity is
2 uiW cm 2 . Assuming that each photon generates one electron-hole pail, calculate the number of
pairs generated per second.

i.	 From the known energy gap of the semiconductor GaAs (E, = 1.42 eV), calculate the primary
wavelength of photons emitted ti-oin this crystal as a issoli of electron-hole recombination.

d.	 In the above wavelength visible?

r.	 Will x silicoit phoirxletecvrsr he sensitive to the radiation Irons a GaAs laser? Why?

5.2 Intrinsic Ge living the values of lire itcusiiy nl states eflective iriasses ,u and ,rr in Table 5. 1, Cal-
culate the intrinsic couccntraisors in Ge. What ir, n, if you use N, and N front Table 5.1? Calculate the
intrinsic resistivity of Ge Si ?Nl K

53 Fermi level in iuili-inoicsomiconrlucnors Using the values of theulervity otvsaies effective masses sn
and sn or GAte 5 I, fmi the position of the Fermi energy in intrinsic Si, Go, and GaAs with cesct In
he midilte of the harsdgap (E012).

5.4	 Extrinsic Si A Si crystal has been doped with P. The doirtrreoneenlraiiou is tOtS cni. Find lie cots-
ilocuvlly and resistivity of the crystal

5.5	 Extrinsic Si Find die coneenttatina of aceeptnrs required for a 1,-Si crystal so have a resistivity of
I U cot.

5.6	 Slinimutu conductivity

mi.	 Cnvvidct the conductivity 010 semiconductor, I, = e,rga + ep;a Will doping always increase the
conductivity?
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Show that the utinjittam conituctivity bin Si is ohiaoted when ii is fi_type sloped such that the hole

cOitcctttrittitit is

V l's

and the corresponding ninilnoiti conductivity lnravnflhiin resistivity) is

in, ../i,

Calculate p,., arid in 	 for Si and compare with intrinsic values.

5.7

	

	
ExirinsicpSi A Si crvsinl is lobe doped )clvpe with B acceptors. File 1101c did! mohihty ILI, depends

on tile total conccittratiiilt of ionized dopants N5, 0 1, in this case acceptors oitly. as

4tt7	
cttrV's

	

54.3 + l	 34	 j

where N,5-10o is 
iii citt'. Find ftc acquired conceiitration of B sloping for the resistivity to Ire 0.1 f2 can

5.8 
Thermal velocity and mean free path in GaAs Givcit that the election effective ntass rn for the

GaAs is 0007iv,. calculate the thermal veloc
ity of tire cordttcttvtt bond (CB) electrons - The election

drift mobility ja, dcpeitds on the tic-an free J OOC T o between electron seottcritig events (between elec-

	

trons- and lattice vibrations). Giver 1a 	 pV/,tt. and ji, 	 850!! cut2 V' s -i tar GaAs. calculate n.

	

free path	 of CB electron!- How natty unit cells is if the lattice eoii.statni o of
and Inc-c the wean 
GaAs is 0.565 nnn( Calculate the drift velocity vi = (L/L of the CB electrons in in applied Field L of

IO V In' What is your eottclvsktn

5.9	 Compensation doping in Si
it. A Si wafer has been duped ti-type with ltl° As atoms cm'.

I. Calculate tine conductivity (if the sample at 27 'C.

2

	

	 Where is the lac tivi level in this sample at 27 'C vvult respect to the Feritit level (E, (in

intrinsic St?
3. Calculate the conductivity of the sample at 127 'C.

in. The above ti-type Si sample is fauliec doped with 9 iv IU 11 boron atoms (p-type, dupant) per ceti-

tinteler cubed.
I. Calculate the conductivity of the sample at 27 'C.
2 Where is tIne Fermi level in this sample with respect to the Fermi level in the ratuple in its)

27 'C7 Is this an n-type ar/n-type Si?

5.0 
Temperature dependence ofconductivity An it-type Sn vaitiplc has been doped snoilt th is phosphtrtns

atoms cut '. lire donor energy level lor I'm Si is 0045 eV belivw the cotidutclron minI edge cnctp.y.

u. Calculate the rontut tenimperattire conductivity of the sample.

Ii	 Estitrnaie the temperature above which the sample behaves as if intrinsic.

a-.	
hiatintate to within 211 percent the lowest temttperatttre above which all the donors are tonireul.

at. Sketch schematically the tkjxndcocc if tine clectnvslt concentrlttton in the condocitotn h yatt) man the

temperature as login) versus lIT. and math the variotiv important repasts and critical temperatures.
For each region thaw ui energy batmul diagram that clearly shows Firm where the electrons ax

excited into the conduction lend.

e.	 Skeich nchem.mticnily time depcitdenmee Of file 	 on the teitiperaittec as login I vermin ]IT

and inark the variotis critical temperatures and tither relevant infoiiitattOtl-

'5.11 
tomeatinit at low teunperallirm in doped semiconduetOen Consider an It-type netniconduclor. The

probability that a datum level Fit is occupied by an electron is Probability of
= ----- _.m____._.__	 (5.UI	 thing,

	

-	 14-- es- -_- )	
it1PY
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LIe, Iwo

eoncei,,rah,00

in eilrin.cir

sentic,i,iduetoi',

	A is the Bolt,,tiat,t, constitit, I	 the leinpetatule. F., is the I trod eticigy, and 'i ton COlist.mnt
IS l die degeneracy lac to r; in St	 - 2 lot doitors. intl hr the v_c opal ion sta(isti	 of icceptors

1.	 -I Show hal

	

tiN	 N,, N,

	

—	 — II	 5.85)

	

lANk	 IAE\

	

)	
pesp A )

where I i is Ike election concert ratloll ill tiindtietinn lined N, is he ci levIne iletisity 'ii sItes _,i Ike
eunducloin bond edge, 5',, is the tiuno, conceomiatlun, and A F — 6 — F,t is the ionLoilrim citesgy of the
ilomws Show (hal Fqo.iluui 589 at low lemperalotes is equivalent to EqualonS 19 Consider a (,-type
Si sample that ins Nero doped will, to" gal [ill))) (Gal itomno rIo ' The aece1ilni cocigy level lot Ga in

Si ii 1)1165 cV above the valence haiti edge energy, N,,. Estimate the Ion cot lclttpet alure I Cl those

wlnte 6'Iil peveul of lie .icccptoi s arc ionized by assuming lb.,, the itceejilom degeneracy litton q -4

	

5.12	 Cmninh,emlsntion doping in n-type Si Attn type St sample has been doped with I c 10 17 phosphorus (P)
,Itiiitts ciii 	 I he did) noihilulies of totes and electrons in St at SIlO K depend on the mInI cotttcoht,itoin
of dop.iots N,0 	 3 las follows

1252

	

88 + --------- -	 cite V
1+6.984 x 10

and

	407 	
cot'S' s

+ +3.745 olO °Nos,nt

a.	 I .tleolatc the i0Otii lelt,l ictattirc ci,nduvttvil y ( if the snntple
Ii.

	

	 Cali ulate tIme necessary 
icecplor tkI1tiOg lie N,,) that is requucd to rake (his sample p-type with

,iPln(isllttilely the stone oult clii itt

5.13 GaAs Ga his a s tuhcncy vi Ill and As fins 5' When Ga and As aloitis ire hiouglit together ill the
GaAs etystal as depicted in Figure 554 the three valence elections in eu It Cia and the five valence
elecItotis in each, A-. all sha,ed to bait lour eoialeol lioo,ts I,, I low Iii lie Cites citCial with some
10 l ot so "I "A aoitihet-s ol Cii and As douns. we h tie da alet ige iii 	 ii silence electrons pet abut,
Wilellici Iii iii	 s so we would expect the bouid,,g to lie s,n,ila, 1,1111.110 the Sic iyslal. knit No its pet
Non. 'I he ciysl,tl sicaetutc, howevci_ is tot that ill vi i.voolid but ,alhc'i tO_it 01 ante hietide (1liapiei II

a	 What is lie arciage nusit,hei ot e,t0ucc electrons pet ,itolti fora pwi (if (hi and As ,,toios and it, the
GaAs crystal 

6.	 Who will happen it Se in le, firoiti Gm ,q, VI, are stibslituted Ion at As aloin in he Ga Os cty slal

What will h.ipvot if Zn vi Cci, Itoiti (iioitp II, .nc sohstit,oed 101 d Cia abut to the GaAs cty.snai I

I.	 What will llO1i1itii lISt, (lviii Group IV, I5 stibstiltiied mi an As .10111 hr the GaAscrysl,il

e.

	

	 What still happen ifSt, foil Girtip IV, is substituted for a Ga atoi, in the GaAs crystal 'What do

you think amphoteric depant it,eaits

f

	

	 Based on Ihe discussion of GaAs a hat do you think the crystal stiltetot ccitt the III -V c,iuti1siuntd
semiconductors AlAs. Gap, litAs. In P .inI luSh will be'

Elect ron tin/u

inubiltt

Hole u/il/u

mohikn,

Figure 5.54 The GaAs crystal

structure in IWO dimensions.

Average number of valence

electrons per o(oln is lum Each

Go Clam vovaleolly bonds 	
(lout neighboring As atoms and	
,,	 e

vice versa

(;it zion IValenicy tIll

i	 I
	\, 	 'As" (Ga)- tAn)	 Ga(

	

S	 (Ga)	 As) (oa)
As Aims (Vahene y V1	

"II	 11	 I[	 L
"As)	 Ga) -1,As;	 Ga)-
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5.14	 Doped GaAs Cocrailer the GaAs yst,il it ICR K

a.	 Cakulatc the intrinsic conductivity and resistivity

b In a sample curtaining only 10U eta I ionized donors, where is the Form level' What is the con

dxwti oily of the tample'!

c.

	

	 In a sample containing lO IS cutimr'rd doiron. and  x lo ll cur 'ionized acceptors oh,it is the

[eec hole concentration?

5.15

	

	 Vartinni mprialioii and the chaugn in the baudgap with temperature The Vrvhni r'qilitioii ,le.
,cnhe, the change at the energy baudgap E0 of a semiconductor with temperature T in let iris of

AT°
	° 	 8+2

where E is or haridgap at 1' = 0 K. and A and B are matenal-specitic constants. For example, for

GaAx,F1	1.519eV.A = 5.405u III" cV K , U 204 K,so that ai T 3(01K. F, - 1,42 eV.

Show dial

dF 	 ANT 1- 	 ( E0 ,_ El l ('T+2B

dT	 (8+T)' -	 T

What is dE/rlT for GaAs'? flie Vanhnt equation can he used to calculate the shift in the peak emission
wavelength of at light emitting diode (LED) with temperature or the wInO wavelength of a detector Ii

theeamtted photon energy (runt an electron and hole recombination is hit mE0 r kT, find the shift in

the entitied wavelength front 27 'C down to 30 C C front a GaAs LED.

5.16

	

	 Degenerate semienonduclor Consider the general exponential expression for the concentration of

ekcinouuuin the CB,

N,
I' (E,	 Ep)

ii	 exp [ 	 -

riddle utacs zitout law, up = W. What happens when the doping level is such (hill upproaclies A anil

euuIs it, Can you still use the above expressions for n and r'
Consider an ittype Si that h is been heavily doped and llw electron clo'celluaio,ri or lie CB to

1020 ciii . Where in the Feunut level I (at you use up = n2 to find the hole coneenuu.utio p ' Voltat is its

rtstsinity1 How does this compare with a typical metal'? What use is such a seiiitcondnctor

5.17 Mwdeemwuuclknityandspeed ('onatdcntwop'typrt St saixplesixith doped with 101'It atom,, cvi 'Boil,

have ukutical thtnaisionvof leutgilt ill inn). width W( I non), and depOt (tlticknc° v) 0 10.1 Otto) One Sam

pie. herder] A, Ian mu elecitcut ltfctauscol I s whereas the other, lalseled B, has arelectroti lifetime of 5/ac

o	 At nine r 0. a la'er light of wavelength 750 mu is switched on to t llutnutate the surtice IL x WI

of both the sauinplcs. The Incident laser light intensity on both son1ilexislo " W
 ""At trite

I = SOpS, the laser is switched off Sketch the time evolution of the in i nnriY carrier c(,itceuirai,is,

lee fu4h sampler on the sonic ones.

Ia

	

	 What is the pholocunerat )untrreui due illumination alone) if each satug is connected to a I V

batter'

5.18 Hall cITed in umnicodadOns The Hall effect is a senticisnduetoe sample tnilea not only tIre etc,
Iron will 	 concentrations ii and p. respectively, but also the e]eeui,n and hoki rtl t mohitlitie,, it, and

The Hall coefficient of a sciiucoitdiiriru is (see Chapter 2)

	

R,-	 15.86J
r(p +

whencb ia,Ilnu.

a	 Grveai the mass alion lasS ii;' 	 ,. .1, I,, t in itiastittiOti thutI ( iiegavveari rttthse lu,,! Shot,

thai the iholi uuiobilitics uvinain relatisely unaffected as it cltcsugcv (dre to 10(1' Gtveti 
fix, , Ice

	

aid hale ihilt neulsilitie' p. - 1094 cut 1 V	 and 	 = 450 cm2 V	 silt, on, ilci,.jtttiuie'

i, lea tuasmium I R0 I in terms of it,

Vurohiuu
eq0050ti

&ind(uup shift
wait tempcialOic

Hall coefficient
elf a semi-
coitducjety
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Ii	 Faking b — 1 plot II I, as a lunatual of electron cOiiCetttrallnn li/n hoot 1) 0 1 Ii, Ill
Show ilol, when in >' in, ft11 = I/eu awl when, <C ,t, R11 fl/q.

5.19	 hall effect in seuticnitdnelors mos t Hall effect lngh_sn'usonvtty sett,nrs typically tine III -V seflticim-
iluciors, such as GaAs, IttAs, luSh Hell eflect tntcgiatrd circuits with integrated atsipliflcro, in the other
hi L use 5i Consider ready intl insie samples in which n p ' v,, intl calculate Njj to. each using
the data in i ttilc 54 Wino, is your cotmelosion! Which seou would cxhtliil the worst meu iper.nture drift?
(Cssnsl,Iei the baostgjp, on) drill at,,,

Table S.4 Hall effect in selected semiconductors

E1(eV)	 mt(cntm I)	 is, (em V 
i

s - ')	 pt (cm 1 V S_I)	 8	 Re (ma A -is-')

Si	 1.10	 I ir lO'°	 1350	 450	 3	 312
GaAs	 142	 2 x fo

r
8.5 	 4	 I

luAu	 0.36	 I a Iota	33.0	 460
luSh	 1117	 2 x 1010	 78.1810	 M.

'5.20 Compound snnnicr,nmlnctisr devices Silicon and germanium crystalline semiconductors are what
ate cal led elemental Grssup IV senticoinduclors. It is possible to have com1w,ttnd setnicondacims
trots ,ituins in (hoops Ill and V For "ample, GaAs is a coiupoutol semicsrndtsemor that has (Ia from
Grump Ill and ,\s ii ort, Gttruj, V vi, in tire crystalline structure we have an "effective' or "clean" vu-
leusc of I\' per alum .111,1 nIne solid behaves like a seinrconduett,r. Similarly GaSh (gallium anti-
aonrile) would he a Ill-V type sciiincn,mndniclor. Piovided we have a sts,icltmoirmetrjc compound. the
scmscrnndtrLtor will he ideally intrinsic. If, however, there is an excess of Sb atoms in the solid
GaSh, Own we will have nrotnstoichrometry and the semiconductor be extrinsic. In this cane, ex-
cess Sb atoms will act as thrusts in the GaSb structure new ate many useful compound scimticon-
duciors, the tillst important of which is GaAs. Some cant be doped built it- and p-type, but many arc
one type only. Inc example, ZnO is a I[-VI cotntpound semiconductor with a direct handgap at
32 cV, but unlurmurtatel y , due to the presence of excess Zn, it is naturally in type and cannot he

doped to p type.

a GuSts (gallirum octinrorttdc) ivan irtcrc gutg direct lnnndgap semiconductor with an energy bandga4n
P. — ((67 eV, aliniost equal to that of yerttnanlurn It can be used is an light emitting diode (LED)
on laser diode mistrial What would he the wavelength of etnsiccnirti from a GaSh LED' Will tins be
visible'

/s	 Calculate the Intrinsic cOrriei51t of (;aSh at 1181 K taking N, = 2.3 x	 cut	 N. —

6.1 1015 csns, (t	 il810t 2 V I s I , an') px — (88) cm 2 V I çt Complaint: Willi the
,vtninsic condttctiviiv of (,c

i	 Excess Sb snouts will fluke ° hunt auttittomde nonslo,chtumetric, that is, Gasbi is. which will
result In ant extititstc seffh0%i 0 11, Given that the density of GaSb "i4 gem ', calculate
8 (excess Sh( that will resell lGtmSln having a conductivity of 8)) fl 	 . Will this he ann-
or 1r-type aettitcomndul 	 ra assume that the drift mobilities are relatively wialfreted by the
tIOjS if.

5.21	 Fxeem mimnou'iIY carries COL	 Conside
moss Asatirne that the mnti000nty 	

rain-type nettteotultirrw tout weak injection cewdm-

hence the weak injection unssn\, recoenhtnaiinmn mine I I,%cotnntlni (independent of injection—.

due IC recombinatr0 is1 ). 
'lime rate 01 change of the instantaneous hole concentiratiort

bn by

IPecotnhination

ivie	
at
	 15.871



QUESTIONS AND PROBLEMS

The net are of hicrease (change) in p, is the Sara of the total generation rate G itid the rare of
change due to recombittation, flat is,

lip" 	 15.881T, r5

By separating the generation terra G into tbcntial generation C, and phitogeneration (, .ini eon
sidering the ulark condition as one possible solution, show that

469

Esre's.s sri,, cr
tinder otI/inn
pit Drags lii luuIohi

arid ri,
Mitral'

ddip,	 Lsp
--

ds

Flow does your derivation compare n tb Equation 5.27? Wlrrss are die assnirnptrons inherent ri
Filiation 5.89?

5.22 Direct recoinhination and GaAs Constrict recombination in is direct b,sirdg,rp fitepe sctnrreonrduclor,
e.g., GaAs doper] with an acceptor concentration N0 . The recorrrhtntlion involves a direct nrectttrg of an
eleclron-hole pair as depicted in Figure 522. Sup1xtse that erects electrons and holes ba,e been nttjceied
(e.g.. by phoIoescitaiiott), and that An is tine excess electron concentration and 'up1 r tire SAss hole
concentration. Assume tan, is controlled by recianbinalion and thermal generation offl, that is. rceossrnl
nation is the equilibrium storing tnechamsnt. lire recombination rate will be proportional ton, p,,, and tb
lhcraujal gertenatioct rate will be proportional to n,0p0. In the dark, in eqarlihnrnm. thermal generation rats
is equal to the recombination rate The latter is proportional to n,, p, The rate of change sri An, is

-.	 Necainrisioaiton
- B I'tppp - ,i,,,J	 15.	Or	 901	

Trite

where B is a proportionality constant, called the direct recombination capture coefficient. Tie
recombination lifetime r1 is defined by

Mote	 Aet,	 Definition  r(
-	 15.911	 recombination
-	 C,	

lifeline
a. Show that for low-level injection, ru << An, <<P5w, r, is constant and given h1

Lou injection
C, = --- = -	 15.921 ,reambitinon

Bjis.	 ION0	
liven

8	 Show that under high-level injeclion, tan51 >2> pr,,

	

aAnP	
ltj5p tang —B(An,) 2	5.931	 High injection

at

no that the recombination lifetime e, is now given by

15.891

High-injection
,ecwnbiaation

time

=—L. =	 15.941
Blip0	Bias,,

that m, the lifetime C, is inversely proportional to the injected earner concentration
c. Consider what happen in the presence of photogenenatton at a rate G,,, (electron—hole pairs per

unit volume per time). Stensly state will be macbed when the photogenerauron rate and recoin
binataott rite becothe equal. Thai a,

= (nv)	
=in,p —i,iu]Or

A photoconductive film of tt . type GaAs doped with flit) cot donors is 2 rout rang I 1.1, I trrns
wide M. and S turn thick (Ill. The sample has electrodes attaches] to its ends electrode are,, is
thetelone I mm x 5pm) which ate connected to a I V suppl y through an atstnscter 'lire GaAs
phoiocorsdut-uor is uniforml y illuminated over the surface area 2 mm a I into with a I tttW laser

&ros'slate

photogciteint Irene
role

31
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I adiirort ill wavelength A - 8411 urn (rniraied) 1 he rccoitibtnaltinti cocffrcrerrt Ii he GA, is

721 x ID rn s Al a - 840 trot, the atnsrrtptroricrrellrcterri is about t Se 101 cr11 ('also late

the phnrtoeuirent 'ph v, and the cleco icr1 power dissipated as Joule healing itt the sm1rk. Whir will

ire the power dissipated as heat in the sample iu an often catcall, where I = lP

5.23 Fie,r,resistis iii application hr deflect sit and (nice meusoreuncni Consider the cariflicu Cr in l'rgtav

318c. Suppose we apply a I ,rce b to lire free end, wluclt results ill deflection in of tire lip of the can

tilnen frOm its horizontal eqorlrbrrutn positron The maximum stresS rn 0, is induiceri at lIre srippotl end

of the cantilever, 01111 surface where the pre/oreslstot is cmmrbcdded to measure the stress When the

cantilever is bent, there is a rcrrstle at lirttgrrridrrsal stress Oc oil the surface because the top surface is

csterrdeii artd the iiottirm surface is coon riled It!, W, and I) are respectively tire length, width, and

thickness of the cantilever, then the relationships between the force I' and deflection Ii, and the mimi

ItlullI stress IT, ai•C

	

lYDIi	 WIJ5Y
Cwrlrinver	 or lnrnax =	 arid	 f -_ - —i— It

212
equanlotis

where 8 is the elastic (Young's) modulus,A pad rcimlar Sm cantilever has a length (LI of 500 pill, width

(W) of Il)0nr and thickness (0) of lOIntu. Grserr F = 170 6111, and that the prezorenrstoe mnhevided

ri the cantilever is along the I 1101 dinectriro with in 1 72 in Ill Pa , find the percentage chauge in

the resictattce, AR/k, of the prezorenintor when the deflection isO.t pan. What is the force that would

grvc this defiectron' (Neglect the transverse stresses on the prezoresmalor ) How does the design choice

tot the length L 
of 

the cutitticvnmn depend liii whether one is interested in ttteasimring the deflection in or

tire lorce F 9 (Nub 0 r depr.rrds err tire distance is from the support end: it decreanes with n. Assume that

tlte length of the lvi'/inresr.susn is vcr slroet compared w ith  so that at does not change significantly

along its length I

5.24	 Schsrtiky junction

a.

	

	 ('onurdar a Sc'unmtky tnoctiatr diode betsseert Aa and in Si, doped with 1(116 donors cr0 t.i ire cross

secirirtial area is I allot (liveir the won k iut'ertori Of An As 5.1 eV, what is the thcu:etic,il barrner

hen1irl 4	 Ii roll the ioctal to the semiconductor'

0	 G" en that lie experimental her tier height u is about (10 eV what is the revel se s,itur,r iruur urn-

perIl and 11W current when there is a forward bras of 0 3 V across the diode'? (Ure bqmstruutr 437.)

5.25	 aitSchirtlk y junction ('ottsdci a Sciraliky Junction diode belusertr Al and n St. dolleddolledh S . 11116

dnnounn sent	 lime ciorss secrrirrtal inca is i nIb. GrYen that the electron atfiniti 	 ol Sirs 411 t eV and

i Inc work itinetton it A iis4ZS eV, vs liar is the theoretical harrier height o front flit uretal to the sr'nni

candrrctot 7 What Is the built-in voltage' 1 lithe experimental hurrier height 45 is shorn 11.6 eV, what in

the reverse saturation erirneal and the current when dice is a hun ward bias of 0.2 V across the diode'!

'lake B1 .-IlOAcm 2K

5.26	 Schottky and ohmic contacts Consider ann type Sr sanrplr' mitijued us ,Ili 	 dotirrr ci ni	 The length

L is I l tint, the cross—sectional area A is II) lint x 101101 The two ends of the sample are labeled as B

and C. The dccii on afl'rtrity lo lot St ,.s401 eV and the work farritnnrrrs libel fran rolenir,rl metals 10, turn

lads at  and ('are lrsred an l,ihle 55

Table 53 Work functions in eV

CS	 Li	 Al	 An

18	 25	 4.25	 5.0

a	 ideally, sshrctt ttteiuls will t'einll in a Sclrirttky corttnct/

in.	 ideally, which nreiaii will result roan Ohmic conduct?
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Sketch the i- V charactenstics when both Band Cmeol unc contacts. What is lie ichtionship he
warn /and V?

if

	

	 Sketch the! VcharaclenisLv wheti B is e nc and Cis a &hollkyjunctton What ishe relation
ship betwe / and Vt

Sketch the! Vchaiaclerrsttcs when both/land Care Schottky contacts What is the rcl.ilionslnp
between /and V?

5.27

	

	 PHiereffecI and electrical contacts Cnnciderthe Scltotiky jtnctton and the ahinte contact iltawn to
Figures 339 and 543 between a metal arid n-type seoticoi,dnctot,

a	 JtJie Peltier effect similar in both contacts?

6	 Is the sign in Q' III / the same tar but contacts?

Which junction would you choose for a thennociccttic cooler 2 Give reasimits

5,28 Peltier coolera and figure of merit (FOM) Consider Be thermoelectric effect shown it Figure 5.45
1 which a semnreondnctor has two contacts at its ends and is condtmcttag an elcettie cnrrcat I We asstemc

that the cold Junction ism a lenmperimttrrc 1 and the hot Juitciroti is at 7it and that there a, a temperature
difierenced AT 7 7 between the two ends of the senttcormdaclor ibe cttncltl I (lowing through
the cold Innction absorbs Pellaer heat at a nate Q, given by

- Ii'	 [5.95]

when H is the Peltier cocificrer. tin the junction between the metal and settniconductnm. The car real I
flowing through 11w .sttticonductmit generates heal due to the Itinle heating of the semletandLlclot. Time
rcic-of Joule heat generated through the Itialk of the semiconductor is

Qi] O	 '?
	 [5.96]

AJ

We asnxth that hull of this heat flows to the cold Junclton
fit addaltort there is heat flow from the rot to the cold Junction throupli the semiconductor, given by

the thermal conduction cnptattnn

An \

	

AT	 15.97]

The net rate of heat absorption (cooling tart) at the cold junction is IliLu

Qwicw	
Qi0	

Qie	 15.981

By substituting from lhqtOtions 595 to 5.97 silo biiaIirant 5.98, obtain the net cool tag rate at(cars
of the £ unreel I Thentry differentiating Q' 	 with rostra_I to caveat. sbLuw that suit mists col ai mc

A corilvrsclol thermaelecur c ooler )by MekorJ on eaomple a! the Peltmei efiei I The
device urea isiS cm u 55 cvi appmxiirotely 2  inches x 22 inches) Its maximum
current it (1 A, mnmoairtrn,n bent pump ability it 67W, nioximom temperature diFlunence
between the hot owl cold sodocen is 67 £C
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Teable5.6

Material	 fl (Y)	 p(11m)	 e(Wm5IC')	 FOM

6.0 x 10'	 l0	 1.70
7.0 x 10-2	 1.45

Cu	 5.5 x lO	 1.7 a 10	 390
W	 3.3 x I0'	 5.5 a	 167 -

obtained when the current is

()flnn	 15.99]

and the maximum cooling rate in

?Jxtnaatn	 = fla—eATl	 [5.100]
cooling rate	 L 2

Under steady-slate operating conditions, the temperature difference AT reachcaa steady-state value
and the net cooling tale at thejunctiosn is then into (AT is constant), From Faluation 5. lahow that the
maximum temperature difference achievable is

MaIta,ss
teflraht,r	 =	 [5.101]

The quantity 11 1 o/n is defined as the figure of merit (FOM) for the semiconductor as it deter-
mines the maximum AT achievable. The same expression also applies to metals, though we will ant de-
rive it here.

Use Table 5.6 to determine the FOM for various materials listed therein and discuss the siguificaaee
of your calculations. Would you recommend a thermoelectric cooler based on a metal-to-metal junction?

5.29 Seebeck cisellidentatsemimoductors and thermal drift rnnemieonducbordevicns Consider us c-type
semiconductor that has a temperature gradient ucross it. The right end is hot and sine left end is cold, as de-
picted in Figure 555. There sin main energetic electuons in the hat region than in the cold region. Come-
quently, electron diffutien oriats train to cold regions, which immediately expanses negatively changed
drainer in the hot segtrna and therefore builds up ass internal field and a built-in yohage, as shown is Figure
555. Eventually an equilibrium is macbed when the diffusion of electrons is balanced by their drift driven by
the built-in field. The net current must be zero. The Seebeck coefficient (or thenooelectric power) S stnesmues

Figure 5.55 In the presence 010 	 4.. Electron diffusion
temperature gradient, Iftere is an internal held 	

mollo. Electron djift
and avoltagedifference.

The Seabed coefficient it defined asd1/dT,	 ' . ., '•'	 • •
epoten6tldifference per unit tempertature 	 Cold'.'	 . • as,' ' 	 Hot

difference.	 i.e.	 ®•
•	 e•	 • • •'IA. •

E 4 r_ *;	 Exposed

T	
dV	 As donor



William Shockley and his group celebrate Shockiny's Nobel
pure in 956 first l,lt, sifting, is G. F. Moore (chairman
vrvaritua of Intel], standing fourth horn right is 1 N. Noyee,
irvevtor of the integrated diucuit, and standing of the
eatr0000 right I,J. 1. Inst.

SOURCE P. K. bouudyopndhyoy, 	 = Shockley, lire
irOrusIStOr Pioneer—Pavirnit of on Invnnhve Geniun,
Proceedings IEEE, vol. 86 no I, January 1998, p 202,
figure 16 (Courtesy of IEEE.)
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this effect in terms of lire voltage developed as in result of an applied temperature gradient an

or
Sr

	

	 [5.1021
TT

a How is the Seebeck effect in a p-type semiconductor different than that for an n-type nemiconduc-
100 when both are placed in the name temperature gradient in Figure 595? Recall that the sign of
the Seebeck coefficient is the polarity of the voltage at the cold end with respect to the hot end (see
Section 4.82).

b. Given that for an n-type oemicnodactor,

Sir = _[+ (E-Ep)]
	

[5.103]

what an typical magnitudes for S in Si doped with 10' and loin donors cm t ? What in the nig.
niftcance of S. at the semiconductor device level?

c. Consider a fin junction Si device that has the p-side doped with 10° acceptors cm -3 and the n•side

doped with 1014 donors cm. Suppose that this ion junction farina the input stage of an op amp
with a large gain, say l. What will be the output signal ifa small thermal fluctuation gives rise to
a I °C temperature difference across the pit junction?

5.30 Phologuneration and carrier kinetic energies Figure 5.35 shows what happens when a photon with
energy h  , E5 in absorbed in GaAs to photogencrate sun electron and a hole. The figure shows that the
electron has a higher km relic energy (KE), which is the coccus energy above Er, than the hole, since the

hole is almost at E. The reason in that the electron effective mans in GaAs is almost 10 times less than
the hole effective mass, no the photogenerated electron has a much higher XE. When an electron and
hole are photogeneroted in a direct bnndgsp semiconductor, they have the same 

it 	 Energy con-

servation requires that the photon energy he divides according to

(bk)2 	(bk)2
Its, = B5 +	 -+

2nn	 2arr

where k is the wavevector of the election and hole arid ,u andms arc the effective masses of the elec-
tron and hole, respectively.

vi. What is the ratio of the electron to hole KEn right after photogerteration?

I. If the incoming photon has an energy of 2.0 cV. and B 0 = 1.42 eV for GaAs, calculate the KEy of
the electron and the hole is eV, and calculate to which energy levels they have been excited with re-
specl	

re-

spec to their hand edgea.

I. Enplain why the electron and bole waveveetor 1 should he approximately the same right often pho.
togeluatios. Consider 	 lot the photon, and the momentum conservation.

Seebeck
coifficiprrz

se,ntuoniduu'ii,r -

Photo gene!tcE.



The hrst rrs000lithic integrored oncut, boat the are of a fingertip, woo rfocunrenied and developed at Idoosinstruments by Jock Kiby ir
I 958 To won the 2000 Nobel pore in physics for his contribution to The deoelopmeol,slfre first integrated circuit. The IC ware chip ala
angle Ge crystal containing one transistor, one capacitor, and one resistor left: loch Kilbjlsolding his IC (photo, 19981. Right. The photo of
the chip.

SOURCE. Courtesy of boos lontrrooentu.

Robert Noyce and Jean Noeuo
a Swiss physical) were
responsible for the irrunrrlion of
the first planar IC at Fairchild
1961). The pianos fabrication

process was the key to the
success of their IC. The
phologra7h is that of the first
logic chip at Fairchild.

SOURCE: Countesy of Fairchild
Semiconductor.

Left to right Mdrnw Groan, Robert Noyco (1927-1990), and
Gordon Moore, who hounded Intel in 1968. Andrew Groves
hook P#yotcs and bedmokgy dSemico,dodo, Devices Wiley;
1961 woo one of the clounk teals on devices in the radios and
sevenhes, Moores Ion( that gaited on a rough erie in 1965
stolen that the number of honsintees in a chip nell double every
18 monrlfru; Moore updated it in 1995 to every couple of years.
I SOURCE Coerlesy of Intel.
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Semiconductor Devices

Most diodes are essentially pn junctions fabricated by forming a contact between a

p-type and an n-type semiconductor. The junction possesses rectifying properties in

that a current in one direction can flow quite easily whereas in the other direction it is

limited by a leakage current that is generally very small. A transistor is  three-terminal

solid-state device in which a current flowing between two electrodes is controlled by

the voltage between the third and one of the other terminals. Transistors are capable of

providing current and voltage gains thereby enabling weak signals to be amplified.

Tra;istors can also be used as switches just like electromagnetic relays. Indeed, the

whole microcomputer industry is based on transistor switches. The majority of the tran-

sistors in microelectronics are of essentially two types: bipolar junction transistors

(BiTs) and field effect transistors (FETs). The appreciation of the underlying princi-

ples of the pn junction is essential to understanding the operation of not only the bipo-

lar transistor but also a variety of related devices. The central fundamental concept is

the minority carrier injection as purported by William Shockley in his explanations

of the transistor operation. Field effect transistors operate on a totally different princi-

ple than 1 's. Their characteristics arise from the effect of the applied field on a con-

ducting channel between two terminals. The last two decades have seen enormous ad-

vances and developments in optoelectronic and photonic devices which we now take

for granted, the best examples being light emitting diodes (LEDs), semiconductor

lasers, photodetectors, and solar cells. Nearly all these devices are based on pn junc-

tion principles. The present chapter takes the semiconductor concepts developed in

Chapter 5 to device level applications, from the basic pn junction to heterojunction

laser diodes.
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6.1 IDEALpn ,JUNCTION

6.1.1 No Apl'IIED BIAS: OPEN CIRCUIT

Consider what happens when one side of a sample of Si is doped n-type and the other
p-type, as shown in Figure 6.1a, We assume that there is an abrupt discontinuity
between the p- and n-regions, which we call the metallurgical junction and label as
M in Figure 6.1a, where the fixed (immobile) ionized donors and the free electrons (in
the conduction band, CB) in the n-region and fixed ionized acceptors and holes (in the
valence baud, VB) in the p-region are also shown.

Due to the hole concentration gradient from thep-side, where p = p,,,,, to the n-side,
where p	 Pro, holes diffuse toward the right. Similarly the electron concentration

p..---n-.-

E)J0 •
B	

)	 • I 	 +
0	

•

a)

0 0 0 je T • • p	 c

M
Mctaiiorgrc I juncrron

	

Neutral p region	 ,	 Neutral n-region

U	 ()	 Jii)	 f®
()	 •	 th.

0	
b)

•	 (J)

M 'N

	

-	 'Space charge region
W w

kg(n), log(p)	 P

(c)

000 oo:

	

e . 13 ()	 1 .

0 04g) 
E 1 • .0 D

(x)

	

-wP o	 w,,

) .0

V(x)

vr,

PE(x)

If

,_,,"HolePE<xl

le)

Figure 6.1 Properties of the pn junction.
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gradient drives the electrons by diffusion toward the left. Holes diffusing and entering

the n-side recombine with the elections in the n-side near the junction. Similarly, elec-
trons diffusing and entering the p-side recombine with holes in the p-side near the
junction. The junction region consequently becomes depleted of free carriers in com-
parison with the bulk p- and n-regions far away from the junction. Note that we must,
under equilibrium conditions (e.g., no applied bias or photoexcitation), have pn =

everywhere. Electrons leaving the n-side near the junction M leave behind exposed
positively charged donor ions, say As', of concentration Nd. Similarly, holes leaving

thep-rcgion near M expose negatively charged acceptor ions, say B - , of concentration

N,,. There is therefore a space charge layer (SCL) around M. Figure 6.1 It shows the
depletion region, or the space charge layer, around M, whereas Figure 6. Ic illustrates
the hole and electron concentration profiles iii which the vertical concentration scale is
logarithmic. The depletion region is also called the transition region.

It is clear that there is an internal electric field 'L, from positive ions to negative

ions, that is, in the —x direction, that tries to drift the holes back into the p-region and
electrons back into the n-region. This field drives the holes in the opposite direction
to their diffusion. As shown in Figure 6. lh, 'E, imposes a drift force on holes in the
—x direction, whereas the hole diffusion flux is in the +x direction. A similar situa-
tion also applies for electrons with the electric field attempting to drift the electrons
against diffusion from the n-region to the p-region. It is apparent that as more and
more holes diffuse toward the right, and electrons toward the left, the internal field
around M will increase until eventually an "equilibrium" is reached when the rate of
holes diffusing toward the right is just balanced by holes drifting back to the left, dri-

ven by the field E,. The electron diffusion and drift fluxes will also be balanced in

equilibrium.
For uniformly doped p- and n-regions, the net space charge density pt(x) across

the semiconductor will be as shown in Figure 6.1 d. (Why are the edges rounded?) The

net space charge density p is negative and equal to —eN, in the SCL from x = - W

to x = 0 (where we take M to be) and then positive and equal to +eNd from x = 0

to W,,. The total charge on the left-hand side must be equal to that on the right-hand

side for overall charge neutrality, so

N,W = Nd W,,	 16.11
widths

In Figure 6.1, we arbitrarily assumed that the donor concentration is less than the

acceptor concentration, N < N,. From Equation 6.1 this implies that W, > W that

is, the depletion region penetrates the ti-side, the lightly doped side, more than the

p-side, the heavily doped side. Indeed, if N, > Nd, then the depletion region is almost

entirely on the n-side. We generally indicate heavily doped regions with the plus sign

as a superscript, that is, pt
The electric field 'E(x) and the net space charge density poe(X) at a point are

related in electrostatics' by
Field and net

dL	 p,a(X) space charge
dx	 £	 density

This is coiled Cosmos law in point loan and comes from Gauss's low in elecfroslot,cs Gauss's low is discussed in
Section 7.3.
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'Acre r	 r,r, is the permittivity of the medium and t 0 and r, are the absolute per-

l11IttIvlI'i I relative permittivity of the semiconductor material. We can thus integrate

Aw' (1 	 rrs the diode and thus determine the electric field E(x), that is,

Field
depletion	 E(x) = 

J p(x) dx	 16.21
region	 F

The variation of theelectric field across the pnjunction is shown in Figure 6.le.The

negative field means that it is in the x direction. Note that L(i) reaches a maximum
value E, at the metallurgical junction M.

The potential V(x) at any point x call 
found by integrating the electric field since

by definition = — dV/dx. Taking the potential on the p side faraway from M as zero

(we have no applied voltage) which is an arbitiary reference level, then V(x) increases

in the depletion region toward the n-side, as indicated in Figure 6.11'. Its functional

form call determined by integrating Equation 6.2, which is, of course, a parabola.

Notice that on the it-side the potential reaches V,,, which is called the built-in

potential.

The fact that we are considering an abrupt ion junction means that p, 1 (x) can sim-

ply he described by step functions, as displayed iii Figure 6. Id. Using the step form of

p () in Figure 6. Id in the integration of Equation 6.2 gives the electric field at M as

	

eNäWe	 eN5W1,
Built-infield	 'E,, -. ---	 =	 16.31

where f = e 0e,. We can integrate the expression for sA(x) in Figure 6. Ic to evaluate

the potential V(x) and thus find V,, by putting in x = W,,. The graphical rcprecntation

of this integration is the step from Figure 6. Ic to I. The result is

Built-in	 I	 eN,NW,
V, - --'E,,W,, 

= 2 N,, + N1)	
16.41voltage	 2

where Wr, = W + W is the total width of the depletion region under a zero applied

voltage. If wc know W,, then We or W,, follows readily from Equation 6.1. Equation 6.4

is a relationship between the built-in voltage V0 and the depletion region width W,,. If

we know Vr,, we can calculate W,
The simplest way to relate V to the doping parameters is to make use of the fact

that in the system consisting of p- and n-type semiconductors joined together, in equi-

librium, Boltzmann statistics 2 demands that the concentrations n I and n 2 of carriers at

potential energies E l and E2 are related by

	

ti? f (F 2 	F1)
= expt -

	

L	 kT

where F = q V, where q is the charge of the carrier. Considering electrons (q =

we see from Figure 6. Ig that F = (I oil 	 p-side far away front M where a = n,x , and

We use Boltzmann statistics, that is, n)E) o nop) f/IT), because the corcerrlroiron defections in the conduction
hand, whether on the ruside or aside, is never so large that the Pool, exclusion principle becomes rrnpoqtant An
long as the cornier concentration in the conductron bond,, much smaller than N,, we can use Boltzmann statistics.
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E = —eV,, on the it-side away from M where ii = n Thus

	

n 1 ,	 ( cv. Boltzmann

	

= CXP\	
)	

[6.5al	 touts/ice for

electrons

	This shows that V depends oil 	 and nw and hence oil 	 and N,,. The corre-

sponding equation for hole conccnlratiwls is clearly

( eV,,\

	

- = expi - 
ki	

16.561

Thus, rearranging Equations 6,5a and h We obtain

	

kT fn,\	 fT (ii

	

V = - In — 	 and	 V = In

C	 TI1	 I	 p

	

We can tiow write p,, and p 	 icons of the dopani concentrations inasmuch as

= N, and

n1	 U2

= - =
it,,	 N,,

so V,, becomes

	

=	 in()	 16.61	
Bu:/tun

	

ll^

e 	 voltage

Clearly V. has been conveniently related to the dopant and material properties via

N,, N,,, and n. The built-in voltage (h/,,) is the voltage across a pn junction, going

from p- to n-type semiconductor, in an open circuit. It is not the voltage across the

diode, which is made up of V. as well as the contact potentials at the metal-to-

semiconductor junctions at the electrodes. If we add V. and the contact potentials at the

electroded ends, we will find zero.
Once we know the built-ill potential from Equation 66, we can then calculate the

width of the depletion region from Equation 64, namely
1/2	

1671

	

- [	 eN,,N,,	 region width

	Notice that the depletion width W.	 V 1 2 . This results in the capacitance of the

depletion region being voltage dependent, as we will see in Section 6.3.

THE BUILT- IN POTENTIALS FOR Ge, Si, AND GaAs Fin JUNCTIONS A pit junction diode has a LW1'1lJf

	

concentration of 1015 acceptor atoms cut oil 	 p-side and a concentration of I0' 7 donor

atoms cut' on the it-side. What will be the built-in potential for the semiconductor materials

Ge, Si, and GaAs?

SOLUTION

The built-in potential is given by Equation 6.6, which requires the knowledge of the intrin-
sic concentration for each semiconductor. From Chapter 5 we can tabulate the following
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at 300 K:

	

Semiconductor	 F, (6)	 at (cm - 	V, (V)

(Ic	 0.7	 2.40,< I0	 037
Si	 1.1	 1.0 x 10n	 0.78
GaAs	 1.4	 2.1 x itt	 1.21

Using

= (I)

for Si with N = 10 cm - 3 and N,, = iO' cm 3 , kT/e = 0.0259 Vat 300K, and 'L =
10° cm , we obtain

V = (0.0259 V) In ( 
10 17 )(10 16)

	 0.775 V
(1.0 x lO)

The results for all tltice semiconductors are summarized in the last column of the table in

this example.

EM THE pn JUNCTION Con.siderapn junction, which has a heavily dopedp-sidc relative to the

n-side, that is, N, > Nd . Since the amount o( charge Q on both sides of the metallurgical junc-

tion must be the same (so that the junction is overall neutral)

Q = eN,W, =eNdW,

it is clear that the depletion region essentially extends into then-side. According to Equation 6.7,

when Nd < N,,, the width is

2eV, 
1/1

-

eNs

What is the depletion width fora/injunction Si diode that has been doped with 1011 acceptor

atoms cm oR the p-side and 10 16 donor atoms cna t on the n-side?

SOLUflON

To apply the above equation for W,, we need the built-in potential, which is

fkT\ .(N5N,

e I	 n	

\	
(1016)(10n)

	

V., = I - till \,
	

-- I	 (0.0259 V) In (lOx 
1010)2 

= 0.835 V
\	 / 

	

Then with N5 S 10° ciii 3 , that is, 10 22 m 3, V, = 0.835 V, and e,	 11.9 in the equation

for W,

12(ll9)(8.85 x 
to-

12)(0835)1h52

- L	 (1.6 x 10 - 1 ') (10 2')	 j

= 3.32 x 10 0 m	 or	 0.33 pm

Nearly all of this region (99 percent of it) is on the n-side.
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BUILT-IN VOLTAGE There is a rigorous derivation of the built-in voltage across a pn junction.

Inasmuch as in equilibrium there is no net current through the pn junction, drift of holes due to

the built-in field (x) must be just balanced by theirdiffusion due to the concentration gradient

dp/dx We can thus set the total electron and hole current densities (drift + diffusion) through
the depletion region to zero. Considering holes alone, from Equation 538,

jh*(e) = ep(x)z(x) - eD5 'LP = 0
dx

The electric field is defined by 'E = -dV/dx, so substituting we find,

-epph

We can now use the Einstein relation I)5 /p = kT/e to get

-epdV - kTdp 0

We can integrate this equation. According to Figure 6. 1, in the p-side, p = p,,,, V = 0, and in

the n-side, p = p." V = V,, thus,

V.

( dv +	 = 0

	

e	 p

that is,	 v,, + kT—[ln(p,,) - ln(p,)1 = 0

giving	 V = kT- Ini
(p
-

e \Po

which is the same as Equation 6.5b and hence leads to Equation 6.6,

6.1.2 FORWARD BIAS: DIFFUSION CURRENT

Consider what happens when a battery is connected across a pn junction so that the

positive terminal of the battery is attached to the p-side and the negative terminal to the

a-side. Suppose that the applied voltage is V. It is apparent that the negative polarity of

the supply will reduce the potential barrier V by V. as shown in Figure 6.2a. The rea-

son for this is that the bulk regions outside the depletion width have high conductivities
due to plenty of majority carriers in the bulk, in comparison with the depletion region
in which there are mainlimmobile ions. Thus, the applied voltage drops mostly

across the depletion width W. Consequently, V directly opposes V. and the potential

barrieragainst diffusion is reduced to (V - V), as depicted in Figure 6.2b. This has

drastic consequences because the probability that a bole will surmount this potential
barrier and diffuse to the right now becomes proportional toexp( — e( V, - V)/kTJ. In

other words, the applied voltage effectively reduces the built-in potential and hence the
built-in field, which acts against diffusion. Consequently many holes can now diffuse
across the depletion region and enter the n-side. This results in the injection of excess
minority carriers, holes, into the n-region. Similarly, excess electrons can now
dd'use toward the p-side and enter this region and thereby become injected minority

ca:
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Figure 6.2 Forward-biased an junction and the injection of minority carriers

(a)Carrier concentration profiles across the device under Forward bias

(b)The hole potential energy with and without an applied bias Wis the width of the SCI with forward bias

The hole concentration

Lass' of the

junction

r,,(0) = fi(X = 0)

just outside the depletion legion at e' (I (xis measured front is due to the ex-
cess of holes diffusing as a result of the reduction i g the built-in potential bar] let. This
concentration Pn(0) is detcrnicd by the probability of ssirmountdng the new potential

energy harder e(l, 	 V),

I e(V,,— V)1
J)" (0) = p,,, CXP[----------_j	 16.81

This follows directly Irons the Boltzmann equation, by situc of the hole potential

energy rising by u'( V0 I') from x = W,, to x - W,,, as indicaled in Figure 6.2b, and

at Phe same time the hole concentration falling from p, to p(0)- By dividing Equa-

tion 6.8 by Equation 65b, we obtain the el lect of the applied voltage directly, which

shows how the voltage V determines the amount of excess holes diffusing and arriving

at the n-region. Equation 6.8 divided by Equation 6.5h is

(e \
p0( 0) = P. exP 

V'
—)	 16.91
kT

which is called the law of the junction. fluation 6.9 R an important equation that we

will use again in dealing with jun lunCliori devices. It describes the effect of the apied

voltage V on the ittiectes! minority carrier concentration Just ouide the depletion

region p(0). Obviously, with no applied voltage, V = 0 and Pn(0) = pa,, which is
exactly what we expect.
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Injected holes diffuse iii the n-region and eventually recombine with electrons in

this region as there ale inaity elections in the n-side. Those electrons lost by rccoinbi-
nation are readily replenished by the negative tet minal of the battery connected to this

side. The current due to holes diffusing ill 	 n-region call 	 sustained because inure

holes call 	 supplied by the p-region, which itself' call be replenished b y the positive

terminal of the battery.
Electrons are similarly injected from the it-side to thc-side The electron concen-

tration n(0) just outside the depletion region at i = - W,, is given by the equivalent

of Equation 6.9 for electrons, that is,

	

feV\	 Law of the
n 1,(lt) - n,, exp	 - I	 16.101

	

, k T I	
flIflL(iOfl

In the p-region, the injected elections diffuse toward the positive terminal looking

tu be collected. As they diffuse they recombine with sonic of the many holes in this ic-

gion. Those holes lost by recombination can be readily replenished by the positive let-

initial of the battery connected to this side. The current due to the diffusion of elections

in thep-side can be maintained by the supply of electrons front the ii-side. which itself

can be replenished by the negative terminal of the battery. It is apparent that an electric

current can he maintained through apn junction underforward bias, and that the cur-

rent how, surprisingly, seems to he due to the diffusion of minority carriers. There is,

however, some drift of majority carriers as well.

If the lengths of the p- and n-regions are longer than the minority carrier diffusion

lengths, then we will be justified to expect the'bole concentration p,, W) on the it-side

to fall exponentially toward the thermal equilibrigin value p0,, that is,	 Exees

I	 '	
nnnoriry

Aji,,(n ) - Ap,,(0) exp( 	 )
	

(6,111	 arrier

	

L 1 /	 pm file

where	 let

En p, (A) = j),, (x ' )	 p,,	
minority

curl ter	is tile excess carrier distribution and L1, is the hole diffusion length, defined by	 concentration

L = in which r 1 is the mean hole recombination lifetime (iinno6ty carrier

lifetime) in the ii-region.We base Equation 6.11 on our experience with the minorit)

carrier injection in Chapter 53

The hole diffusion current density Ji).hok is therefore

dm,,(x) dEnp( s')
ri) - = i'D1, -

dx'	 d.m'

that is,

I	 - I Ap,,(0) exp	 I

'Ibis is simply he ,domjon of the cOritiouty equamuon in the absence of an electric field, A,h ii discussed in

Chopiee 5 EquationS 11 in de,t,c.l to Eqoolon 5 48
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J

	

p•icOoli	 Sd,	 at regent

Jr	 +

ToOl CuRtail
MjorrIy arena
diffusion anti drill

:Figure 6.3 The Iol current	 MI 
Ii
	 dff

atirrent

anywhere in the device is constant.
CIin,en

Just outside the depletion region, it is
due to the diNusron of nrinoriiy 	 -
carriers.	

"	 was

Although this equation shows that the hole diffusion current depends on location, the
total current at any location is the sum of hole and electron contributions, which is inde-
pendent of x, as indicated in Figure 63. use decrease in the minority carner diffusion
current with x' is made up by the increase in the current due to the drift of the majority car-
riers, as schematically shown in Figure 6.3. The field in the neutral region is not totally
zero but a small value, just sufficient to drift the huge number of majority carriers there.

At x' = 0, just outside the depletion region, the hole diffusion current is

feD,, \
JD.tnole 

=
	 P, (0)

We can now use the law of the junction to substitute for p5(0) in terms of the
applied voltage V. Writing

I	 \
Pn(°) = p,,(0) - Per = Prr[exP

IeV
_) -

H	
and substituting in 1D.hulc, we get

ole

d(ffv..sion	

=(-_) [

exp(f-) -. I]
current	 L,,	 kT
in weide	 .

Thermal equilibrium hole concentration p, 0 is related to the donor concentration by

	

'	 2

	

n_	 n
Pro = --= -A. Nd

Thus,
Hole

diffusion	
JDhok =	 exp(- -

current	 ..	 L,,N/	 \kT)

in ii-side There is a similar expression for the electron diffusion current density iDe", in the
p-region. We will assume (quite reasonably) that the electron and hole currents do not
change across the depletion region because, in general, the width of this region is narrow
(reality is not quite like the schematic sketches in Figures 6.2 and 6.3). The electron
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current at  = - W is the same as that at  = W, The total current density is then sim-

ply given by J0	 + J0 , that's'

I eD	 e9, \ I IeV'

\L,N 1 LN) L \kTJ

or

Ideal diodeeV\	 1

	

j = i 
[exp_ - I I
	 (6121 (Shockley)

(

kT	 j equation

This is the familiar diode equalon with

Reverse
el),) + (	 ) i 2	 saturation

	

= {(	 L,N,	 current

It is frequently called the Shockley equation. The constant J, depends not only on

the doping, Nd and	 but also on the material via n, D h , D,, Lh, and L. It is known
as the reverse saturation current density, as explained below. Writing

I	 \

	

fl = (NrN)exP_ eV
	 intrinsic
)	

.	 co,weniraticivt

where Vg = Eg /e is the bandgap energy expressed in volts, we can write Equa-

tion 6.12 as

/ eli,,
J=+[(NrN	

( eV\lI /eV\
)exp ----- lltexp( - I—

	

kT IJL	 \kTJ	 j

that is,

	

(eVx)I f eV \	1

	

J=J,exp	 lexpf —I-li
kT I	 kT)	 J

or
Diodecurrent

Fe(V-V5 )1 	.	 eV
J = J, exp	 for	 I	 and

kT	 j	 kT	
.16131	 gap

energy

where

feD,	 eD \
JI = I	 + -.---- l(NN)

\L 5 N,, L,NJ

is a new constant.
The significance of Equation 6.13 is that it reflects the dependence of I-Vcharacteris-

tics on the bandgap (via Vg), as displayed in Figure 6.4 for the three important semicon-

ductors, Ge, Si, and GaAs. Notice that the voltage across the pn junction for an appreciable

current of say -0.1 mA is about 0.2 V for Ge, 0.6 V for Si, and 0.9 V for GaAs.

The diode equation, Equation 6.12, was derived by assuming that the lengths of the
p and n regions outside the depletion region are long in comparison with the diffusion
lengths L,, and L. Suppose that f,, is the length of thep-side outside the depletion region

3-
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Figure 6.4 Schematic sketch of the I-V	 Figure 6.5 Minority carrier injection and
characteristics olGa Si and GaAs fin junctions.	 diffusion in a short diode.

and f,, is that of the n-side outside the depletion region. if f,, and f, are shorter than the

diffusion lengths L0 and 1 5 , respectively, then we have what is called a short diode and

consequently the minority can-icr distribution profiles fall almost linearly with distance

from the depletion region, as depicted in Figure 6.5. This can be readily proved by solving

the continuity equation, hut an intuitive explanation makes it clear. At x' = 0, the minority

carrierconcentration is determined by the law of the junction, whereas at the battery tenni-

nal there can be no excess carriers as the battery will simply collect these, Since the length

of the neutral region is shorter than the diffusion length, there are practically no holes lost

by recombination, and therefore the hole flow is expected to be uniform across  This can

be so only if thcdriving force for diffusion, the concentration gradient, is linear.

The excess minority carrier gradient is

dp,(x') —	 11),l(0) -- p1

dx	 - ill

The current density Jfl ,, due to the injection and diffusion of holes in the n-region

as a result of forward bias is

	

dAp,(x)	 [1(0)	 Prsrl
J0 , 50 1f 	- e[),,	 = e !)

dx	 C,

We Carl now use the law of the junction

= Pus exp(-)

for.p,1 (0) in the above equation and also obtain a similar equation for electrons diffus-

ing in the p-region and then sum the two for the total current I,

/eD	 Dr\ 2 r (eV\	 1
Sllortdkrde	 = - —	 I eXP(	 I -- I	 [6.14]

\€eNa	 £pNri i L	 kT,	 j



6. I IDEAL pa JUNCTION	 487

It is clear that this expression is identical to that of a long diode, that is, Equa-

tion 6.12, if in the latter we replace the diffusion lengths L,, and L. by the lengths L. and

, of then- and p-regions outside the SCL.

6.1.3 FORWARD BIAS: REc0MEINAF ION AND TOTAL CURRENT

So far we have assumed that, under a forward bias, the minority carriers diffusing and

recombining itt the neutral regions are supplied by the external current. However,

some of the minority carriers will recombine in the depletion legion. The external cur-

rent must therefore also supply the carriers lost in the recombination process in the

SCI. Consider for simplicity a symmetrical pn junction as in Figure 6.6 tinder forward

bias. At the metallurgical junction at the center C, the hole and electron concentrations

are PM and 0M and are equal. We can find the SCL recombination current by consider-

ing electrons recombining in the p-side in W, and holes recombining in the ii-side in

W as shown by the shaded areas ABC and BC!), respectively, in Figure 6.6. Suppose

that the mean hole recombination time in W. is Tb and mean electron recom-

bination time in W, is r. The rate at which the electrons in ABC are recombining is

the area ABC (nearly all injected elections) divided by t. The electrons are replen-

ished by the diode current. Similarly, the rate at which holes in BC!) are recombining

is the area BC!) divided by Th Thus, the recombination current density is

eABC eBCD
JreCoflI =	 - +

t.	 r5

We can evaluate the areas ABC and !JC[) by taking them as triangles, ABC
W$ flM, etc., so that

eW,,nM CWPM
cOirn+ -

11 	 Th

Under steady-state and equilibrium conditions, assuming a nondegenerate semi-

conductor, we can use Boltzmann statistics to relate these concentrations to the potential

Log (carrier concentration)	 Figure 6.6 Forword-bioned pa

. -i----- -e-nidc---+	 luoction and the injection of carriers

SCL	
and tlieir recornbnation in SCL.

\c/

F

F—.- P.
U.noin .t 
n(0)	 't.	 p(0)

np,, T 	 8	 ,,u

wp

17 ' )	 )	 J-*x
M

+1-

V
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energy. At A, the potential is 7FO and at Mit is few0 - V) so

i'e F e(V0–V)
= expi -

P,,	 L	 UT

Since V,, depends on dopant concentrations and n, as in Equation 6.6 and further
= N, we can simplify this equation to

(cv
PM = n exp

This means that the recombination current for V > kT/e is given by

	

W\	

( ev\=	
+ — exp	 I	 16.151

2 T	 th /	 2kTJ

From a better quantitative analysis, the expression for the recombination current
can be shown to be 

.1,orom = Jro [exp(eV/2kT) – I]	 16.161

where J. is the preexponential constant in Equation 6.15.
Equation 6.15 is the current that supplies the carriers that recombine in the deple-

tion region. The total current into the diode will supply earners for minority carrier dif-
fusion in the neutral regions and recombination in the space charge layer, so it will be
the sum of Equations 6.12 and 6.15.

f eV \	I eV \	 /	 kT\

U	 UT	 e )

This expression is often lumped into a single exponential as

/\	 I	 kT\
16.17)I = J,, exp 

eV
(---)	 (,V > -) 

where J0 is a new constant and i is an ideality factor, which is I when the current is
due to minority carrier diffusion in the neutral regions and 2 when it is due to recom-
bination in the space charge layer. Figure 63 shows typical expected 1–V characteris-
tics of pn junction Ge, Si, and GaAs diodes. At the bighest currers, invariably, the
bulk resistances of the neutral regions limit the current (why?). For Ge diodes, typi-
cally q = I and the overall I–V characteristics are due to minority carrier diffusion. In
the case of GaAs, 2 and the current is limited by recombination in the space
charge layer. For Si, typically, q changes from 2 to I as the current increases, indicat-
ing that both processes play an important role. In the case of heavily doped Si diodes,
heavy doping leads to short minority carrier recombination times and the current is

	

controlled by recombination in the space charge layer so that the 	 2 region extends
all the way to the onset of bulk resistance limitation.

Jo%,1 diode.

tnnl
diffusion +.
totainhinigion

The diode
equation

I I This is gsroIy pd in odvonced tufl.
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Figure 6.8 Reverse-biased an junction

(a) Minority carrier profiles and the origin of the reverse current.

jb) Hole FE across The junction under reverse bias.

6.1.4 REVERSE BRAS

When a psi junction is reverse-biased, as shown in Figure 6.8a, the applied voltage, as

before, drops mainly across the depletion legion, that is, the space charge layer (SCL),

which becomes wider. The negative terminal will attract the holes in the p-side to

move away from the SCL, which results in more exposed negative acceptor ions and

thus a wider SCL. Similarly, the positive terminal will attract electrons away from the

SCL, which exposes more positively charged donors. The depletion width on the n-side

also widens. The movement of electrons in the n-region toward the positive battery
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terminal cannot be sustained because there is no electron supply to this 11-side. The

p-side cannot supply elections to the it- side because it has almost Hone. However, there
is  small reverse current due to IWO Ci1USCS.

The applied voltagc increases the built-in potential hairier, as depicted in Fig-

ore 6.8b. The electric field in the SCL is larger than the built-in internal field . The

small number of holes on the ti-side near the SCL become extracted and swept by the

held across the Sd, over to the p-side. This small current can be maintained by time dif-
fusion of holes fromii the it-side bulk to the SCL boundary.

Assume that the reverse bias V, -, kT/e ­45 mV. The hole concentration
p(0) just outside the SCL is nearly zero by the lw of the junction, Equation 6.9
whereas the hole concentration in the bulk (oi near the negative terminal) is the

equilibrium concentration p,, which is small. There is therefore a small concen-
tration gradient and hence it hole diffusion current toward the SCL as shown
in Figure 6.8a. Similarly, there is it small electron diffusion current from bulk l)-side

to the SCL. Within the SCL, these carriers are dtifted by the field. This minority

carrier diffusion Current is essentially the Shockley model. The reverse current is

given by Equation 6.12 with a negative voltage which leads to a diode current

density of J,. called the reverse saturation current densit y. The value of J,
depends only on the material via n /I, dopant concentrations, but not on the
voltage (V > kT/e). Furthermore, as J,, depends on n, it is strongly temperature

dependent. In some books it is stated that the causes of reverse cuirent are the ther-

mal generation of minority carriers in the neutral region within a diffusion length

to the SCL, the diffusion of these carriers to the SCL, and their subsequent drift

through the SCL. This description, in essence, is identical to the Shockley model

we just described.

The thermal generation of electron hole pairs (EHPs) in the SCL, as shown in Fig-

ure 6.8a, can also contribute to the observed reverse current since the internal field in

this layer will separate the election and hole and drift them toward the neutral regions.

This drift will result in an external current in addition to the reverse current due to the

diffusion of minority carriers. The theoretical evaluation of SCL generation current

involves an in-depth knowledge of the charge carrier generation processes via recom-

bination centers, which is discussed in advanced texts. Suppose that Vg is the mean

time to generate an electron—hole pair by virtue of the thermal vibrations of the lat-

tice; r is also called the mean thermal generation time. Given r, the rate of thermal

generation per unit volume must he n/r because it takes on average T seconds to
create n, number of EHPs per unit volume. Furthermore, since WA, where A is the
cross-sectional area, is the volume of the depletion region, the rate of EHP, or charge

carrier, generation is (A Wn)/rv. Both holes and electrons drift in the SCL each con-

tributing equally to the cuiTent. The observed current density must be e(Wn)/r.
Therefore the reverse current density component due to thermal generation of EHPs

within the SCL should be given by

EU!' thermal
eWn

generation	 =	 16.181

InSa

The reverse bias widens the width W of the depletion layer and hence increases

tgen' The total reverse current density Jrev is the sum of the diffusion and generation
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Figure 6.9

(a) Forward and reverse 1-V characteristicsof ape junction (the positive and negative current ones have different scales
and hence the discontinuity at the or!gin}.

(b( Reverse diode current in a Ge pn junction as a function of temperature in aln(t,) versus 1 IT plot, Above 238 K,
I,,. is controlled by n 2, and below 238 K, it is contnol$ed by n The vertical axis is a logarithmic scale with actual
Current values.
I SOURCE ; (8) From U. Sconuen end S, 0 Korop, Cod. J. Physics, 70, 1070, 1992.

components,

)n
eD j,	 eD,,	 2	 ('Wfl,	 Totalrev.erse:.

= I,- -f _._. + -	 (6.19]
L,,N,,	 L, N, current	 . -

which is shown schematically in Figure 6.9a. The thermal generation component J91.
in Equation 6.18 increases with reverse bias V, because the SCL width W increases

with V,,.

The terms in the reverse current in Equation 6.19 are predominantly controlled

by n and n,. Their relative importance depends not only on the semiconductor prop-

erties but also on the temperature since n, cxp(—E 0 /2k T). Figure 6.9b shows the re-

verse current 'rcs in dark in it Ge 1vn junction (a photodiode) plotted as lfl(trev) Versus

[IT to highlight the two different processes in Equation 6.19. The measurements in

Figure 6.9b show that above 238 K, fr-c. is controlled by rr because the slope of In(/,, )

versus l/T yields an Ex of approximately 0.63 eV, close to the expected E0 of about

0.66 eV in Ge. Below 238 K, 'rcv is controlled by n, because the slope of In(/,.,) versus

lIT is equivalent to E012 of approximately 0.33 eV. In this range, the reverse current

is due to EHP generation in the SCL via defects and impurities (recombination

centers).
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OMFORWARD- AND REVERSE-BIASED -Si DIODE An abrupt Si p'n junction diode has a cross-
Secilolial area of I mm', an acceptor Concentration of 5 x 10" boron atoms cm-3 on the
p side, and a donor conccnirat p on of I 0°' arsenic atoms cm -3 on the n-side. The lifetime of
holes in the n-region is 47 us, whereas that of electrons in the p-region is 5 ns due to a
greater concentration of impurities (recombination centers) on that side. Mean thermal gen-
eration lifetime (r0 ) is about I 05. The lengths of Ihep- and n-regions are Sand 100 microns,
respectively.

a. Calculate the minority diffusion lengths and determine what type of a diode this is.

b. What is the built-in potential across the junction?

c. What is the current when there is a forward bias of 0.6 V across the diode at 27 'C?Assume
that the current is by minority carrier diffusion.

d, Estimate the forward current at 100 'C when the voltage across the diode remains at 0.6 V.
Assume that the temperature dependence of n, dominates over those of D, L, and A.

e. What is the reverse current when the diode is reverse-biased by a voltage V. = 5 V?

SOLUTION

The general expression for the diffusion length is L = v'Dr where D is the diffusion coefficient
and r is the carrier lifetime. D is related to the carrier mobility a via the Einstein relationship
fl/p = kT/e. We therefore need to know p to calculate  and hence L. Electrons diffuse in the
p-region and holes in then-region, so we need p, in the presence of N, acceptors and Ak in the
presence of N,, donors. From the drift mobility, it versus dopant concentration in Figure 5.19,
we have the following:

With	 N, = 5 x 10 "cm - '	 p, 120 cm' V s

With	 Nd	 10c111 i 	 Ps '440 cm' V's

Thus

Up,
= -	 (0.0259 V)(120 on' V is ') = 3.lflcm2s

kTps
fl =	 (0.0259 V)(440 cm' V 1 s) = 11.39 cm2s

Diffusion lengths are

L, = D, r, = s/i(310cm 1 s(5x tOs)j

= 1.2 x 10 4 cm	 or	 1.2 pm <5 pm

L 5 = fDa, = vii cm'_s-)(4_1_7x  l0s))

= 21.8 x 10 cm	 or	 21.8 pm < 100 pan

We therefore have a long diode. The built-in potential is

.0

/kT\ fNd N,\	 [(Sx l0°x 1016)
I - I hal - I = (0.0259 V) In i -	 = 0.877 V1	 \ n' 	 (t	 1010)2

To calculate the forward current when V = 0.6 V, we need to evaluate boil, the diffusion
and recombination components to the current, It is likely that the diffusion component ?I
exceed the recombination component at this forward bias (this can be easily verified). Assumii
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that the forward current is due to minority carrier diffusion in neutral regions,

	

( ev )	 ]	

feV\ kT
= i. [exp	 - I	 !, exp - J	 for V>> -	 (= 0.0259 V)

	

ItT	 \kT/	 e

where

fi-j\	 Ii) \1	 Aen2Di
A10 ,=Aen ? l___l+l__lI__L_

	

kL,Nd J \L 0 NO ,/J	 L5N

as N0 >> Nd . In other words, the current is mainly due to the diffusion of holes in the n-region.

Thus,

(0.01 cm 2 )( 1.6 x io - '  Q(1.0 x f Q bt CM-1)2(l 1.39 CM2 s)

(21.8 x 104 cin)(10 CM-3)

= 8.36 x i - ' A	 or	 0.084 pA

Then the diode current is

(eV\	 (0.6V)
!,expl - I = (8.36 x 10 'tA)exp

(el

 (0.0259V)

= 0.96 x l0 - A	 or	 0.96 mA

We note that when a forward bias of 0.6 V is applied, the built-in potential is reduced from
0.877 V to 0.256 V, which encourages minority carrier injection, that is, diffusion of holes from

p- ton-side and electrons from n- to 1,-side. To find the current at 300 0C, first we assume that

n. Then at T = 273 + 100 = 373 K, n,	 lOx 1012 cm (approximately from ni ver-

sus l/Tgraph in Figure 5.16), so

2
!,(373 K)	 I,,,(300 K) 

[ n , (373  K)1

, ( 300 K)

(lOx t012\2
(8.36 x 10 14 fl 	I = 8.36 x lO'°A	 or	 0.836 nA

\l.Ox tO°/

At 100°C, the forward current with 0.6 V across the diode is

7 \
I	 I ,expl - I	 (8.36 x tOl	

(0.6 V)(300 K)
A)exp	 = abA

	

\.kT

eV /

	 (0.0259 V)(373 K)

When a reverse bias of V is applied, the potential difference across the depletion region

becomes V. + V. and Site width W of the depletion region is

w
2e(h, + V,	 2(11.91(8.85 a tO I2)(0877 + 5)11/2

-	 eNs	 j	 - —	 (1.6x 10	 1021)	 j

=0.88x 10 'm	 or	 0.88 ton

The thermal generation current with V0 = 5 V is

eAWn,	 (1.6 x If) ° C)(O.Ol cm 2 )(0.88 x tO cm)( .1) a 10 11) cm )

=	 r	 =	 (l0- s)

= 1.41 x 10 9 A	 or	 1.4nA

This thermal generation current is much greater than the reverse saturation current

= 0.084 pA). The reverse current is therefore dominated by It,, and it is 1.4 nA.
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6,2 pit JUNCTION BAND DIAGRAM

6.2.1 OPEN CIRCUIT

Figure 6.1 Da shows the energy hand diagrams for a p-type and an n-type semicon-
ductor of the same material (same E) when the semiconductors are isolated from each
other. In the p-type material the Fermi level E,, is ,, below the vacuum level and is
close to E,,. In the n-type material the Fermi level Eh. is 4,, below the vacuum level
and is close to Ec. The separation Er Eh, determines the electron concentration n,0
in the n-type and E,., -- E, determines the hole concentration p,,, in the p-type semi-
conductor under thermal equilibrium conditions.

An important property of the Fermi energy EF is that in a system in equilibrium,
the Fermi level must be spatially Continuous. A difference in Fermi levels AEF is
equivalent to electrical work eV, which is either done on the system or extracted from

the system. When the two semiconductors are brought together, as in Figure 6. lOb, the

Fermi level must be uniform through the two materials and the junction at M, which

marks the position of the metallurgical junction. Far away from M, in the bulk of the

n-type semiconductor, we should still have an n-type semiconductor and Ec - E,,,
should be the same as before. Similarly, E,, E, far away from M inside the p-type
material should also be the same as before. These features are sketched in Figure
6.10b keeping E,-, and E, the same through the whole system and, of course, keeping
the handgap E, - Eu the same. Clearly, to draw the energy band diagram, we have to
bend the bands Er and E, around the Junction at M because E. on the n-side is close to
EF, whereas on the p-side it is far away from En,. How do bands bend and what does
it mean?

(a)

p-type semiconductor

CB

p
E

EL

E

n-type semiconductor

CII

• • • • • E

7VB

P	 ,u	 fl

Ell,
77	 SCL

Butk	 sct.	 Bulk

(b)

Figure 6.10

(a)Two isolated p. and n-type semiconductors some material).

(b)A ton junction bond diagram when the two semiconductors are in contact. The Fermi level must be uniform in
equilibrium, The metallurgical junction is at M. The region around M contains the space charge layer (SQl.). On the
n-side of M, SCL has the exposed positively charged donors, whereas on the p-side it has the exposed negatively
charged acceptors.



	

6.2 1nn JUNCTION BAND DIAGRAM	 495

As soon as the two semiconductors are brought together to form the junction,
electrons diffuse from the n-side to the p-side and as they do so they deplete the n-side

near the junction. Thus Er must move away from Er toward M, which is exactly what

is sketched in Figure 6. lOb. Holes diffuse from the p-side to the n-side and the loss of

holes in the p-type material near the junction means that E, moves away from E

toward M, which is also in the figure.
Furthermore, as electrons and holes diffuse toward each other, ntcrst of them

recombine and disappear around M, which leads to the formation of a depletion legion

or the space charge- layer, as we saw in Figure 6.1. The electrostatic potential energy

(PE) of the electron decreases front inside the p-region to —eV inside the n-region,

as shown in Figure 6.1g. The total energy of the electron must therefore decrease going

from the p- to the n-region by air amount eV. In other words, the electron in the n-side

at E must overcome a PE harrier to go over to E, in.the j,-side, This PE barrier is eV,,

where V0 is the built-in potential that we evaluated in Section 6.1. Band bending
around M therefore accounts not only for the variation of electron and hole concentra-
tions in this region bet also for the effect of the built-in potential (arid hence the built-in

field as the two are related).
In Figure 6.I0b we have also schematically sketched in the positive donor (at Er,)

and the negative acceptor (at E,) charges in the SCL around M to emphasize that there
are exposed charges near M. These charges are, of course, immobile and, generally,
they are not shown in band diagrams. It should be noted that in the SCL region, marked

as W, the Fermi level is close to neither E0 nor E0 , compared with the hulk semicon-

ductor regions. This means that both n and p in this zone are much less than their bulk

values n, and p,,,,. The metallurgical junction zone has been depleted of carriers
compared with the bulk. Any applied voltage must therefore drop across the SCL.

6.2.2 FORWARD AND REV1RSE BIAS

The energy band diagram of the pn junction under open circuit conditions is shown

in Figure 6.1 Ia. There is no net current, so the diffusion current of electrons from the
n- top-side is balanced by the electron drift current from the p- ton-side driven by the
built-in field E, Similar arguments apply to holes. The probability that an electron dif-

fuses from E in the n-side to Er in the p-side determines the diffusion current density

The probability of overcoming the PE barrier is proportional to exp(—eV,,/kT).

Therefore, under zero bias, 	 -

\
J i1ff (0) = BeXP(_ e V,,)	 16.201

kT

J,.(0) = Jan(0) + J 11 (0)	 0	 16.211

where B is a proportionality constant and Jit1 (0) is the current due to the drift of

electrons by E,. Clearly	 (0) = —Jdff(0); that is, drift is in the opposite direction to

diffusion.
When the pn junction is forward-biased, the majority of the applied voltage drops

across the depletion region, so the applied voltage is in opposition to the built-in

potential V. Figure 6.11 b shows the effect of forward bias, which is to reduce the PE
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Figure 6.11 Energy band diagrams for a pn junction: (o) open circuit, lb) forward bias, (c( reverse bias
conditions, (dj thermal generation of electron—hole pairs in the depletion region results in a small reverse
Current.

barrier from eV, to e(V1, — V). The electrons at E, in the n-side can now readily
overcome the PE barrier and diffuse to the p-side. The diffusing electrons from the
n-side can be replenished easily by the negative terminal of the battery connected to
this side. Similarly holes can now diffuse from the p- to n-side. The positive terminal
of the battery can replenish those holes diffusing away from the p-side. There is there-
fore a current flow through the junction and around the circuit.

The probability that an electron at E, in the n-side overcomes the new PE barrier
and diffuses to E in the 

p-side is now proportional to exp[—e( V - V)/kT]. The latter
increases enormously even for small forward voltages. The new diffusion current due
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to electrons diffusing from then- top-side is

-
Jdiff(V)=BexP[-

	

e(V	 V)1

kT	 j

There is still a drift current due to electrons being drifted by the new field E0 -

(E is the applied field) in the SCL. This drift current now has the value JdriIt( V) 
The

net current is the diode current under forward bias

J	 Jdif() + JdrifI(V)

Jdrift(') is difficult to evaluate. As a first approximation we can assume that

although E,, has decreased to t - E, there is, however, an increase in the electron con-

centration in the SCL due to diffusion so that we can approximately take Jdrfl(V) to re-

main the same as Jdril(Q). Thus

	

-	 \

	

J J40)) + Jdr1I(0) = BexP[ 
e(V V) 1I -	 Illexp - e-

	

k 	 j	 kTV/

Factoring leads to

	

I eV\I IeV\	 1
J	 Bexpl ----- liexpi - I - II

k kTJL	 ",kT/	 j

We should also add to this the hole contribution, which has a similar form with a

different constant B. The diode current-voltage relationship then becomes the familiar

diode equation,

I	 feV\	 l	 pn.Junction

=	
-Ij	 I-Vcharaçg

Mrot;cs '

where J is a temperature-dependent constant,5

When a reverse bias, V = -V, is applied to the pn junction, the voltage again

drops across the SCL. In this case, however, V adds to the built-in potential V0, so the

PE barrier becomes e( V,, + V,), as shown in Figure 6.1 Ic. The field in the SCL at M

increases to 'E0 + E, where 'L is the applied field.

The diffusion current due to electrons diffusing from E. in the n-side to E, in the ,.

p-side is now almost negligible because it is proportional to exp[- e ( V , + V,)/kT],

which rapidly bucomes very small with V. There is, however, a small reverse current

arising from the drift component. When an electron-hole pair (EHP) is thermally gen-

erated in the SCL, as shown in Figure 6.11 d, the field here separates the pair. The elec-

tron falls down the PE hill, down to Er, in the n--side to be collected by the battery. Sim-

ilarly the hole falls down its own PE hilt (energy increases downward for holes) to

make it to the p-side. The process of falling down aPE hill is the same process as being

driven by a field, in this case by E, + E. Under reverse bias conditions, there is there-

fore a small reverse current that depends on the rate of thermal generation of EHPs in

the SCL. An electron in the p-side that is thermally generated within a diffusion length

I The dehoe is similar lo thol for tie Schonky diode. hut theee wete more oswtptiont We.
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/,,. to the SCI-can dilfuse to the SCLand consequently can become drifted by the field,

that is, roll down the PEN ll in Ftgtne 6.11 d. Such minority carrier thermal generation

in neutral regions can also give rise to a small reverse current.

IM THE BUILT-IN VOLTAGE Vn FROM THE ENERGY BAND DIAGRAM The energy band treatment
allows a sutiple way to calculate V. When the junction is formed in Figure 6.10 front a lob, L'h,
and E,.1, most shift and line tip. Using the energy hand diagrams in this figure and semiconduc-
tor equations for nand p, derive an expression for the built-in voltage V,, in terms of the mate-
ml and doping proper es N, N,,, and

SOLUTION

The hilt itt E-1, and E,, 10 tine oil 	 clearly	 ,, , the work function iliffcrencr. Thus the
I'E harrier i't, is i1s - ,,. Front Figure 6.10, we have

= ni ,, -	 = (E, - E 1,) - (E, -- E1.,,)

But oil 	 p- and n-sides, the election concentrations in thermal equilibrium are given byby

(F, -- Eq,)
= N, exp I-

(K,	 F,,,)
n,= N expl r ------------

1	 kT

Front these equations, we can now substitute for (F,. - Es,) and (F, - EF,,) in the expres-
sion for eh The N, cancel and we obtain

eV =kTln(
\ no,

Since n 	 =	 and u,,,, 	 N,, we readily obtain the built -in potential V,

Built-in	
F,, = (i ln[2

voltage	 -	 " I 1

6.3 DEPLETION LAYER CAPACITANCE
OF THEpn JUNCTION

It is apparent that the depletion legion of a pn junction has positive and negative
charges separated over a distance W similat to i para!lcLplat6capacitor. The stored
charge in the depletion regiçii, however, unhicAp case or a parallel plate capacitor,

does not depend laearJyinThevoliage. liii useful todefiiie an incremental capaci-

lance that relates the iurcinental charge stored to air voltage change

across the pin junction.

The width of the depletion region is given by 	 -

	

= {?i ±_ Yi_Y 1	 16.22]legion width	
I,	 eN,, N,1	 J

where, for forward bias, V in positive, which reduces V., and, for reverse bias, V is
negative, so V is increased. We are interested in ohtainiip the capacitance of the
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M	 Diode voltage =
I	

/	

c/Q = incremental charge
- -
	 t	 7

1
F Diode voltage = ( V, + dV)
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Figure 6.12 The depletion legion behaves liken capacitor

(o( The charge in the depletion legion depends on the applied voltage lust as iii ci capacitor A reverSe 1)135 example

is shown
b[ The incremental capacitance of the depletion region increases with forward bias and decreases with reverse bias Its

value is typically in the range of picoforads per mm 2 of device area.

depletion region under dynamic conditions, that is, when V is a function of time. When

the applied voltage V changes by (IV, to V -I- dv, then W also changes via Equa-

lion 6.22, and as a result, the amount of charge in the depletion region becomes

Q + dQ, as shown in Figure 6.12a hsi the reverse bias case, that is V = V, and

(IV	 dVr. The depletion layer capacitance C. is defined by

IdQ
= I -	 16.231

'd 'V

where the amount of chuge (on any one side of the depletion laver) is

JQJ -- eN 1 W5 A = eN W,A

and W = W. + W,, We can therefore substitute for Win Equation 6.22 in tel sits of Q and

then differentiate it to obtain d Q/d V. The final result for the depletion capacitance is

Definition of
depletion
layer
capacitance

v.4	 4	 1 
C" 

(N N)	 Depletion
C&P-- =	 I	 16.241

W	 ( V1	 V ) 
12 L
 YIN, . N1)	 cvrpaciiesnce

We should note that C& I, is given by the same expression as that for the parallel

plate capacitor, r 4/ W, hut with W being voltage dependent by siritic of Equation 6.22.

The C V behavioris sketched in Figure 6.12 b Notice that decreases with in-

creasing reverse bias, which is expected since the scparatiott of the charges increases

via W oc (V,, + Vr ) i /2 . The capacitance I rIce is present under both forsvard and rcserse

bias conditions.

The voltage dependence of the depletion capacitance is uiihi.cd in varactor

diodes (varicaps), which are employed as voltage-dependent capacitors in tuning civ

cults. A varactor diode is reverse biased to prevent conduction, and its depletion

capacitance is varied by the magnitude of the reverse bias.
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6À DIFFUSION (STORAGE) CAPACITANCE

AND DYNAMIC RESISTANCE

The diffusion or storage capacitance arises under forward bias only. As shown in
Figure 6.2a, when the p n Junction is lot ward biased, we have stored a positive
charge on the n-side by the continuous injection and diffusion of minority carriers.
Similarly, a negative charge has been stored on the p-side by electron injection, but
the magnitude of this negative charge is small for the p i n junction. When the
applied voltage is increased from Vto V + dv, as shown in Figure 613, then Pn(0)
changes from p,(0) to i(0). If dQ is the additional minority carrier charge injected
into the n-side, as a result of a small increase dv in V, then the incremental storage
or diffusion capacitance Cag is defined as C,w = dQ/dV. At voltage V, the in-
jected positive charge Q on the n-side is disappearing by recombination at a rate
Q/r,,, where ci is the minority carrier lifetime. The diode current us therefore Q/r5,
from which

(e V\
Q = TO = c,!,, eXP(,__ ) - I	 16.251

Thus,

dQ	 r5 el	 r51(mA)
C 5 =	 =	

=25	
16.261

dV	 k7'

where we used elk  1/0025 at room temperature. Generally the value of the dif-
fusion capacitance, typically in the nanofarads range, far exceeds that of the depletion
layer capacitance.

Suppose that the voltage Vacross the diode is increased by an infinitesimally small
amount dY, as shown in an exaggerated way in Figure 6.14. This gives rise to a small
increased! in the diode current. We define the dynamic or incremental resistance r
of the diode as dV/dI, so

Injected
minorit
corner
charge

&sion
aclk1nc

Dynamicl
incremental
resistance

	

dV kT	 25
(6.271

dl	 ci	 !(niA)

	

Figure 6.13 Consider the injection of holes into the 	 SCL	 Neutral n-region
aside during forward bias.

	

Storage or diffusion capacitance arises because when the 	 4 p,,'(0) when Vt-dy

	diode voltage increases from V to V + dY, more minority 	 I	 p(0) when V,,
	carriers are injected and more minority carrier charge is 	 I

stored in the n-regian 	 !=QIr,Jt\ dQ

- -.

it-
V to V+dV
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dV—Voltage

	

(1	 0.5

	

•	 V+dV

Figure 6.14 The dynamic resistance of the
diode is defined as dV/di which is the inverse of

the tangent at!.

The dynamic resistance is therefore the inverse of the slope of the !—Vcharacteris-

tics at a point and hence depends on the current I. It relates the changes in the diode

current and voltage arising from the diode action alone, by which we mean the mod-

ulation f the rate of minority carrier diffusion by the diode voltage. We could have

equivalently defined a dynamic conductance by

dl	 I
9a

dV	 r,1

From Equations 6.26 and 6.27 we have

Dynamic

cr$ductance.

rd Cdfr =
	

16.281

The dynamic resistance rd and diffusion capacitance Cd , ff of a diode determine

its response to small ac signals under forward bias conditions. By small we usually

mean voltages smaller than the thermal voltage kT/e or 25 mV at room temperature.

For small ac signals we can simply represent a forward-biased diode as a resistance r

in parallel with a capacitance CArl.

14CREMB4W. RE5IS1ANCE AND CAMCIIANCE An abrupt Si pn junction diode of cross-

sectional area (A) I mm2 with an acceptor concentration of 5 x 1 0 0 boron atoms cm- ' on the

p-side and a donor concentration of lO arsenic atoms cm' on the n-side is forward biased to

carry a current of 5 mA. The lifetime of holes in the n-region is 417 ns, whereas that ot Iectrons

in the p-region is 5 irs. What are the small-signal ac resistance, incremental storage, and deple-

tion capacitances of the diode?

SOLLMON

This is the same diode we considered in Example 6.4 for which the built-in potential was

0.877 V and I,., = 0.0836 PA. The cunirt through the diode is 5 mA. Thus

	

feV\	 (kT\ /1 '\	 I 5 x I0	 \
	= I expi - I	 V = I - I liii - I = (0.0259) In 	 I = 0.643 V

	

\kT/	 'I. e / \I,/	 k0.0836 x

33
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The dynamic diode resistance is given by

25	 25
rd =	 = - = 5

I(mA)	 5

The depiction capacitance per unit area with N. >> Nd is

A I	 I
I	 ee(NN)	 i	

A l
I s'i.N	 V°

C k =	 '
L2(N. + N)(V, - V)j	 12(V, - V)

At V = 0.643 V, with V, = 0.877 V. N = 1022 rn', e,	 11.9, and 4 = 10 ' in 2 , the
above equation gives

C	 - t0 5
 1(1.6 x 10 19 )(11.9)(8.85 x tO 12)(1022)]i/2

I.	 2(0.877 - 0.643)

= 6.0 x tO '° F
	 or	 601) pF

The incremental diffusion capacitance Cdfr due to holes injected and stored in the n-region is

rhl(mA)	 (417 x l0)(5)	 -
C5 =
	 25	 -	 25	

= 8.3 x 10 F	 or	 83 nI-

Clearly the diffusion capacitance (83 nF) that arises during forward bias completely over-
whelms the depletion capacitance (6(X) pF).

We note that there is also a diffusion capacitance due to elections injected and stored in the
p-region. However, electron lifetime in the p-region is very short (here 5 ns), so the value of
this capacitance is much smaller than that due to boles in the n'rc&on. In calculating the diffu-
sion capacitance, we normally consider the minority carriers that have the longest i'cconihina-
lion lifetime, here r - These are the carriers that take a long time to disappear by recombination
when the bias is suddenly switched off,

6.5 REVERSE BREAKDOWN: AVALANCHE
AND ZENER BREAKDOWN

The reverse voltage across apn junction cannot be increased without limit. Eventually

the pit breaks down either by the Avalanche or Zener breakdown mechanisms,

which lead to large reverse currents, as shown in Figure 6.15. In the V = - Vhr region,
the reverse current increases dramatically with the reverse bias. If unlimited, (he large

FIgur.&15 Revncsel-V,chowcieristicso{ V.
apn junction.
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reverse current will increase the power dissipated, which in turn raises the temperature
of the device, which leads to a further increase in the reverse current and so on. If the
temperature does not burn Out the device, for example, by melting the contacts, then
the breakdown is recoverable. If the current is limited by an external resistance to a
value within the power dissipation specifications, then there is no reason why the
device cannot operate under breakdown conditions.

65.1 AVALANCIW BREAKDOWN

As the reverse bias increases, the field in the SCL can become so large that an electron
drifting in this region can gain sufficient kinetic energy to impact on a Si atom and ion-
ize it, or break a Si–Si bond. The phenomenon by which a drifting electron gains suf-
ficient energy from the field to ionize a host crystal atom by bombardment is termed
impact ionization. The accelerated electron must gain at least an energy equal to ER

as impact ionization breaks a Si–Si bond, which is tantamount to exciting an electron
from the valence band to the conduction band. Thus an additional electron–hole pair is
created by this process.

Consider what happens when a thermally generated electron just inside the SCL in
the p-side is accelerated by the field. The electron accelerates and gains sufficient
energy to collide with a host Si atom and release an EHP by impact ionization, as
depicted in Figure 6.16. It will lose at least E. amount of energy, but it can accelerate
and head for another ionizing collision further along the depletion region until it
reaches the neutral n-region. The EHPs generated by impact ionization themselves can
now be accelerated by the field and will themselves give rise to further EHPs by ion-
izing collisions and so on, leading to an avalanche effect. One initial carrier can thus

create many carriers in the SCL through an avalanche of impact ionizations.
If the reverse current in the SCL in the absence of impact ionization is !, then due

to the avalanche of ionizing collisions in the SCL, the reverse current becomes
MI. where M is the multiplication. It is the net number of carriers generated by
the avalanche effect per carrier in the SCL. Impact ionization depends strongly on the
electric field. Small increases in the reverse bias can lead to dramatic increases in the

r,gIN 6.16 M'danche hxeokdown

by impact ionization.

P h' I

= Mi

• ------w.

I(SQ

—1
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multiplication process. Typically

M =	 16.291

\ Vt,,

where V, is the reverse bias, Vt,, is the breakdown voltage, and n is an index iii the

range 3 to 5. Ii is clear that the reverse current MI,, increases sharply with V near Vt.,

as depicted in Figure 6.15. Indeed, the voltage across a diode under reverse breakdown
remains around Vt,, for very large current variations (several orders of magnitude). If
the reverse current under breakdown is limited by an appropriate external resistor R, as
shown in Figure 6.17, to prevent destructive power dissipation in the diode, then the
voltage across the diode remains approximately at Vt,.. Thus, as long as Vr > Vt,,, the

diode clamps the voltage between A and B to approximately Vt,,. The reverse current in

the circuit is then (V, - Vt,,)/R.
Since the electric field in the SCL depends on the width of the depletion region W,

which in turn depends on the doping parameters, Vt,, also depends on the doping, as

discussed in Example 6.7.

6.5.2 ZENER BREAKDOWN

Heavily doped pn junctions have narrow depletion widths, which lead to large electric
fields within this region. When a jverse bias is applied to a pn junction, the energy

band diagram of the n-side can be viewed as being lowered with respect to the p-side,
as depicted in Figure 6.18. For a sufficient reverse bias (typically less than 10 V), E

CB

A	 VbrB O"r Vt,,)IR

V >V
be

p

rw,67 116FevarsebreAdDwnaww1w6n
V, V, is hnied by an ealemal resistance Rb xevec
deiliudive power diuipalicm, then iFe diode ron be used
io clairç the .vo9e between A and B iomtrcin

,oximaiily V6.

ri	 p	 Tunneling:
I	 S

V

Figure 6.1$ Zenerbivakdownimokweledrons
tunneling From the VB of pde to the CB of nuide when
the reverse bias reduces E, to line up with E,.
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re 6.1c The breakdown field	 inIbe
depletion layer for the onset of reverie breakdown
versus doping concentration Nd in the lightly doped
region ino one-sided (pvn or pn') abrupt pa

junction.
Avalanche and tunneling mechanisms are

N (cm	
separated by the arrow.

d	 SOURCE Dote erocJod FroosM. Sze and G Gibbons,
Sdid SA* El&,onjcs,9, no 831, 1966.

on the n-side may be lowered to be below E on the p-side. This means that electrons

at the top of the VB in the p-side are now at the same energy level as the empty states
in the CB in the n-side. As the separation between the VB and CB narrows, shown as

a (< W), the electrons easily tunnel from the VB in the p-side to the CB in the n-side,

which leads to a current. This process is called the Zener effect. As there are many

electrons in the VB and many empty states in the CB, the tunneling current can be sub-

stantial. The reverse voltage Vr, which starts the tunneling current and hence the Zener

breakdown, is clearly that which lowers E, on the n-side to be below E. on the p-side

and thereby gives a separation that encourages tunneling. In nonquantum mechanical
terms, one may intuitively view the Zener effect as the strong electric field in the
depletion region ripping out some of those electrons in the Si—Si bonds and thereby

releasing them for conduction.
Figure 6.19 shows the dependence of the breakdown field E b, in the depletion

region for the onset of avalanche or Zener breakdown in a one-sided (p+n or pn)

abrupt junction on the dopant concentration Na in the lightly doped side. At high

fields, the tunneling becomes the dominant reverse breakdown mechanism.

AVALANCHE BREAKDOWN Consider a uniformly doped abrupt pn junction (N, >> N4) I*il1lt!
reverse biased by V = V,.

a. What is the relationship between the depletion width W and the potential difference

(V + V,) across W?

b. If avalanche breakdown occurs when the maximum field in the depletion region E,, reaches

the breakdown field L5,, show that the breakdown voltage 111., (>> lf ) is then giicn by

2eNj

c. An abrupt Si pn junction has boron doping of 10' cm on the p-side and phosphorus-
doping of 1016 cm 1 on the n-side. The dependence of the avalanche breakdown field on
the impurity concentration is shown in Figure 6.19.
I. What is the reverse breakdown voltage of this Si diode?
2. Calculate the reverse breakdown voltage when the phosphorus doping is increased to

10° cm-1.
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iEniCl

One can assume that all the applied reverse bias drops across the depiction layer so that the
new voltage across W is now V. -i V,. We have to integrate d'E/ds = p, /c as before across

W to find the maximum field. The most important fact to remember here is that the pro junc-
tion equations relating W, 'L,,V0 , N,,, N. and so on remain the 

same but with V replaced
with V,, - V, since the applied reverse bias of V, increases V. to V. + V,. Then from Equa-
tion 6.4,

2= 
2e ( i ,+ 14)(N I + NJ

C	 eNj

since N. > Nd. The maximum field that corresponds to the breakdown field i, is given by
Maximum	 2(V,, -t V,)
field and	

E, = — ________
reverse bias

Thus, from these two equations we can eliminate Wand obtain 1/1,, = V, as
Breakdown	 2e
voltage and	 Vi., =

doping

Given N.>> Nd we have a pf junction with N = 10 16 can The depletion region
extends into the n-region, so the maximum field actually occurs in the n-region. Here the
breakdown field E h, depends on the doping level as given in the graph of the critical field
at breakdown 'L5, versus doping concentration Nd in Figure 6.19. Taking L	 40 V/cm
or 4.0x iü V cm' at Nd = 10" cm - ' and using the above equation for Vb,, we get

53 V.
When Nd = 0° cm - ', E b, from the graph is about 6 x 10 5 V cm ', which leads to

V5,= 11.8 V.

6.6 BIPOLAR TRANSISTOR (BJT)

6.6.1 COMMON BASE (CB) DC CHARACTERISTICS

As all example, we will consider the pnp bipolar junction transistor (BiT) whose basic

structure is shown in Figure 620a. The pnp transistor has three differently doped

semiconductor regions. These regions of different doping occur within the same single

crystal by the variation of acceptor and donor concentrations resulting from the fabri-

cation process. The most heavily doped p-region (p') is called the emitter. In Contact

with this region is the lightly doped n-region, which is called the base. The next region

is the p-type doped collector. The base region has the most narrow width for reasons

discussed below. Although the three regions in Figure 6,20a have identical cross-

sectional areas., in practice, due to the fabrication process, the cross-sectional area

increases from the emitter to the collector and the collector region has all

width. For simplicity, we will assume that the cross-sectional area is uniform, as in

Figure 6.20a.

The pnp BiT connected as shown in Figure 6.20b is said to be operating under

normal and active conditions, which means that the base—emitter (BE) junction is for-

ward biased and the base—collector (BC) junction is reverse biased. The circuit in
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Figure 6.20

(a) A schematic illustration of the pnp bipolar transistor with three differently doped regions.

b( The pup bipolar operated under normal and active conditions.

(c) The CB configuration with input and output circuits identified.

(d( The illustration of various current components under normal and active conditions.

Figure 6.20b, in which the base is common to both the collector and emitter bias volt-

ages, is known as the common base (CB) configuration. 6 Figure 6.20c shows the CB

transistor circuit with the BJT represented by its circuit symbol. The arrow identifies

the emitter junction and points in the direction of current flow when the ER junction

is forward biased. Figure 6.20c also identifies the emitter circuit, where V8 is con-

nected, as the input circuit. The collector circuit, where V6 is connected, is the out-

put circuit.

The base-emitter junction is simply called the emitter junction and the base-

collector junction is called the collector junction. As the emitter is heavily doped, the

base-emitter depletion region W18 extends almost entirely into the base. Generally, the

base and collector regions have comparable doping, so the base-collector depletion

region WBC extends to both sides. The width of the neutral base region outside the

depletion regions is labeled as W. All these parameters are shown anti defined in

Figure 6.20b,

6 CB should not be Confused wdi the conduction bond abbreviation.

is
Pu
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We should note that all the applied voltages drop across the depletion widths. The
applied collector-base voltage V18 reverse biases the BC junction and hence increases
the field in the depletion region at the collector junction.

Since the EB junction is forward-biased, minority carriers are then injected into
the emitter and base exactly as they are in the forward-biased diode. Holes are injected
into the base and electrons into the emitter, as depicted in Figure 6.20d. Hole injection
into the base, however, far exceeds the electron injection into the emitter because the
emitter is heavily doped. We can then assume that the emitter current is almost entirely
due to holes injected from the emitter into the base. Thus, when forward biased, the
emitter "emits," that is, injects holes into the base.

Injected holes into the base must diffuse toward the collector junction because
there is a hole concentration gradient in the base. Hole concentration p,(Wa)just out-
side the depletion region at the collector junction is negligibly small because the in-
creased field sweeps nearly all the holes here across thejunction into the collector (the
collector junction is reverse biased).

The hole concentration p(0) in the base just outside the emitter junction de-
pletion region is given by the law of the junction. Measuring x from this point (Fig-
ure 6.20b),

I e	 \

	

PA) = p,,,, CXP(_
VEB 
	 16.301

whereas at the collector end, x = W11 , j)n(W8) 0.
If no holes are lost by recombination in the base, then all the injected holes diffuse

to the collector junction. There is no field in the base to drift the holes. Their motion is
by diffusion. When they reach the collector junction, they are quickly swept across into
the collector by the internal field E in W-. It is apparent that all the injected holes
from the emitter become collected by the collector. The collector current is then the
same as the emitter current. The only difference is that the emitter current flows across
a smaller voltage difference V, whereas the collector current flows through a larger
voltage difference V. This means a net gain in power from the emitter Circuit to the
collector circuit.

Since the current in the base is by diffusion, to evaluate the emitter and collec-
tor currents we must know the hole concentration gradient at .r = 0 and x = W8

and therefore we must know the hole concentration profile Pn(X) across the base.7
In the first instance, we can approximate the pn(X) profile in the base as a straight
line from p,,(0) to pn (Wa) = 0, as shown in Figure 6.20b. This is only true in the
absence of any recombination in the base as in the short diode case. The emitter cur-
rent is then

(,p, )_,,

	

!pzr-eflDh --- 	 =eADh ——

	

 dx	 W8

The actual conenfrooe pohIe con be cakuIoed by solving the iebdy-sio$e coohinnity equation, which coo be
bond in more odvonced texts.
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We can substitute for p.(0) from Equation 630 to obtain

	

eADp..,	 /eVER\	 Emitter

	

i	 —exp—I	 [6.311
W,	 \ kT /	 current

ft is apparent that IE is determined by VEB , the forward bias applied across the ED

junction, and the base width W, In the absence of recombination, the collector current

is the saw as the emitter current, if = I. The control of the collector current 1c in

the output (collector) circuit by VE, in the input (emitter) circuit is what constitutes the

lran.istor action. The common base circuit has a power gain because Ic in the out-

put in Figure 620c flows arowid a larger voltage difference VCB compared with IE in

the input, which flows across V,, (about 06 V).
The ratio of the collector cunent I- to the emitter current IE is defined as the CB

current gain or curmat hander ratio a of the transistor,
Definition of

	a = -	 16.321 Cl) current

	

If	 gain

Typically, a is less than unity, in the range 0.99-0.999, due to two reasons, First Is

the limitation due to the emitter injection efficiency. When the BE junction is forward-

biascJ, holes are injected how the emitter into the base, giving an emitter current
and electrons are injected from the base into the emitter, giving an emitter cur-

rent	 The total emitter current is, therefore,

	

if = 'F(k,k) +	
Total emitter
current

Only the holes injected into the base ale useful in giving a collector current because
only they can reach the collector. The emitter injection efficiency is defined as

Emitter
I	 -

	

y =	 =	 -	 16.331 injection

	

IE+IE(&,	 I +	 efficiency.
'E(hok)

Consequently, the collector current, which depends on 	 only, is less than the

emittercurrent. We would like y to he as close to unity as possible; 	 Ii
y can be readily calculated for the forward-biased pn junction current equations as

shown in Example 6.9.
Secondly, a small number of the diffusing holes in the narrow bese inevitably be-

come lost by reconthination with the large number of electrons present in this region
as depicted in Figure 6_2l. Thus, a fraction of 'F() is lost in the base due to recom-

bination, which further reduces the collector current. We define the base transport

factor OT as

	

1C	 1€-	
Base

	

UT = - = -	 [6.34] transport

	

'E(*)	 1	 factor

If the emitter were a perfect injector, l = then the current gain Of would

be aT . If Tk is the hole (minority cattier) lifetime in the base, then l/th is the proba-

bility per unit time that a hole will recombine and disappear. We also know that in



510

Base minority
carrier
transit time

Base current

Base-to-

collector

current gain

CUAPTIR • • SvIIcoNIIucma It:vucvs

time,, a particle diffuses a distance x, given by x = 'i where D is the diffusion
coefficient. The lime r, it tales br a hole to diffuse across W8 is then given by

Wi8
	= 	 16.351

2L)

This diffusion time is called the transit time of the minority carriers across the base.
The probability of recombination in time r, is then T,/Tà. The probability of not

recombining and therefore diffusing across is (I — Il/ ri ). Since represents the
holes entering the base per unit time, I 1 (t - T,/Tk) represents the number of
holes leaving the base per unit time (without recombining) which is the collector

	

current !-. Substituting for I,- and	 in Equation 634 gives the base transport
factor 11T'

IC.
16.361

	

'Ethok)	 TA

Using Equations 6.32, 6.34, and 6.36 we can find the total CS current gain a:

	

, 1 	 r,\

	

a=ary= I l-- J y	16.371

	

\	 r/

The recombination of holes with electrons in the base means that the base must be
replenished with electrons, which are supplied by the external battery in the form of a
small base current I. as shown in Figure 6.20l. In addition, the base current also has
to supply the electrons injected from the base into the efflittel, that is. 'ekrUi, and
shown as electron diffusion in the emitter in Figure 6.20l. The number of holes enter-
ing the base per unit time is represented by 1EI), and the number recombining per
unit time is then 'E(b' k )( r, I)- Thus, In is

fr,\

	

= ( -- I 'te'k) -f 'MekiIoe)	 If 4 (I - )')It	 16.381

which further simplifies to 'E — It-; the difference between the emitter current and the
collector current is the base current. (This is exactly what we expect from Kirchofis
current law.)

The ratio of the collector current to the base current is defined as the current gain

fi of the transistor. By using Equations 6.32. 6.37. and 6.38, we can relate fi to a:

	

jc	 a 
p = - = ---- -----	 16.391

	

18	 I -. a	 r,

The base-colleclorjunciiou in Figure 6.20b is reverse biased, which leads to a leak-
age current into the collector terminal even in the absence of an emitter current. This
leakage current is de to thermally generated electron-hole pairs in the depletion region
W81 being drifted by the internal field, as schematically illustrated in Figure 6.20d.

	

in is o efnl poonwien wten the konniA,r s owd in wflot is oIed the	 en,iiIee (CE) mik eeo$k, in
whd, the inpL4 nIe, o rode In flow inio the bow of the ,oi*e, and the coleft meno C Code b flow in
the oo draAI.

Base
transport
factor

CE current

gain
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1(mA)

--_ 'F =

It', = 2 mA

-'E= I m
Figu.e6.21 OCt-V
cloacteristics

-VCR transistor (exaggerated to
10 'CR0	 highlight various eftect5(.

Suppose that we open Circuit the emitter ( I c = 0). Then the collector current is simply

the leakage current, denoted by 	 The base current is then - 1 0 (flowing out from

the base terminal). In the presence of an emitter current I, we have	 Arrive region

'C = a IF, + IceD	 16.401	 collector
current

= (I - a) Iv	 'CR0	 16.411
Active region

	Equations 6.40 and 6.41 give the collector and base currents in terms of the input	 base current
current I, which in turn depends on v, . They only hold when the col lector junction
is reverse biased and the emitter junction is forward biased, which is defined as the
active region of the BiT. It should he emphasized that what constitutes the transistor

action is the control of I, and hence 1 ( , by V8.

The dc characteristics of the CB-connected BIT as in Figure 6.20b are normally

represented by plotting the collector current Ic as a function of V(-e for various fixed

values of the emitter current. A typical example of such dc characteristics for a pnp

transistor is illustrated in Figure 6.21. The following characteristics are apparent. The

collector current when 1 E = 0 is the CB junction leakage current I, typically a frac-

tion of a microampere. As long as the collector is negatively biased with respect to the
base, the CB junction is reverse biased and the collector current is given by
Ic = a !. 1 ( 110 ' which is close to the emitter current when I > When the

polarity of VCR is changed, the CB junction becomes forward biased. The collector
junction is then like a forward biased diode and the collector current is the difference
between the forward biased CB junction current and the forward biased EB junction
current. As they are in opposite directions, they subtract.

We note that Ic increases slightly with the magnitude of VcB even when I f,. is

constant. In our treatment ! did not directly depend on Vc H , which simply reverse biased

the collector junction to collect the diffusing holes. In our discussions we assumed that
the base width W 8 does not depend on the applied voltages. This is only approximately

true. Suppose that we increase the reverse bias V 8 (for example, from -5 to -10 V).

Then the base-collector depletion width W 1ç also increases, as schematically depicted

in Figure 6.22. Consequently the base width W5 gets slightly narrower, which leads to

slightly shorter base transit time r,. The base transport factor 0T in Equation 6.36 and
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Figure 6.22 The Fmlyefled
When the BC reune bias ,naeoses, the
depletian wict W C  to W'8c,
which reduces the base width We to W.
As p.(0)is c=kNO (c3xnd V, the
minority entree coiice*olion geothent
becomes steeper and the collector carted,
Icinaeoses.

4"	 I3LSC	 sCL
IVO) k-

Ce

W

w .v	
W, 

DC

hence a are then slightly larger, which leads to a small increase in I,. The modulation
of the base width W 8 by Vr-R is not very strong, which means that the slopes of the

1c — ye,, lines at a fixed 'E ate very small in Figure 6.21. The base width modulation
by Vt,, is called the Early effect.

4fIU!(! :I A pnp TRANS1STO Consider a pep Si BiT that has the following properties. The emitter re-
gion mean acceptor doping is 2 x to" cm , the base region mean donor doping is

x lO' cm , and the collector region mean acceptor doping is I x 1016 cm '. The hole
drift mobility in the base is 400 cm 2 V- 1 s', and the electron drift mobility in the emitter is
200 cm' V - s -'- The transistor emitter and base neutral region widths are about 2 pm each
when the transistor is under normal operating conditions, that is, when the EB junction is
forward-biased and the BC junction is reverse-biased. The effective cross-sectional area of the
device is 0.02 mm The bole lifetime in the base is approximately 400 Os. Assume that the
emitter has 10) percent injcc.ion efficiency. y = ICalculate the CB current transfer ratio a
and the current gain P. What is the emitter—base voltage if the emitter current is I mA?

ilm0N

The hole drift mobility p,, = 400 cm 2 V' s (minority earners iii the base). From the Einstein
relationship we can easily find the diffusion coefficient of holes.

/\
= I 

kT
- li = (0.0259 V)(4(X)cm'  V's ') = 0.36 cm

The minority carrier transit timer, across the base is

W 2 (2 x 10' M)2

-=l.93x10
2D	 2(I0.36cnr s')

The base transport factor and hence the CB current gain is

Or	 1.93 us

1.93 x
=0.99l7

Ta	 4tX)xl0 S
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The current gain P of the transistor is

a	 0.99517
=206.2

I—a	 1-0.99517

Thc emitter current is due to boles diffusing in the base (y = I),

IeV \

kT /
= I expi

\ 

where

eADhp, eADn5

	

WI	 Nd WO

	

- (1.6 x	 C)(0.02 x IO 2 cni)(l0.36cat s ')(l.O x 1011 cm-')'

-	 (I x 10" cm - ')(2 x lO- cm)
=166x10'4A

Thus,

	

kT II\	 I Ix10 3 A \
VEN = - Inl - I = (0.0259 V) ml	 I 0.64V

	

e	 \ICO/	
\.66x10HAJ

The major assumption is  = I, which is generally not true, as shown in Example 6.9. The
actual e and hence fi will be smaller due to less than 110 percent emitter injection. Note also
that W is the neutral region width, that is, the region of base outside the depletion regions. It is
not difficult to calculate the depiction layer widths within the base, which are about 0.2 pin on
the emitter side and roughly about 0.7 pm on the collector side, so that the total base width junc-
tion to junction is 2 + 0.2 + OJ = 2.9 pm.

The transit time of minority carriers across the base is r, If the input signal changes be-
fore the minority carriers have diffused across the base, then the collector current cannot re-
spond to the changes in the input. Thus, if the frequency of the input signal is greater than
l/r,,the minority carriers will not have time to transit the base and the collector current will
remain unmodulatcd by the input signal. One can set the upper frequency limit at - I /r,
which is5l S MHz.

	

EMJ11ER I4C1lOtl ERIICY y 	 I*ilf

a. pnp
injection efficiency of the emitter, defined as

Emitter current & to minenity earners injected into the bite

Total emitter current

is given by

=

b. How would you modify the CB current gain a to include the emit injection efficiency?

c. Calculate the emitter injection efficiency for the pnp tr.sntor in E1c 61. which has
aitaceqi(ordopingof2 x 1011 cnf3 intheemitludoigof lx 10" Cm- ' inthe
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Emitter
injection
efficiency
definition

Emitter
injection

dency

Emitter-to-
collector
current
transfer ratio
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base, emitter and base neutral region widths of 2 pro, and a minority carrier lifetime of
400 ins in the base. What are its a and taking into account the emitter injection efficiency?

SOUMON

When the BE junction is forward biased, holes are injected into the base, giving an emitter cur-
rent and electrons are injected into the emitter, giving an emitter current The

total emitter current is therefore

'1 = 'Liiki + 'E(,k,,on)

Only the holes injected into the base are useful in giving a collector current because only
they can reach the collector. Injection efficiency is defined as

'Ei6k)	 - 
I'	

11ihd.) + '5,ckr'.n) - j +
Ir;(1,l,)

But, provided that WE and W6 are shorter than minority carrier diffusion lengths.

eAD6,..rin	 / eV \	 / eV55

piw8	
cxp, 

-i----)	
and	 'E(kc5on) 

=	 NW	
exp----

When we substitute into the definition of y and use D tekT/e, we obtain

= N
N Wc11

The hole component of the emitter current is given as yI. Of this, a fraction a 7 =

(-I - r/r) will give a collector current. Thus, the emitter-to-collector current transfer ratio a,

taking into account the emitter injection efficiency, is

/	 T,
a = a' T yI I - -

\	 r5

In the emitter, = 2 v I0 6 cm 3 and = 200 cm' Vs', and in the

base, Ndi} = I x 1016 cm - ' and l's,s.i = 400 cnn 2 V 1 s. The emitter injection cfli-
cicucyis

—=0.9975!
(I x 10161(2)(200)

I +	 10ii)(2)(400)

The transit timer, = W/2D,, = 1.93 x 10 9 s (as before), so the overall a is

a 0.99751 (i - 1.93 x l0 I = 0.99269
400 x 10 I

and the overall /I is

a

	

I) =	 = 135.8
(I-a)

The same transistor with 100 percent emitter injection in Example 6.8 had a/I of 206. It

is clear tbai the emitter injection efficiency y and the base transport factoc a 1 have compara-
ble impacis in controlling the overall gain in the example. We neglected the recombination of
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ccijon.s and holes in the EB depletion region. In fact, if we were to also consider this recons-

bination coniponeill oldie endure cantlit. IEW would have to be even smalkr compared with

the total I, which would make y and hence ft even lower

6.6.2 COMMoN BASE Awui

According to Equation 6.31 the emitter current depends exponentially on

\
IF=IE005P(

ICVEB
j—)	 16.421

It is therefore apparent that small changes in VFB lead to large changes in IE Since

IC 'F. we see that small variations in VEB cause large changes in 1c in the collector

circuit. This can be fruitfully used to obtain voltage amplification as shown in Fig-

ure 6.23. The battery Vec, through Re, provides a reverse bias for the base-collector

junction. The dc voltage VLE forward biases the ER junction, which means that it pro-

vides a dc current I. The input signal is the ac voltage ub applied in series with the &

bias voltage VFL to the ER junction. The applied signal u b modulates the total voltage

VEil across the EB junction and hence, by virtue of Equation 6.30, modulates the

injected hole concentration p(0) up and down about the dc value determined by Var

as depicted in Figure 6.23. This variation in p(0) alters the concentration gradient and

therefore gives rise to a change in I, and hence a nearly identical change in 1c The

change in the collector current can be converted to a voltage change by using a resistor

R in the collector circuit as shown in Figure 6.23. however, the output is commonly
taken between the collector, and the base and this voltage V-J

= Va. + RI

F	 R	 C

II	 p

Vie	
Otitisul

I(.1tr

1H H \i

Figueeoi3 App transistoropeuited I Owa eregun rn the coiwnonbase

The aççkd (lp.i sal v, modulates the dc wloge orross the EB jurdkn and
hence mMces the Iieded lisle caice*ion up and down about the dc value
p. 3l• The solid line shows p4i4 w4ieis only the & bias Vrr is preseut The dashed lines
show how pJA is mkukued up anddoby The signol vsupecIiposed on Vrr.
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Increasing the emitter-base voltage V (by linacaslig u) increases 1c. .which
increases Vç. Since we are interested in ac signals, that voltage varuition aamCB is
tapped out through a dc blocking capacitor in Figure 613.

For simplicity we will assume that changes 5 V E, aid 4I in the dc values of Va
and IE are small, which means that SV, and SIE can be related by diffaentialing
Equation 6.42. We are hence tacitly assuming an operation under small signals. Fuilber,
we will take the changes to represent the ac signal inagnitisks, v = SVEN, i = SIR,

i. =	 81E	 , V, =

The output signal voltage v,b corresponds to the change in V,

Vth = SV = RcSIc =

The variation in the emitter current 51E depends on the variation SVEB in
which can he determined by differentiating Equation 6.42,

51F:
e

- kT

By definition, S Va is the input signal v 4,. The diange4I, in IE is the lapin signal
current (ii ) flowing into the emitter as a result of SV. Iberefeat the quantity
S V/5 I; represents an input resistance r seen by the source v.

Input	 SVa	 kT	 25
(6.431

resistance	 51C	 elE 1E(MA)

The output signal is then

= Rc HE = Rc 
VA

so the voltage amplification is

Cl? voltage	 V.1	 R
Ay — rr —	 (6.441

gain	 'id,	 r

To obtain a voltage gain we obviously need R > r, which is invariably the case by the
appropriate choice of Ip, hence r, and Rc. For example, when the BIT is biased so
that IE is 10 mA and r is 2.5 Q, and if Rc is chosen to be 50 Q, then the gain is 20.

UHlUflhiI ACOMMON BASE MiPIJFIER Consider ap,q,Si BJTIh* has l ncsiilan iiligiie6.23.
The BJT has afl = 135 and has been biased tDoper;&widia5 mAcullemaxicutWhat
small-signal input resistance? What is the required R that will provide	 Wbal
is the ruse current? What should be the Vr in Figise 623' Suppose V = -6 V. wbx is the
largest swing in the output voltage Vt., in Figure 623 as the iiiU signal is ica,cd oil

 about the bras pointVEE , taken as 0.65 V?

wnow

The emitter and collector currents are approximately the me. Fiurn Erii 6.43,

25	 25
=	 = - = 3

Ir(mA)	 5
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The voltage gain A from Equation 6.44 is

Of	 20=-

so a gain of 20 requires R = 100 t2.

1cSm,'

	

Base current i = -- =	 = 0.037 nsA	 or	 37 1sA
fi	 35

There is a dc voltage across R 1 given by IR = (0.005 A)(I00 t2) = 0,5 V. V, has to

provide the latter voltage across Rr and alsoa sufficient voltage to keep the BC junction reverse

biased at all times under normal operation. Let us set V S -6 V. Thus, in the absence of any

input signal V,, l/ is set to -6 V + 0.5 V = -5.5 V. As we increase the signal s, 11w and

hence Ic increase until the point C becomes neatly zero,' that is, V 5 = 0, which occurs when

It  is maximum at lc_,= I V /R or 60 nsA. As v, decreases, so does V 8 and hence I.

Eventually J will simply become ,cro, and point C will be at -6 V, so Vcu = Va. Thus, V5

can only swing from -5.5 V to 0  (lot Input until l = 15 •J, or trout -5.5 to -6

V (for decreasing input until I . = 0).

6.6.3 COMMON EMITTER (CE) DC CHARACTERISTICS

An npn bipolar transistor when connected in the common emitter (CE) configuration

has the emitter common to both the input and output circuits, as shown in Figure 6.24a.

The dc voltage VBE forward biases the BE junction and thereby injects electrons as

minority carriers into the base. These electrons diffuse to the collector junction where

the field E sweeps them into the collector 10 constitute the collector current !,. Vne

controls the current 1E and hence I R and 1c The advantage of the CE configuration is

that the input current is the current flowing between the ac source and the base, which

is the base current !. This current is much smaller than the emitter current by about a

factor of $. The output current is the current flowing between Vct. and the collector,

which is lc• In the CE configuration, the dc voltage V15 must be greater than V85 to

reverse bias the collector junction and collect the diffusing electrons in the base.

The dc characteristics of the BIT in the CE configuration are normally given as I-

versus Va for various values of fixed base currents I, as shown in Figure 6.24h. The

characteristics can be readily understood by Equations 6.40 and 6.41. We should

note that, in practice, we are essentially adjusting V85 to obtain the desired 1 1; because,

by Equation 6.41,

In = (1 — a)!p - lao

and 1E depends on VBE via Equation 6.42.

Increasing 1 8 requires increasing V, which increases Ic. Using Equations 6.40

and 6.41, we can obtain I- in terms of Irt alone,

= f lu + — -'cuo
(1-a)

I 9 *rious saturation effects are ignored in this opxoximote discussion.

34
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Figure 6.24

(4 M m,n Irmsmilm epn*d m die Ockwe reon m the ammn emimile, co.iigtwc,on. The input mrerd is the cufteni lint
A. betweoi V11 (m lie ixue seió is

DC IVclxmnwirj the ipi bipo6 emm ii the CE co4eo)icii. fm 9qffojed to hKj69N 'ionow ellects

Acliwwgum

collector	 Ic= IJIB + 1c,0	 16.451
current

4110
= -

(I - mu)

is the leakage amment into the collector when the base is open circuited. This is much
Jaeger in the CE circuit than in the CR configuration.

Even sfrn I is Lqi cmaestaju, l Mill exhibits a small increase with 111 . ,. which,
rnuiaccording toFqu*i 645. indicates an increase iii lhc current gain /t with V . This

is due to the Each elkct or modulation of the bases idih by shown in Figure  6.22,
Increasing V0 increase,. V, which intreases WM . reduces Il,, and hence shortens
T,. The reauhing effect is a Luger /3 (r r5/t,)

When V 1 is less than t. the collector junction hecotnes Iwnaid biased and
Equation 6.45 is am valid. The colkelorcurrent is then the difference kiweeri forward
cmiu.lits of ciuhilet amid collector junctions. The transistor OfTatihlg in this region is
said to he saluraird.

1fl =

MA LoFi wcy StI.L-SuAl. Moiwi.

The npn bipolar tiansastor iii 11w CE lcontnion emitter) amplifier configuration is
shown ill Figure 625. Fh inui circuit has. a de bias "M to forward bias the
base-emitter (BE) jutalicut anti the output circuit has a tic voltage V 1 I larger than
Val to rease bias the base-collector (BC) junction through a collector resistor R.



Output

RC

I ,	(!)IC

- (

Is + I; RJ	 ::'c

Input	

uh)	 .
v1 (i)	 I	 n(0)

mi -

Figure 6.25 An npn transistor operated
in the active region in the common emitter
amplifier configuration,

The applied signal vi, modulates the
dc voltage across the BE junction and hence
modulates the in jected electron concentration
up and down about the dc value n(0). The
solid line shows nlxl when only the dc bias 11m

is present. The dashed line shows how nu(u) is
modulated up by a positive small signal vbe

superimposed on yen.

feVer
I! = 1F0

hustler

16.461	 r ii lien! and

V81.
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The actual reverse bias voltage across the BC junction is V(-p, - Vp,. where V1 IS

= Vcc

An input signal in the form ala small ac signal vi, is applied in series with the bias

voltage Vfty and modulates the voltage F 5, across the BE junction about its dc value

V81 . The varying voltage across the BE modulates n,,(0) rip and down about its dc

value, which leads to a varying emitter current and hence to an almost identically vary-

ing collector current in the output etrettil. The variation in the collector Current is eon-

veiled to an output voltage signal by the collector resistance R. Note that increasing

V,jr. increases i which leads to a decrease in V 1 Thus, the output voltage is 190' out

of phase with the input voltage.

Since the BE unctton is forward-biased, the relationship between IE and VRE is

exponential,

where '((i is it 	 We can differentiate this expression to relate small variations

in 1 E and Vitt as in the presence of small signals superimposed on dc values. For small

signals, we his c 1'11 = S V,11., i,, = I,,	 = 6 1f,  i, - S i. Then from &jrtatiotl 6.45

we see thatSic=flSI,i ,sotc=fluj. Si nce o'	 li,	 i.

What is the advantage ol the CE circuit esser the common bsc (CB) configuration?

First, the input current is the base current, which is about a factor of $ smaller than the

emitter current. The ac input resistance of the CE circuit is therefore a factor of i

higher than that of the CB circuit. This uteans that the amplifier does not load the ac

source; the input resistance of the amplifier is much greater ihart the internal (or output)

resistance of the ac source at the input. The sniall-signal input resistance r5, is

I&471
i i,	 61 8	Sir	 u'!1	ie(mA)	 res:sta,lce

where we differentiated Equation 6,46.
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The output ac signal u develops across the CE and is tapped out through a ca-
pacitor. Since VCF = Vcc - IcR, as I- increases, V(f decreases. Thus,

U,, =	 = —R 8 i =

The voltage amplification is

U,,.	 Ri	 —Rcft	 RçIc(mA)
____-	 16.481

US, 	 r5.,.i5	 r5,,.	 25

which is the same as that in the CB configuration. However, in the CE configuration
the output to input current ratio i/i5 = /1, whereas this is almost unity in the CB con-
figuration. Consequently, the CE configuration provides a greater power amplifica-
tion, which is the second advantage of the CE circuit.

The input signal v5, gives rise to an output current i This input voltage to out-
put current conversion is defined in a parameter called the mutual conductance, or
transconductance, g,,.

SIE	 IF(InA)	 I	
16.491

25	 r,

The voltage amplification of the CE amplifier is then

	

A 1,	 —g,,R1	 16.501

We generally find it convenient to use a small-signal equivalent circuit for the
low-frequency behavior of a BIT in the CE configuration. Between the base and
emitter, the applied ac source voltage v, sees only an input resistance of rn,., as
shown in Figure 6.26. To underline the importance of the transistor input resistance,
the output (or the internal) resistance R, of the ac source is also shown In the out-
put circuit there is a voltage-controlled current source i which generates a current
of The current i passes through the load (or collector) resistance RC across
which the voltage signal develops. As we are only interested in ac signals, the bat-
teries are taken as a short-circuit path for the ac current, which means that the in-
ternal resistances of the batteries are taken as zero. This model, of course, is valid
only under normal and active operating conditions and small signals about dc val-
ues, and at low frequencies.

Figure 6.26 tow-frequency small signal
simplified equivalent circuit of the bipolar transistor
in the CE configuration with a load resistor Pc in
the.collector Circuit.

AC source Small-signal equivalent circuit 	 Loa

SB	 C

:J4	 f RC
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The bipolar transistor general de current equation I = PIB, where ft	 Ti/C, is a
i,iaterial-dependent constant. implies that the ice small-signal collector current is

or	 t	 flu,,

Thus the CE dc and ac small-signal cut rent gains are the same. This is a reason-

able approximation in the low-frequency range, typically at frequencies below I /r 1 It

is useful to have a relationship between P. 9,, and Using Equations 6.47 and 6.49,

we have

A at low
/3
	

16.511
frequencies

In transistor data hooks, the dc cm tent gain I / l, is denoted as h Fj. whereas the

small-signal ac current gain i, / 35 is denoted as h1,.. Except at high frequencies,

het.

CE LOW-FREQUENCY SMALL-SIGNAL EQUIVALENT CIRCUIT Consider a BJ1 with a floIttJO,
used in a ('E amplitter ci which the collector Clii i Ciii is 25 nA and R,- is I kt. tithe ac source
has an ntis sotiage of I isV and In output resistance R, of 50 12, wh.n is the ruts output voltage?
WhZii is the input and output power and the osciall power atnphii cation'

UflON

As the collector current is 2.5 nc/S, the niptit resistance and the transconductacice iii'

/i25	 1100i(25)
=	 - --	 txi 1

I ( IncA)	 25

and

I tunA)	 2.5
9 -	 -=	 OtA/V

25	 25
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l'hc inugniiude of the voltage gain ol the BJ'F sniall-sigual eqiuvalent circuit is

	

=	 =	 = W. ItKXfl = t(t

When fire ac source is connected to the Hand E terminals (htgure 6.26). the input resistance
r1  of the Hit' loads the ac source. so  is. across BE is

1000 
Ul'------(tuiV)— - --- --=09S1inV

I,, s-R, 1	 (100() Q + 50 2j

The output voltage (ems) is, therefore,

= 4r"a = I 1)0(0952 mV i = 95.2 mV

The loading cOccI makes the output less (Ilan 10111 niV to reduce the loading of the ac
SOUICC, we need to increase o, i.e. reduce the colleckir culeemil. but that also rethiers the gain. So
to keep lime gain the same, we need to educe I and increase R, lowever, R5 canitmil he increased
indefinitely because R itself is loaded by the input of the next stage and. in addition, there is in
incremental resistance between the collector and cliuller tenninals (typicall y 01) kOl that
shunts H1 (nut ShOWfl in Figure 6.26).

'the power amplification of the ('F BiTitself is

A 1 =	 = A 5 = 11(11)1(1(11) 	 000110
ii, use

The input power into the BE terminals is

i 2	 (0.952 x It) I V)
= ui5 =	 --- - - -- ---- - - = 9.06 x Ill	 W	 or	 1)91)6 nW

1(1111) f2

The output power is

('fl,	 (9.1)6 x tO	 = 9.116 x 10 'Wor	 9.06,,W

6.7 JUNCTION FIELD EFFECT TRANSISTOR (YET)

6.7.1	 GENI:RAI. PRIN('lt'I,I'S

The basic structure of the junction field effect Iransistor (JFLT) with all n-type channel

(it-channel) is dcpicicd it, Figure 6.27a. An n-lvpc settiicondticttic slab is provided with

contacts at its ends to pass current through it. These terminals are called source (S)
and di'ain (I)). Two of the opposite laces of the it-type scmict)ttduCtor ate ltavily

p-type dolled 10 some small depth so that air ti-type channel is formed between hhte

source and drain terminals, as shown in Figure 6.27a. the two /)' regions are normally

electrically connected and are called the gate (6). As the gale is heavily doped, the de-

pletion layers extend almost entirely into the n-chanticl, as showtt in Figure 6.27. For

simplicity we will assume that the Iwo gate regions are identical (both /)' type) and that

the doping in (he It-type semiconductor is uniform. We will deline the rt-chaitnel to be
the region ofof cottducliitg ti-type material contained helween tIme two depletion layers.

The basic and idealized symmetric slruetuie In Figure 6.27a is useful in

explaining the principle of operation as discussed later but does not truly represent
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Gale

p5 G
Basic structure

Source G	 Drain
S

Ek'plcuon	 Fkpklitui
iquofi	 regi

GoCm's seci IOU	

;:•	

ImAunnd

Channel
ihickiic's	 i'

Circuit symbol
for if channel FF1

S	 I)

Ia)

Flgwe6.2l
Jul the boc ae of dEØ1 lieU Jed ircmam (JET) wdr
ndrowiel The twop'

(b) A sJieiI 4Ach of he cmm secliar of ..e pud *do" 1ff T

the structure olatypical practical devicç A simplified schematic sketch of the cics
section of a more practical device (as, for cxarnple, fabricated by the planarlechnol-

ogy) is shown in Figure 6.27h where it is apparent that the two gate regions do not

have identical doping and that, except for one of the gates. all contacts we on one

surface.
We first consider the behavior of the JEE1' with the gate and source shorted

(V(;5 (I), as shown in Figure 62la. The resistance ktsscn Sand I) is essentially

the resistance of the conducting n-channel between A and B. R 1,. When a positive

voltage is applied to I) with respect to S (V > (), their a aiment flows 1mm 1) To

S. which is called the drain current I,,. There is a voltage drop along the clunirl.
between A and B, as indicated in Figure 628a The voltage in the n-channel is zero

at A and Vig at IL As the voltage along the n-channel i s positnc, the pn junctions

between the gates and the n-channel become pmgressnely arnie reverse-biased

from A to B. Consequently the depletion layers extend more into the channel and
thereby decrease the thickness of the conducting channel from A to R

Increasing 11ps increases the widths of the depiction layers, which pcnctiaic more

into the channel and hence result in more channel narrowing toward the kamn The it-

Sistaflce of the ri-channel RAn therefore increases with V(,%. The drain cuneni lhcrelore

does not increase linearly with V, but falls below it because

VON

R
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vi:L_
(a)	 V. =

S

Depletion ,
 channel

region

V,15 S V

S.	
fbi

V05=V,=SV

 

Vi []cited off

-	
channel

V55 WV

Figure 6.28

a) The gate and source are shorted Vi 	 0) and Vns in small
{b) Vs,, has increased too value that allows the two depletion layers to 'asS touch, when Vm	 VP J 5 V) and
the pan unction voltage at the drain end, Von	 V0c--V= -5 V.
(c) V05 is large ( V05 > V, so a 5hori length of the channel is pinched off.

Figure 6.29 Typical l versus
V05 charactennatics of a JET for
various fixed gate voltages 1c.5.

I (ninA I	 = V5

to -

11A o=,+t

OS = o

= -2 V

V.05-4V

-5 V

and Rn,, increases with V1,-. Thus I,, versus V,, 5 exhibits a sublincar, behavior, as shown
in the V, < 5 V region in Figure 6.29.

As V,0 increases further, the depletion layers extend more into the channel and
eventually, when V0 = V,.(= 5 V), the two depletion layers around II meet at point I'
at the drain end ot the channel, as depicted in Figure 628h. The channel is then said to

he 'pinched oil" by the two depletion layers. The voltage Vp is culled the pinch-ofl
voltage. 11 is equal 10 the magnitude oireversc bias needed across theji 	 unctions to
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Pinched-nfl hannet

lOflA
.4--

Ld,	 (p

-	
F--- --

	 Figure 6.30 The pinched-off
channel and conduction for

VIcs >tV	 Vp(5Vl

make them just touch at the drain end. Since the actual bias voltage across the p+

junctions at the drain end (B) is 11G1), the pinch-off occurs whenever

VGD	 VP	 16.521 
Pinch-off
condition

In the present case, gate to source is shorted, VGS = 0. SO VGLI = — V I)s and pinch-

off occurs when V05 = Vp (5 V). The drain current from pinch-off onwards, as shown
in Figure 6.29, does not increase significantly with V05 for reasons given below.

Beyond V,, = Vp, there is a short pinched-off channel of length (,,.
The pinched offchannel is a reverse-biased depletion region that separates the

drain from the it-channel, as depicted in Figure 6.30. There is a very strong electric
field 'L in this pinched-off region in the!) to Sdirection. This field is the vector suni of
the fields from positive donors to negative acceptors in the depletion regions of the
channel and the gate on the drain side. Electrons in the n-channel drift toward I', and

when they arrive at P. they are swept across the pinched-off channel by E. This process
is similar to minority carriers in the base of a BiT reaching the collector junction de-
pIction region, where the internal field there sweeps them across the depletion layer
into the collector. Consequently the drain current is actually determined by the resis-

tance of the conducting n-channel over L..j from A to I' in Figure 6.30 and not by the

pinched-off channel.
As V, increases, most of the additional voltage simply drops across f,,, as this

region is depleted of carriers and hence highly resistive. Point P. where the depletion

layers first meet, moves slightly toward A, thereby slightly reducing the channel length

l. Point I' must still be at a potential Vp because it is this potential that just makes

the depletion layers touch. Thus the voltage drop across !h remains as V,. Beyond

pinch-off then

VP
lo = —	 (Vp> V)

R.,

Since RAP is determined by 1,h , which decreases slightly with V, 5, l increases

slightly with Vfl5. In many cases, l0 is conveniently taken to be saturated at a value loss

for 1/1 > Vp. Typical I versus Voe behavior is shown in Figure 6.29.
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2V	 V1,= 2V

i— 1 /	 r 1'	 - l seArt±iifl 1L±.iiJ .L"	 ?11r	 U)

V151 - IV

(0)	 (b(

V 5	 2V

HF	 !,=
Figure 6.31	

31sntA
[	 --

a) The AT with a negative Vç,5

voltage has a narrower n-channel
at the start 	 -	 - 

-^e 
D

(b)Compared to the V	 0 case,	 No hcd

the some V05 gives less 10 as the

channel is narrower.

(c)The channel is pinched oil at	 11	
-

V05 - 3 V sooner than the V	 0

case, where it was V0 	 5 V.	 Ic)

We now consider what happens when a negative voltage, say Vo,s = —2 V. is ap-
pl ied to the gate with respect to the source, as shown in Figure 6.3 la with Va.5 = 0. The
p n junctions are now reverse-bi,sed front the start, the channel is narrower, and the
channel resistance is now larger than in the V(;, - 0 case. The drain current that flows
when it V01 is applied, as in Figure ô.3lb, is now sniallcrthan in the V(;5 = Ocase
as apparent in Figure 6.29. The p n junctions are now progressively more reverse-
htascd front V1 ;1 at the source end to VG,, = V(;s	 1/05 at the drain end. We therefore
need it smailci V05 (_. 3 V) to pinch off the channel, as shown in Figure 6.31c. When
Vm I V, the G to 1) voltage V(, /) across the p+,r junctions at the drain end is 5 V,
which is V, so the channel becomes pinched off. Beyond pinch-off. I, is nearly sat-
urated just as ill the V05 = 0 case, but its magnitude is obviously smaller as the thick-

ness ol the channel at A is sriraI!cr compare Figures 6.29 and 6.31. In the presence of
V, the p1 rich-nfl occut s at 11 - V1y5tarj , and from Equation 6.52.

Pitrc/i-cJ	

V0st5st = l ' I V	 16331corrduton

whete V( ; 5 is it voltage (reducing Vp). Beyond pinch-off when V05 > V051,51,
The point P where the channel is just jnitt lied still remains at potential VDS11 , given
by Equation 6.53.

For V,55 > V05t5, In becomes nearly satrrratcd at a value denoted as 	 which is
indicated in Figure 6.29, When G and S are shorted (V(;5 = 0), !,, is called I1)ç5(which
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stands for I,,s with shored gate to Source). Beyond pinch-oil, with negative V 15, los IS

V, 55	 VP f V
GS=	 Vpj > Vi .srui	 16341

R,o( Vj ; .cl	 R 1 I

where Rap (h'(5) is the effective resistance of the conducting u-channel hom A to P

(Figure 6.31b), which depends on the channel thickness and hence on VGs. The icsis

tance increases with more negative gate 'voltage as this increases the reverse bias

across thep l otjuflCtiOflS, which leads to the narrowing of the channel. For example,

when 11( ; ,s —4 V, the channel thickness at A becomes narrower than in the case with

V( ;5 = —2 V, thereby increasing the resistance, R AP, of the conducting channel and

therefore decreasing I,s. Ftnther, there is also a reduction in the drain cut-rent by virtue

of V,, 51 decreasing with negative V,;y, as apparent in Equation 6.54. Figure 6.29

shows the effect of the gate voltage on the I,, versus V, 55 bchavioi. The two effects, that

from and that from R p ( V(;S) in Equation 6.54, lead to /OS almost decreasing

parabolically with -- Vc;.s-.

When the gate voltage is such that = —Vu (= —5 V) with the source and drain

shorted (V,.5 U), then the two depletion layers touch over the entire channel length

and the whole channel is closed, as illustrated in Figure 6.32. The channel is said to be

off. The only drain current that flows when a V05 is applied is due to the thermally gen-

erated carriers in the depletion layers. This current is very small.

Figure 6.29 summarizes the lull I versus V,,5 characteristics of the n-channel

WET at various gate voltages 11(; 5. It is apparent that I,)., is relatively independent of

V05 and that it is controlled by the gate voltage YGS, as expected by Equation 654.

This is analogous to the BIT in which the collector current I( is controlled by the

base—emitter bias voltage Vap:. Figure 6.33a shows the dependence of Ins on the gate

voltage V, 5. The transistor action is the control of the drain current in the

drain—source (output) circuit by the voltage V, 5 in the gate source (input circuit), as

shown in Figure 6.33b. This control is only possible if Vim > Vtaii . When V = Vp,

the drain current is nearly zero because the channel has been totally pinched off. This

gate SOUrCe voltage is denoted by V;.55 p1, as the drain current has been switched off.

Furthermore, we should note that as V(;5 reverse biases the pr: junction, the current

into the gate 1; is the reverse leakage current of thesejunctions. It is usually very small.

In some JFETs, !(; is as low as a fraction of a nanoampere. We should also note that the

circuit symbol for the JFET, as shown in Figure 6.27a, has an arrow to identify the gate

and the pit 	 direction.

Figure 6.32 When V05	 5 V the depletron layers

close the whole channel From he clan, at V05 0

As Vors is increased, there is avery small drain current,
which is the small reverse leakage current due to thermal
generation of carriers in the depletion layers

V05
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Figure 6.33

(o) Typical 105 versus VGs characteristics of a
NET

(b( The dc circuit where VGS in the gale-source
circuit (Input) controls the drain current /55 in

the drain-source (output) circuit in which VD5 is
kept constant and large )//> Vv).

!fl55	 10

(I

-
6	 '	 -2	 ()

(a)

I1
O4,JJ

	

V, +I s V

rGhi
vj	 S

Input

IN

Beyond

pinch-off

Is there a convenient relationship between 11, and V(;s? If we calculate the effec-
tive resistance RAP of the n-channel between A and P, we can obtain its dependence on
the channel thickness, and thus on the widths of the depletion layers and hence on V.
We can then find ! from Equation 6.54. It turns out that a simple parabolic depen-
dence seems to represent the data reasonably well,

(-
 V5

/in
	 \l

= I[l -	 t	 16351
V(;S(i))J

where 11),cr is the drain current when V(;S = (I (Figure 6.33) and is defined as
—V1., that is, that gate--source voltage that just pinches off the channel. The pinch-off
voltage Vp here is a positive quantity because it was introduced through V1 >. V)
however is negative, --V,.. We should note two important facts about the M. Its
name originates from the effect that modulating the electric field in the reverse-biased
depletion layers (by changing V(;5) varies the depletion layer penetration into the chan-
nel and hence the resistance of the channel. The transistor action hence can he thought
of as being based on a field effecL Since there is a T,1 junction between the gate and
the channel, the name has become WET. Thisjunction in reverse bias provides the iso-
lation between the gate and channel.

Secondly, the region beyond pinch-off, where Equations 654 and 6.55 hold, is
commonly called the current saturation region, as well as constant current region
and pentode region. The tenu saturation should not he confused with similar terms
used for saturation effects in bipolar transistors. A saturated 8JT cannot be used as an
amplifier, but JFETs are invariably used as amplifiers in the saturated current region.

6.7.2 YET AMPLIFIER

The transistor action in the JFFT is the control of 11is by V(;$, as shown in Figure 6.33.
The input circuit is therefore the gate-source circuit containing Vay the output cir-
cuit is the drain-source circuit in which the drain current ins flows. The JH-F is almost
never used with thepnjunction between the gate and channel forward-biased ( V15 > 0)
as this would lead to a very large gate current and near shorting of the gate to source
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Time

Rpm 6.34
lo) Coimnan source ICS) ac ampither using 0JFET.

Enpionation of how to is modulated by the signal v9, in series with the dc bias voltage Voo

voltage. With YGS limited to negative voltages, the maximum current in the output cir-
cuit can only be I, as shown in Figure 6.33a. The maximum Input voltage VGS should

therefore give an los less than 11.
Figure 6.34a shows a simplified iflustiation of a typical JFE'F voltage amplifier. As

the source is common to both the input and output circuits, this is called it
source (CS) amplifier. The input signal is the ac source v. connected in series with a

negative dc bias voltage VGG of —1.5 V in th GS circuit. First we will find out what
happens when there is no ac signal in the circuit ( vs. = 0). The dc supply (-1.5 V) in
the input provides a negative i)c voltage to thc gale and therefore gives a dc current los
in the output circuit (less than !,). Figure 6.34b shows that when VGS = —1.5 V. point

Q on the Ins versus VGs characteristics gives !, = 4.9 mA. Point Q, which determines
the dc operation, is called the quiescent point.

The ac source u, is connected in scncs with the negative dc bias voltage VGS.

It therefore modulates VGS up and down about —1.5 V with time, as shown in Fig-
ure 634b. Suppose that u, varies sinusoidally between —0.5 V and +0.5 V. Then, as
shown in Figure 6.34b when ye, is —0.5 V (point A), V = —2.0 V and the drain cur-
rent is given by point A on curve and is about 3.6 mA. When v ., is +0.5 V
(point B), then V = —1.0 V and the drain current is given by point B on the l).s-VGs
curve and is about 6.4 mA. The input variation from —0.5 V to +0.5 V has thus been

Time
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kib1e 6.1 Voltage and current in the common source amplifier of Figure 6.34o

V	 V(5	 Ion	 id	 Vottae
(V)	 IV)	 (mAt	 (mA) V1,, V1,1, - 105R0	 (V)	 Gain	 Cont inent

	

- .5	 4.9	 II	 52	 0	 dc conditions, Ora Q
-0.5	 -2.11	 3.6	 - 1.3	 10.8	 +2.6	 -5.2	 Point 
+0.5	 -1 It	 6,4	 +10	 5.2	 --3.0	 -6	 Point B

I NOTE V= 1 8V urd R0 = 20000

converted to it CIIITCIII variation 110111 3.6 mA to 6.4 mA as indicated in Fig-
UI_C 6.34h. We could have lust IS easily calculated the cIiun current from Equation 6.55.

Table 6. 1 summarizes what happens to the drain current as the ac input voltage is var-

ied about zero.

The change in the drain current With respect to its devalue is the output signal cur-

rent denoted as id . Thus at A,

l.3inA

and at B,

j1 = 6.4 -_ 4.9 = 1.3 nsA

The variation IV the output current is not quite symmetric as that in the input signal v,

because the 1,,-VGc relationship, Equation 6.55, is not linear.

'the (ii-atn current variations in the DS circuit at -c converted to voltage variations

by the resistance R,,. ']'he voltage across DS is

V1)5 = V1>0 - 1,,, 1?,,	 16.561

where V,,0 is the bias battery voltage in the 1.)S circuit. Thu,, variations in l,, result in
variations in V,,5 that are in (lie opposite direction ni 180 ' out of phase. The ac output volt-
age between I) and S is tapped out through a capacitor C, as shown in Figure6.34a. The

capacitor ('simply blocks the dc. Suppose that R,, = 20(8) Q and V,,,, = 18V, then using

Equation 6.56 we can calculate the (IC value of 110.5 and also the nu iiiiiuin and maximum

values of V,,, as shown iii Table 6.!.

It is apparent that as v,., varies horn -05 V, at A, to +0.5 V, at B, V,,5 varies from

10.8 V to 5.2 V, respectively. The change in V,,, with respect to dc is what constitutes

the output signal tr,, as only the ac is tapped out. Front Equation 6.56, the change in

is related to the change in I by

	

i.,,, =	 R,,i,,	 [6.511

Thus the output, 	 , changes from -3.0 V to 2.6 V. The peak-to-peak vultage ampli-
ItciltI011 is

AV,,,	 1'hIik-pki	 -3 V -- (2.6 V)
= ----S

'i I!(;.%	 t1,.11,i.p1	 0.5 V - (4.5 V)
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The negative sign represents the fact that the output and input voltages are out of
phase by 180'. This can also be seen from Table 6.1 where it uc, results in a
positive I's,. Even though the ac input signal v,, is symmetric about zero, ±0.5 V, the
ac output signal i',, is not symmetric, which is due to the I VersuS V1 ;5 curve being
nonlinear, and thus varies between 10 V and 2.6 V. If we were to calculate the volt-
age amplification for the most negative input signal, we would find —5.2, whereas for
the most positive input signal, it would he —6. The peak-to-peak voltage amplification,
which was —5.6, represents a mean gain taking both negative and positive input sig-
nals into account.

The amplification can of course be increased by increasing R,, but we must main-
lain V,, at all times above (beyond pinch-off) to ensure that the drain current

1os in the output circuit is only controlled by V,;,5 in the input circuit.
When the signals are small about dc values, we can use differentials to repre-

sent small signals. For example, v. V1; 5 , i,1 = 61,g, L'j, = 6V1,, and so on. The
variation bl ig due to SV about the dc value may be used to (Ichne a mutual
Iranseonductaitce g 	 denoted as g1 ,) for the JFET,

III	 51105	 I,	 Definition of
g == -	 JFETIra,is-

dV;5 	S V1, 5	 ti conductance

This transconductance can be found by differentiating Equation 6.55, 	 -

g =	 = 21	 I - (-_- 1 = 2c/psl'2	
16.581 

JFETtran.c-

S V1,,	 V,510	 k V,,,,4,	 conductance

The output signal current is

id	 9,, V1,

so using Equation 6.57, the small-signal voltage amplification is

Av = - =
	

= g,,R,,	 [6.59]	
Small-signal
voltage gain

Equation 6.59 is only valid under small-signal conditions in which the variations
about the dc values are small compared with the dc values themselves. The negative
sign indicates that rd, and v, are 180 out 	 phase.	 -

THE MI AIWtJflER ('on,nter the ,,-u-liannct JI'FT common source amplifier shown in Fig-
ure 1,3-la. ilic JlEl has au 1,,.0 o1 II) mA and a pinch-ofT voltage V, of 5 Vas in Figuic 634h.
Suppose that tticgalcdc bias voltage supply VG( ; = - 1.5 V. the drain circuit supply Vol) 18 V.
and X,, = 2(KXt . What is the voltage amplification for small signals? How does this compare
with the peak-io- 1wak amplification of - 5.6 hiund br an input signal that had a peak-to-peak
value oil V?

Wc first calculate the operating conditions at the hia point with no ac signals. This corresponds
to point Q in hgure 63-lb. 11w dc bias voltage 11, ; 5 across the gate to source is —1.5 V. The
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resulting dc drain current I,,, can be calculated Innnhquaiion 6.55 with V(;	 = V = 5 V:

( V5 
\J7	 I	 f_5\1

'. - b us {i	 --)j = (tO mA) I	 - II = 4.9 mA
V 11	 S /J

The Iransconcluclance at this dc current (at Q) is given by Equation 6.58,

2(I,,uu1,,)''	 2100 x tO ')(4.9 x 10 ')I''
g	 ..	 ..	 — - 2.11 x 10 A/V

The voltage amplification of small signals about point () is

A, -	 (2.8 x 10 )(200)	 5.6

'Ihis turns out to be the same as the peak-to peak voltage amplification we calculated in
Table 6. 1. When the input ac signal v,, varies between 05 and +0.5 V, as imiTable (,.l, the out-
put signal is not symmetric. It varies between 3 V and 2.8 V. so the voltage gain depends on
the input signal. The amplifier is (hen said to exhibit nonlinearity.

6.8 METAL-OXIDE-SEMICONDUCTOR FIELD EFFECT

TRANSISTOR (MOSFET)

6.8.1 Fwu) EFFEct AND INVERSION

The nictal-ox ide-semiconductor field effect transistor is based on the effect of a field
penctiating into a semiconductor. Its operation cait be understood by first considering
a parallel plate capacitor with metal electrodes and a vacuum as insulation in between,
as shown in Figure 6.35a. When a voltage V is applied between the plates, charges +Q
and Q (where Q = CV) appear oit the plates and there is an electric field given by
- V/I... The origins of these charges are the conduction electrons for Q and

exposed positively charged metal ions for +Q. Metallic bonding is based on all the
valence electrons lbrtuitig a sea of conduction electrons and permeating the space
between metal ions that are fixed at crystal lattice sites. Since the electrons are mobile,
they are readily displaced by the field. Thus in the lower plate 'E displaces some of the
conduction electrons to the surface to form —Q . In the top plate ¶E displaces some
electrons front the surface into the bulk to expose positively charged metal ions to
form +Q.

Suppose that the plate area is I cm 2 and spacing is 0.1 jim and that we apply 2 V
across it. The capacitance C is 8.85 nF and the magnitude of charge Q on each plate
is 1.77 x 10-8 C, which corresponds to I.! x 10 11 electrons. A typical metal such as
copper has something like 1.9 x 100 atoms per cm2 on the surface. Thus, there will
be that number of positive metal ions and elections on the surface (assuming one
conduction electron per atom). The charges +Q and —Q can therefore be generated by
the electrons and metal ions at the surface alone. For example, if one in every 1.7 x
io electrons on the surface moves one atomic spacing (0.3 nm) into the bulk, then
the surface will have a charge of +Q due to exposed positive metal ions. It is clear that,
for all practical purposes, the electric field does not penetrate into the metal and termi-
nates at the metal surface.
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gwe 6.35 The field effect.

(of In a metal-air-metal capacitor, all the charges reside on the surface,
fbi Illustration of 

held 
penetration into a paype semiconductor.

fc) As the held increases, eventually when V, V6, an inversion layer is created near the
surface in which there are conduction electrons.

35.
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The same is not true when one of the electrodes is a semiconductor, as shown in

Figure 6.35h where the structure now is of the inetal-rnsulator-scmiconductor type.

Suppose that we replace (he lower metal in Figure 6.35a with a p-type semiconductor

with an acceptor concentration of I It 0 cur - . The number of acceptor atoms on the sur-

face' 0is  x 1010 c111 2. We may assume that at loom temperature all the acceptors are

jonied and thus negatively charged. It is immediately apparent that we do not have

a sufficient number of negative acceptors at the surface to generatethe charge -Q.

We irlusi therefore also expose negative acceptors in the hulk, which means that

the field must penetrate into the semiconductor. Holes in the surface region of the

semiconductor become repelled toward the hulk and thereby CXEX)$C more negative

acceptors We can estimate the width W into which the field penetrates since the total

negative charge exposed cA WN, must be Q. We find that W is of the order of I Jim,

which is something like 4000 atomic layers. Our conclusion is that the field penetrates

into a semiconductor by an amount that depends on the (loping concentration.

The penetrating field into the semiconductor drifts away most of the holes in this

region and thereby exposes negatively charged acceptors to make up the charge - Q.

The region into which the field penetrates has lost holes and is therefore depleted of

its equilibrium concentration of holes. We refer to this region as a depletion layer. As

long asp > n even though p this still has p-type characteristics as holes are in

the majority.

If the voltage increases further, -Q also increases, as the field becomes stronger

and penetrates more into the semiconductor but eventual it becomes more difficult to

make up the charge -Q by simply extending the dcpleti,''Auycr width W into the bulk.

It becomes possible (and more favorable) to attract conduction electrons into the de-

pletion layer and form  thin electron layer of width W near the surface. The charge

is now made up of the fixed negative charge of acceptors in W and of conduction

elections in W, as shown in Figure 635c. Further increases in the voltage do not

change the width B',, of the depletion layer but simply increase the electroti concentra-

tion in W,,. Where do these electrons conic from as the semiconductor is doped frtype?

Some are attracted into the depletion layer from the hulk, where they were minority

carriers. But most are thermally generated by the breaking of Si--Si bonds (i.e., across

the bandgap) in the depleted layer-. Thermal generation in the depletion layer generates

electron-hole pairs that become separated by the field. The holes are then drifted by

the field into the bulk and the electrons towad the surface Recombination of the ther-

mally generated electrons and holes wihötheramTIers is greatly reduced because the

depletion layer has so few carriers. Since the electron concentration in (he cicetmu

layer exceeds the hole concentration and this layer is within it p-type semi-

conductor, we call this an inversion layer. -

It is now apparent that increasing the field in the metal-insulator-setniconductor de-

vice first Creates a depiction layer and then an inversion layer at the surface when the

voltage exceeds some threshold value V15 - This is the basic principle of the field effect

device. As long as V> Vih, any increase in Ilifield an&hcflcc -Q leads to more electrons

in the inversion layer, whereas the widthfthe'deplction layer W, and hence the quantity

° So,I,xe roe,e,,rro(ion of atoms [atoms per ori orwl con be Iond horn n,,,r
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of fixed negative charge remain constant The insulator between the metal and the semi-

conductor, that is, it saculini in Figure 6.35, is typically Si0 2 in many devices.

6.8.2 ENHANCEMENT MOSFET

Figure 6.36 shows the basic structure of an enhancement is-channel MOSFET device

(NSFET). A netal-insulatot-seniiconductor structure is formed between a /)-type

Si substrate and an aluminum electrode, which is called the gate (G). The insulators

the Si02 oxide grown (luring fabrication. There are two n' doped regions at the ends

of thP MOS device that fount the source (5) and drain (D). A metal contact is also made

to the p-type Si substrate (or the hulk), Which in many devices is connected to the

source teinrinal as shown in Figure 6.36. Further, many MOSFE1s have a degenerately

doped polycrystailinc Si material as the gate that serve
s
 the same function as the metal

electrode.

With no VOItigC applied to the gate, S to I) is an ,i'1 pn structtwe that is always

I cs ci se-biased whatever the polarity of the source to dt'ain voltage. However, if the

substrate (hinik) is connected to the source, a negative V5,, will forward bias the fl+p

junctrolt hetisecu the drain and the substrate. As the n-channel MOSFIaT device is not

normally used with a negative V05, we will not consider this polarity.

When a posui se voltage less than V11 is applied to the gate, V,;5 < V as shown

in Figure &37a, tire p-type semiconductor under the gate develops a depletion layer as

a result of IIIC expulsion of holes into file bulk, just as in Figure 6.35b. Since S and D

are isolated by it low-conductivity l i-doped region that has a depletion layer from S to

1), no current an I Ion for any positive

With	 u, as soon as I	 is increased beyond the threshold votage Vffi , an

n-channel invei sion layer is lot Tried within the depletion layer under the gate and im-

mediately helms the surlace, as shown in Figure 6.37F. Fhrs in channel links the two

,t regions of source and drain. We then have a continuous n-type material with elec-

trons as mobile (un IICIS hetweeii the source and diain. When it sutifil V05 is applied, a

darn current I, floss s that is l,uiiied by the resistance of the ti-channel R5_o,:

Ill = 
VP)	

[6.601
R,,5

'Iliac, In initially increases with Vpç almost lincay, as shown in Figure 6.37h.
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The voltage variation along the channel is from zero at A (source end) to Vre at B

(drain end). The gate to the n-channel voltage is then V at A and V(;1) = VGS - VI)s at B.

Thus point A depends only on V; ,5 and remains undisturbed by V05. As VDS increases, the

voltage at B (VGD) decreases and thereby causes less inversion. This means that the chan-

nel gets narrower from A to B and its resistance R, 5 , increases with V05 . 1b VCISUS V05

then falls increasingly below the 11	 VL),s line. Eventually when the gate to n-channel

voltage at B decreases to just below the inversion layer at B disappears and a deple-

tion layer is exposed, as illustrated in Figure 637c. The a channel becomes pinched off at

this point P. This occurs when V05 = V051. satisfying

V61) = t/(;5 -	 = 11h	 16.611

It is apparent that the whole process of the narrowing of the n-channel and its

eventual pinch-off is similar to the operation of the n-channel JFET. When the drift-

ing electrons in the n-channel reach P, the large electric field within te very nar-

row depletion layer at P sweeps the electrons across into the n4 drain. The current

is limited by the supply of electrons from the n-channel to the depletion layer at P,

which means that it is limited by the effective resistance of the n-channel between

A and P.
When V05 exceeds Vi).s(), the additional V05 drops mainly across the highly

resistive depletion layer at I', which extends slightly to P toward A, as shown in

Figure 6.37d. At P. the gate to channel voltage must still be just y b as this is the volt-

age required tojust pinch off the channel and just eliminate inversion. The widening of

the depletion layer (from B to P') at the drain end with V05, however, is small com-

pared with the channel length AB. The resistance of the channel from A to F' does not

change significantly with increasing V05, which means that the drain current is then

nearly saturated at Ins,

Vo,r,,1)
If)	 'OS	 V05 >	 16.621

RAp.,,_,

As VJ),1()) depends on V;,5, so does 1. The overall 'Os versus V05 characteristics

for various fixed gate voltages VG.5 of a typical enhancement MOSFET is shown in

Figure 638a. It can he seen that there is only a slight increase in I with V05 beyond

V[),5() . The 105 versus VGS when VI) > Vfl5 ( ,a( ) characteristics are shown in Fig-

ure 6.38b. It is apparent that as long as Vi0 > V0 ,( ,,1) , the saturated drain current lps in

the source—drain (or output) circuit is almost totally controlled by the gate voltage V;5

in the source gate (or input) circuit. This is what constitutes the MOSFET action. Vari-

ations in V; ., then lead to variations in the drain current Ifl', (just as in the JFET), which

forms the basis of the MOSFET amplifier. The term enhancement refers to the fact that

a gate voltage exceeding V11 , is required to enhance a conducting channel between the

source and drain This contrasts with the JFET where the gate voltage depletes the

channel and decreases the drain current.

The experimental relationship between Ips and Vr;s (when V05 > VpS(w) has been

found to he best described by a parabolic equation similar to that for the JFET, except

that now V enhances the channel when Vr;c > V h so 11),5 	 only when VG.s > V5	 Enhancement

1 55 'r K (V(;5 - VIh ) 2	 16631 NMOSFET
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where K is a constant. For an ideal MOSFET, it can he expressed as

Enhancement	 z
NMOSFET	 K =

constant	
21. ton

where p, is the electron drift mobility in the channel, Land Z are the length and width

of the gate controlling the channel, and rand ton are the permittivity (err,,) and thick-

ness of the oxide insulation tindcr the gate. According to Equation 6.63, Ilss is

independent of V05 . The shallow slopes of the Ij versus V05 lines beyond Vn,51 51 1 in

Figure 6.38a can be accounted for by writing Equation 663 as

Enhancement 2

1'	
1	 = K(V0,5 - Vth) (1 + AV15 )	 16.641

NMOSFE 
where Xis a constant that is typically b.Ol V'. If we extend the ls versus V05 Imes,

they intersect the - axis at I /X, which is called the Early voltage. It should be

apparent that loss, which is Ir is with the gate and source shorted ('s = . is zero and

is not a useful quantity in describing the behavior of the enhancement MOSFET.

•!fH THE ENHANCEMENT NMOSFET A particutar enhancement NMOS traasistor has a gate with a

width (7) of 50 join, length (L) of tO Jam, and S10 2 thickness of 450 A. The relative permittiv-

	

ity of Si02 is 3.9. The p-type bulk is doped with 	 acceptors cni. Its threshold voltage is

4 V. Estimate the drain current when V522 = 8 V and Vm = 20 V. given A = 0.01. Dac to the

strong scattering of electrons near the crystal surface assume that the electron dritt mobility )L,

in the channel is half the drill mobility in the bulk.

SOLUtiON

Since V02 > V 5 , we can assume that the drain current is saturated and we can use the Ins versus

V(,,5 relationship in Equation 6.64,

Ins = K(V65 - V h )(t + X V1,5)

where

2Li0
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The electron mobility in the hulk when N = 0U cm 1 is 1300 cut' V s 1 (Chapter 5).

Thus

	

7e,c0	 (51) x 10 6 ( x I31 x tO )3.9 x 8.85 x 10
K-	 --	 -	 -=0'.1X)l25

	

2L,,,	 200 x 10 6 )(450 x 10 W)

When V - 8V and V,41 = 20 V. with A -_ 0.01, we have

	

itIX)0125(9 4)2(1 + (0.01)(20)1 = 0.0024A	 or	 2.4 mA

6.8.3 THRESHOLD VOLTAGE

The threshold voltage is an important parameter in MOSFET devices. Its control in

device fabrication is therefore essential. Figure 6.39a shows an idealized MOS struc-

ture where all the electric field lines from the metal pass through the oxide and pene-

trate the p-type semiconductor. The charge -0 is made up of fixed negative acceptors

in a surface region of W, and of conduction electrons in the inversion layer at the sur-

face, as shown in Figure 6.39a. The voltage drop across the MOS structure, however,

V - V1

Metal	 x

Oxide 

Inversion

layer

0hI'

L
Depiction	

('haige density
region

(n)

T	 k...
0 ir 00

p senuconriucior

Voltage, V

V = V1

Figure 6.39

(a)The threshold voltage and the ideal MOS structure

(b)in practice, there are several charges in the oxide and at the
oxide—semiconductor interface that affect the threshold voltage
Q. mobile ionic charge leg Nai l, Q,, - trapped oxide
charge, Q fixed oxide charge, and Q, = charge trapped at
the interface
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is not uniform. As the field penetrates the semiconductor, there is a voltage drop V

across the field penetration region of the semiconductor by virtue of = —dV/dx, as

shown in Figure 6.39a. The field terminates on both electrons in the inversion layer and

acceptors in W, so within the semiconductor E is not uniform and therefore the volt-

age drop is not Constant. But the field in the oxide is uniform, as we asswncthcrc were

no charges inside the oxide. The voltage drop across the oxide is constant and is V0 , as

shown in Figure 6.39a. As the applied voltage is V1 , WC (Oust have V + V = Vi . The

actual voltage drop Vr across the semiconductor determines the condition for inver-

sion. We can show this as follows. If the acceptor doping concentration is 10 16 cm3,

then the Fermi level E6 in the bulk of the p-type semiconductor must be 0.347 eV

below Eh in intrinsic Si. To make the surface n-type we need to shift El. at the surface

to gojust above J. Thus we need to shift EF front to surface by at least 0.347 eV.

We have to bend the energy hand by 0.347 eV at the surface. Since the voltage drop

across the semiconductor is V and the corresponding electrostatic FE change is cV,,

this must be 0.347 eV or V. = 0.347 V. The gate voltage for the start of inversion will

then be V0 + 0.347 V. By inversion, however, we generally infer that the electron con-

centration at the surface is comparable to the hole concentration in the bulk. This

means that we actually have to shift EF above EFj by another 0.347 eV, so the gate

threshold voltage 1/15 must he V + 0.694 V.

In practice there are a number of other important effects that must be considered in

evaluating the threshold voltage. Invariably there are charges both within the oxide and at

the oxide—semiconductv interface that alter the field penetration into the semiconductor

and hence the threshold voltage needed at the gate to cause inversion. Some of these are

depicted in Figure 6.391) and can be qualitatively summarized as follows.

There may he sonic mobile ions within the Si0 2 , such as alkaline ions (Na 6 , ),
which are denoted as Q, in Figure 6.39b. These may be introduced unintentionally, for

example, during cleaning and etching processes in the fabrication. In addition there

may he various trapped (immobile) charges within the oxide Q due to structural

defects, for example, an interstitial Si . Frequently these oxide trapped charges are cre-

ated as a result of radiation damage (irradiation by X-rays or other high-energy beams).

They can he reduced by annealing the device.

A significant number of fixed positive charges (Qç) exist in tflc oxide region close

to the interface. They are believed to originate from the nonstoichiomneiry of the oxide

near the oxide—semiconductor interlace. They are Uncrally attributed to positively

charged Si' ions. During the oxidation process, a Si atom is removed from the Si sur-

face to react with the oxygen diffusing in through the oxide. When the oxidation

process is stopped suddenly, there are unfulfilled Si ions in this region. Qi depends on

the crystal orientation and on the oxidation and annealing processes. The semiconduc-

tor to oxide interface itself is a sudden change in the structure front Si to

t:iiorphous oxide. The semiconductor surface itself will have various defects, as dis-

cussed in Chapter I. There is some inevitable mismatch between the two structures at

the interface, and consequently there are broken bonds, dangling bonds, point defects

such as vacancies and Si+, and other defects at this interface that trap charges (e.g.,

holes). All these interface charges are represented as Q in Figure 6.39h. Qt depends

not r)nly on the crystal orientation but also on the chemical composition of the inter-

face, Both Q f and Q,1 overall represent a positive charge that effectively reduces the
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gate voltage needed for inversion. They are sinallerforthc (1(X)) surface than the (Ill)

surface, so (100) is the preferred surface for the Si MOS device.
In addition to various charges in the oxide and at the interface shown in Figure 6.391b,

there will also be a voltage difference, denoted as V1q1 , between the semiconductor

surface and the metal surface, even in the absence of an applied voltage. V1. 8 arises

from We work function difference between the metal and the p-type semiconductor, as

discussed in Chapter 4. The metal work function is generally smaller than the semi-

conductor work function, which means that the semiconductor surface will have an ac-

cumulation of electrons and lIt metal surface will have Positive charges (exposed

metal ions). The gate voltage needed feu 	 will therefore also depend on

Since VF5 is normally positive, and Qi and Q, are also positive, there may already be

an inversion layer formed at the semiconductor surface even without a positive gate

voltage. The fabrication of an enhancement MOSFET then requires special fabrication

procedures, such as ion implantation, to obtain 
it

	 and predictable VIh.

The simplest way to control the threshold gate voltage is to provide a separate

electrode to the bulk of an enhancement MUSFET, as shown in Figure 6.36, and to

apply a bias voltage to the hulk with respect to the source to obtain the desired V11

between the gate and source. This technique has the disadvantage of requiring an ad-

ditional bias supply for the hulk and ,I Ill Listing the hulk to source voltage almost

individually for each MOSFET.

6.8.4 ION IMPLANTED MOS TRANSISTORS AND POIN-Si GATKS

The most acct-ate method of controlling the threshold voltage isby ion implantation, as

the numberof ions that are implanted into a device arid their location can be closely con-

trolled. Furthermore, ion implantation can also provide a self-alignment of the edges of

the gate electrode with the source and drain regions. In the case 61 an n-channel

enhancement MOSFET, it is generally desirable to keep the p-type doping in the hulk

low to avoid small V 5 for reverse breakdown between the drain and the bulk (see Fig-

ure 6,36). Consequently, the surface, in practice, already has an inversion layerlayer (without

any gate voltage) due to various fixed positive charges residing in the oxide and at the

interface, as shown in Figure 6.39h (positive Qi and Qjj and V,1). It then becomes

necessary to implant the surface region under the gate with boron acceptors to i'CinOVC

the electrons and restore this region to a p-type behavior.

The ion implantation process is carried out in a vacuum where the required impurity

ions are generated and then accelerated toward the device. The energy of the arriving

ions and hence their penetration into the device can he readily controlled. Typically,

the device is implanted with B acceptors under the gate oxide, as shown in Figure 6.40.

The distribution of implanted acceptors as it function of distance into the device from

the surface of the oxide is also shown in the figure. The position of the peak depends

on the energy of the ions and hence on the accelerating voltage. The peak of the con-

centration of implanted acceptors is made to occur just below the surface of the

semiconductor. Since ion implantation involves the impact of energetic ions with the

crystal structure, it results in the inevitable generation of various defects within the im-

planted region. The defects are almost totally eliminated by annealing the device at an
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Donor tons

Figure 6.41

(°) There is on onerfop of the gate electrode with
the source and drain regions and hence
addtrorrol capacitance between the gale and
drain.

(b) n' typeion implantation extends the drain
and source to lineup with the gate.

elevated temperature. Annealing also broadens the acceptor implanted region as a re-

sult of increased diffusion of implanted acceptors.

loll implantation also has the advantage of providing self-alignment of the drain

and source with the edges of the gate electrode. In a MOS transistor, it is important that

the gate electrode extends all the way from the source to the drain regions so that the

channel formed under the gate can link the two regions; otherwise, an incomplete

channel will he formed. To avoid the possibility of forming an incomplete channel, it

is necessary to allow for some overlap, as shown in Figure 6.41a, between the gale and

source and drain regions because of various tolerances and variations involved in the

fabrication of a MOSFET by conventional masking and diffusiorial techniques. The

overlap, however, results in additional capacitances between the gate and source and

the gate and drain and adversely affects the high-frequency (Or transient) response

of the device. It is therefore desirable to align the edges of the gate electrode with

the source and drain regions. Suppose that the gate electrode is made narrower so that

It does not extend all the way between the source and drain regions, as shown in Fig-

ure 6.41b. lithe device is now ion implanted with donors, then donor ions passing

through the thin oxide will extend the n1 regions up to the edges of the gate and

thereby align the drain and source with the edges of the gate. The thick metal gate is

practically impervious to the arriving donor ioits.

Another method of controlhing-Vlh is to use silicon instead of Al for the gate elec-

trode. This technique is called silicon gate technology. Typically, the silicon for the
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Figuje 642 The poly Si gale technology.

of Poly 5i is deposited onto the oxide, and the areas outside the gale dimensions are etched away

bj The poly-Si gate acts on a mask during ion implantation of donors to Form the n source and dross regions

id A simplified schematic sketch of the final pbly .Si MOS transistor

gate is vacuum deposited (e.g., by chemical vapor deposition using silanc gas) Onto the
oxide, as shown in Figure 6.42. As the oxide is noncrystalline, the Si gate is polycrys-
talline (rather than a single crystal) and is therefore called a poly-Si gate. Normally it
is heavily doped to ensure that it has sufficiently low resistivity to avoid RC time con-

stant limitations in chargingand discharging the gate capacitance during transivntorac
operations. The advantage of the poly-Si gate is that its work function depends on the

doping (type and concentration) and can be controlled so that VFB and .hgnce Vth can

also be controlled. There are also additional advantages in using the poly-Si gate. For
example, it can he raised to high temperatures (Al melts at 660 °C). It can be used as a
mask over the gate region of the semiconductor during the formation of the source and
drain regions. If ion implantation is used to deposit donors into the semiconductor, then
the source and drain regions are self-aligned with the poly-Si gate, as shown in

Figure 6.42.

6.9 LIGHT EMITTING DIODES (LED)

6.9] LED PRINCIPLES

A tight emitting diode (LED) is essentially a pm junction diode typically made from a
direct bandgap semiconductor, for example, GaAs, in which the electron hole pair
EHP) recombination results in the emission of a photon. The emitted photon energy

hr is approximately equal to the bandgap energy E. Figure 6.43a shows the energy

band diagram of an unbiased pril Junction device in which the n-side is more heavily

doped than the p-side. The Fermi level Ef is uniform through the device, which is a

requirement of equilibrium with no applied bias. The depletion legion extends mainly

into the p-side. There is aPE barrier eV, front 	 on the n-side to E, on the p-side
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Figure 6.4. Energy bond diagram of n ye (heavily n-type dope4 junction.

joj Na bias voltage.

hI With forward bias V. Recombination around the function and within the diffusion length of the electrons in the
p-side leads to photon emission.

where V0 is the built-in voltage. The PE harder eV, p1-events the diffusion of electrons

from the n-side to the p-side.

When a Forward bias v is applied, the built-in potential V. is reduced to V0 - V,

which then allows the electrons from the n -side to diffuse, that is, become injected,

into the p-side as depicted in Figure 6.43h. The hole injection component from p into

the n -side is much smaller than the election injection component froni the us -side to

the p-side. The recombination of injected electrons in the depletion region and within

a volume extending over the electron diffusion length L iii the p-side leads to photon

emission. The phenomenon ofof light emission from the EHP recombination as a result

of minority carrier injection is called injection electrulunminescence. Due to the sta-

tistical nature of the recombination process between electrons and holes, the emitted

photons are in random directions; they result front spontaneous emission processes

The LED structum-e has to he sitch that the emitted photons can escape the device with-

out being m-eahsorlted by the semiconductor material. This means the p-side has to he

sufficiently narrow or we have to USC he!erhslrue!uru' devices as discussed below.

One very simple LEI) structure is shown its Figure 6.44. First a doped semi-

conductor layer is grown on a suitable substrate (GaAs or Ga p). The growth is done

eitaxiaHy; that is, the crystal of the new layer is grown to follow the structure of the

substrate crystal. The substrate is csseruialty a sufficiently thick crystal that serves as a

mechanical support br the pus junction device (the doped layers) and can be of dif-

ferent crystal. The li 1 unction is formed by growing another epitaxial layer but doped

p-type. Those photons that are emitted toward the n-side become either absorbed or

reflected hack at the substrate interface depending on the substrate thickness and the

exact structure of (lie LED. lithe epitaxial layer and the substrate crystals have different
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Figure 6.44 A schematic illustration of
one possible LED device structure First an
n+ foyer is epitoxially grown oria substrate
A thin p layer is then epitaxally grown on
the first layer.

crystal lattice parameters, then there is  lattice mismatch between the two crystal struc-
tures. This causes lattice strain in the LED layer and hence leads to crystal defects. Such
crystal defects encourage radiationless EHP recombinations. That is, a defect acts as a
recombination center. Such defects are reduced by lattice matching the LED epitaxial
layer to the substrate crystal. It is therefore important to lattice match the LED layer to
the substrate crystal. For example, one of the AIGaAs alloys is a direct bandgap semi-
conductor that has a handgap in the red-emission reglols. It can be grown on GaAs sub-
strates with excellent lattice match which results in high-efficiency LED devices.

There are various direct bandgap semiconductor materials that can be readily

doped to make commercial pn junction LEDs which emit radiation in the red and

infrared range of wavelengths. An important class of commercial semiconductor ma-

terials that covers the visible spectrum is the Ill-V ternary alloys based on alloying

GaAs and GaP and denoted as GaAs 1 In this compound, As and P atoms from

Group V are distributed randomly at normal As sites in the GaAs crystal structure.
When y < 0.45, the alloy GaAs,-,Pv is a direct bandgap semiconductor and hence the
EHP recombination process is direct as depicted in Figure 6.45a. The rate of recombi-
nation is directly proportional to the product of electron and hole concentrations. The
emitted wavelengths range from about 630 rim, red, for y = 0.45 (GaAs 055P0.45 ) to

870 non for y = 0 (GaAs).
GaAsmP 5 alloys (which include Ga?) with y > 0.45 are indirect bandgap

semiconductors. The EHP recombination processes occur through recombination cen-
ters and involve lattice vibrations rather than photon emission. However, if we add

ti----EN

E

I	 -.:-0	 E1,	 -

Figure MS

lol Photon emission in a direct bond9ap
semiconductor.

b) GoP is an indirect bandop
semiconductor. When it is doped with
nitrogen, there ison electron
recombination center at EN. Direct
recombination between a captured
electron at EN and ohole emits  photon.

jGoAsj1P7 br .cO.45l	 N N('
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Table 6.2 Selecied (ED semccsnductor materials

Semiconductor Active Layer Structure DoriI A (em)	 (%)	 Comments

GaAs	 DH	 1)	 870-900	 10	 Infrared OR)

A4,6a 1 .., As (0 -	 -<0.4)	 OH	 1)	 640-870	 3-20	 Red loIR

!i_ 0 GrAs 5. P 5	 NI	 0	 -1.6 Ism	 >10	 LOOn in communications

(n	 2.20.e, 0 e	 <0.47)
tn04q AT, Ganj .t' 	 OH	 U	 5900-H3tt	 >10	 Amber, green, rut; high

luminous intensity

lni3aN/GaN quantum well 	 QW	 0	 450-530	 5-20	 Blue to gr,en

GaAs, -,P, (y <0.45)	 NJ	 0	 630-870	 <I	 Red to tR
GaAs i .. 1 P 5 (v 0.45)	 lii	 I	 560-700	 I	 Red. orange, yellow

IN or Zn, 0 doping)

SIC	 W	 I	 460470	 0.02	 Blue, low efficiency

Gap (Zn)	 Ill	 I	 700	 2-3	 Red

Ga
p 

N)	 Hi	 I	 565	 <I	 Green

NOTE Optical communication chenrein are 01850 on (bent retwotk( and 011.3 and 1,55 ian (long distance).
0 = dnrect buodgop, I = indirect bnndgop. in typical and rinay vcry substantially depending on the device
structure. OH = dorbfo heteroslructore, Hi = horrno(roclior, OW quontnro well.

iSQcIectromC impurities such as iiiirogcii (in the saijic Group V as P) into the

semiconductor crystal, then Sonic of These N attins substitute for Pamirs. Since Nand

P have the same valettc y. N 311)1115 siihslilulirig lot I' atoms loon the same tuinher of

bonds lind do tot act as douors 01 acceptors. The eleclroThc cores f N and P. however,

are different. Ilte positive nucleus of N is Ics'°shielded by elections compared with

that of the P aton,. This nuns 11101 :I electron in the neighborhood of a N

atoilt will be attracted and nov becoinc captured at this site. N 0101115 therefore intro-

duce localized energy levels, or election traps, h 5 near the conduction hand (CII) edge

as depicted in Figure 6.45h. When it electron is captured at E 5 it can at-

tract a hole on (lie valcncebmtii) in its vicinity by Couloutbic attraction andcvcntually

'ecosithane with it directly and Ciii)) ' photon. The emitted photon energyenergy is only

slightly less than 1', as Ev is tvpivJ)y close to E - As the recombination process

depends I )it N do1v ug, it is not as efficient as direct recombination. Thus, the efficiency

of LEDs t 'I'olti N doped indirect batadgap GaAs 1 . , h' semiconductors is less than those

from direct handgap semiconductors. Nitrogen doped indirect handgap GaAs 1 .. P1

alloys are wiitcly used in inexpensive green, yellow, and orange. LEDs.

The external et1kiene y of an LED quantifies (he efficiency of conversion of

electric energy into an emitted external optical energy. II ttseoslxnaltcs the internal effi-

ciency of the radiative recombination process and the subsequent efficiency of photon

extraction front the device. The input of electric poweritnto an [.EI) is simply the diode cur-

t'cttt and diode.vollage product (IV). If P is the optical powerciniticd by the device, then

External	 /',, ,, ( optical)

yf/iciency	 IV
vterni =	 x RX)%	 16.651

and some typical values are listed in Table 6.2. For indirect hatmdgap semiconductors,

t)cntcnrul are generally less than I percent, whereas for direct bandgap semiconductors

With the right device structure, t)enicm,T can be substantial.
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6.9.2 IIEJEROJUNCTION HIGH-INTENSITY LEDs

A pn junction between two differently doped semiconductors that are of the same

material, that is, the same handgap f, is called a homojunction. A junction between

two diffcrcrit handgap semiconductors is called it A semiconductor

device structure that has junctions between different handgap inatcrials is cillcd a

heterostriucture device.
LED constructions for increasing the intensity of the output light make use of the

double heterofitruce. Figure 6.46a shows a dotihk-heterostructure (DH) device

based oil two junctions between different semiconductor materials with different

handgaps. lit this case the semiconductors are AlGaAs with En	 2 e and GaAs with

14 eV.Thc double heterostructute in Figure 6.46a has an it 	 heterojunction be-

tween a' -AIGaAs and p GaAs. There is another heterojunction between p-GaAs and

p-AIGaAs. The p GaAs legion is ;I 	 layer, typically ,I 	 of it 	 and it

is lightly doped.
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(a) AlGaAs	 GaAs	 AIGaAs -

-(
0" 

Hill

Flections 
in 

('It
No hiar,

(b)

Holes 
in 

VB

Figure 6.46

(a)A double heterosiructure diode has two
unclioris which ore between two different
bondgap semiconductors (GaAs and
AGaAs)

(b)Asimplified energy and diagram with
exaggerated features Er must be uniform

(c)Forward biased simplified energy bond
diagram

(d)Forward.biaued LED. Schematic
illustration of photons escaping reabsorption
in the AlGoAs layer and being em fled From
the device.

AIGaAs	 GaAs	 AlGaAs

1 +
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Thc simplified energy hand diagram for the whole device in the absence of an ap-
plied voltage is shown in Figure 6.46h. The Fermi level E,. is continuous throughout
the whole structure. There is a potential energy harrier eV,, for elections in the CB of
n 4 -AIGaAs against diffusion into p-GaAs. There is a bancigap change at the junction
between p-GaAs and p-AlGaAs which results in a step change AE, in E, between the
two conduction hands of ,,-GaAs and p-AlGaAs. This AE, is effectively a potential
energy bar,ier that prevents any electronsii , the Of in p-GaAs passing to the CB of
p-AKjaAs. (There is also a step change AL,, in Er, hut this is small and is not shown.)

When a forward bias is applied, most of this voltage drops between the n-
AlGaAs and p-GaAs and reduces the potential energy barrier eV,,, just as in the nor-
mal pit junction. This allows electrons in the CB of n t -AlGaAs to be injected into
p-GaAs as shown in Figure 6.46c. These electrons, however, are co,if,nedto the CB of
p-GaAs since there is a barrier A E, between p-GaAs and p-AIGaAs. The wide
handgap AlGaAs layers therefore act as confining layers that restrict injected elec-
tions to the 1,-GaAs layer. The recombination of injected electrons and the holes
already present in this p-GaAs layer results in spontaneous photon emission. Since the
bandgap E of AlGaAs is greater than GaAs, the emitted photons do not get reab-
sorbed as they escape the active region and can teach the surface of the device as de-
picted in Figure 646d. Since light is also not absorbed in p-AIGaAs, it can be reflected
to increase the light Output.

6.9.3 LED CHARACTERISTICS

The energy of an emitted photon from an LED is not simply equal to the handgap en-
ergy E. because electrons in the conduction band are distributed in energy and so are
the holes in the valence band (yB) Figure 6.7a and b illustrate the energy band dia-
grain and the energy distributions of electrons and holes in the CB and VB, respec-
tively. The election concentration as a function of energy in the CB is given by
g(E)f(E) where g(E) is the density of states and f(E) is the Fermi-Dirac functki
(probability of finding an electron in a state with energy E). The product g(E)f(E)
represents the electron concentration per unit energy or the concentration in energy
and is plotted along the horizontal axis in Figure 647b. There is a similar energy dis-
tribution for holes in the VB.

The electron concentration in the CB as a function of energy is asymmetrical and
has a peak at 1 kT above Er. The energy spread of these electrons is typically '-2kT
front as shown in Figure 647b. The hole concentration is similarly spread from
E. in the valence band. Recall the rate of direct recombination is proportional to both
the electron and hole concentrations at the energies involved. The transition which is
identified as I in Figure 6.47a involves the direct recombination of an electron at E
and a hole at E,,. But the carrier concentrations near the band edges are very small
and hence this t ype of recombination does not occur frequently. The relative intensity
of light at this photon energy hv 1 is small as shown in Figure 6.47c. The transitions
that involve the largest electron and hole concentrations occur most frequently. For
example, the transition 2 in Figure 6.47a has the maximum probability as both elec-
tron and hole concentrations are largest at these energies as shown in Figure 6.47b.
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(c)	 (d)

	Relative inlenrily	 Rtki lw Irlielirity

E	 °

Electrons in CB

/2kT

F

rHole,in VB

Carrier concentration
per unit energy

E +A1

hi

ho 1 thu,	 liv,

0

A1	 kX

to

CB

Figure 6.47
Ia) Energy bond diagram with possible recombination paths

ro) Energy distribution of electrons in the CB and holes in the Yb The highest electron concentration is kTobove F.

(c)The relative 1i9ht intensity as a function of photon energy based on (b)

(d)Relative intensity as a function of wavelength in the output spectrum based on (b) and {c)

The relative intensity of light corresponding to this transition energy ho2 is their

 or close to maximum, as indicated in Figure 6.47c)' The transitions marked as

3 in Figure 6.47a that emit relatively high energy photons hvv involve energetic elec-

trons and holes whose concentrations are small as apparent in Figure 6.47b. Thus, the
light intensity at these relatively high photon energies is small. The fall in light inten-
sity with photon energy is shown in Figure 647c. The relative light intensity versus
photon energy characteristic of the output spectrum is shown in Figure 6.47c and rep-
resents an important LED characteristic. Given the spectrum in Figure 6.47c we can
also obtain the relative light intensity versus wavelength characteristic as shown in

Figure 6.47d since A = c/v. The linewidth of the output spectrum, asv or AA, is de-
fined as the width between half-intensity points as shown in Figure 6.47c and d.

The wavelength for the peak intensity and the lincwidth Al of the emitted spec-
trum are obviously related to the energy distributions of the electrons and holes in the
conduction and valence bands and therefore to the density of states in these bands. The

photon energy for the peak emission is roughly Eg + k  inasmuch as it corresponds to

peak-to-peak transitions in the energy distributions of the electrons and holes in Figure

6.47b. The linewidth ts(hu) of the output radiation between the half intensity points is

approximately UT as shown in Figure 6.47c. It is relatively straightforward to calcu-

late the corresponding spectral linewidth Al in terms of wavelength as explained in

Example 6.14.

The	 my is not necessarily rnosi.nen wIres hoib the electron and hole cuecentiotions ore nr0000uni, but twill

be dos.

36-
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Figure 6.48
(a) A typical output spectrum irens a red GaAs? LED.
(b( Typical output light power versus forward current.
(ci Typical ! .. Vcharacterisiics at  red LED. The turn-on voltage is around 1.5 V.
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The output spectrum, or the relative intensity versus wavelength characteristics,
from an LED depends not only on the semiconductor material but also on the structure
of the pa junction diode, including the dopant concentration levels. The spectrum in
Figure 6.47d represents an idealized spectrum without including the effects of heavy
doping on the energy bands and the reabsorption of some of the photons.

Typical characteristics of a red LED (655 non), as an example, are shown in Fig-
u,e 6.48. to The output spectrum in Figure 6.48a exhibits less asymmetry than the
ide.flzed, spectrum in Figure 6.47d. The width of the spectrum is about 24 nm, which

corresponds to a width of about 2.7kT in the energy distribution of the emitted photons.
As this LED current increases w does the injected minority canner Concentration, and
thus the re of recombination and hence the output light intensity. The increase in the
outpat light power is not however linear with the LED current as apparent in Figure
6.4b. At high current levels, a strong injection of minority carriers leads to the recom-
hination time depending on the injected carrier concentration and hence on the current
itself; this leads to a nonlinear recombination rate with current. Typical current-voltage
characteristics are shown in Figure 6.48c where it can be seen that the turn-on, or
eel-in, voltage is about 1.5 V from which point the current increases very steeply with
voltage. The turn-on voltage depends on the semiconductor and generally increases with
the energy bandgap E. For example, typically, for a blue LED it is about 3.5-4.5 V,
for a yellow LED it is about 2 V, and fora GaAs infrared LED it is around I V.

I*'rlflJ SP(C1l*L LPITh 0 tEDS We know that a spread in the output wavelengths is-related to
a spread in the emitted photon ergies as dcpicted.ifl Figure 6.4711w emitedphotoii energy
Epe = he/A and the spread its the pholon. , encrgieA (Iii'. 3kt4'en. hehalf-
intensity points as shown in Figure 6.47c. Show that the corresponding tinewldth tA between

LED spectral	
the half-intensity points in the output spectrum is

iinewidlh	 Al = UT	
16.661

hc
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'sYhat is the spectral lincwidth of an optical communications LED operating at 1550 nm and at
K?

-ti

Iint consider the relationship between the photon frequency v and A,

he

V	 hi,

in whi1i hi is the photon energy. We can difkrenlialc this,

iIA	 he -

d(hv) - (h 0'	 he

The negative sign implies that increasing the photon energy decreases the wavelength. We are

	

only interested in changes or spreads; thus 1)./A(hv) 	dA/d(h%')l,

it	 A2
Ak = —f(hv) = —3kT

he	 he

where we used (hv) = 38T, and obtained Equation 6.66. We can substitute = lSSOnm and

T= 300 K to calculate the linewidth of the 1550 nm LED:

3(1.38 x 10 2)(300)
Al = A— = (1550 x It) 1)2

he	 (6.626 x 10")(3 x 108)

= l.SOx 10 7 rn	 SW	 ISO urn

The spectral liriewidth of an LED output is due to the spread in the photon energies, which is

iundarntaally about 34T.The only option for decreasing Aat a given wavelength is to reduce

the temperature. The output spectrum Of  laser, on the other hand, has a much narrower
linewidlh. A single-mode laser can have an output hncwidlh lens than mm.-

6.10 SOLAR CELLS

K?3 PiwwvoirAIc DEVE PRINCIPLES

:A simplified schematic diagram of a typical solar cell is shown in Figure 6.49. Con-

sitkr apn junction with a very narmw and more heavily doped n-region. The iflumi-

nation is throu%1ic thin n-side. The depletion region (#) or the space charge layer

(SCL) extends pphroxilly into the pside. There is a bu$frin field E. in this depletion

layer. The electrodes attached to the n-side must allow illumination to ejter the device
ailti at the same time result in a small series resistance. They are deposited on the

it -side to lknnan array of finger electrodes on the surface as depicted in Figure 6.50.

A thin autrefkc(ion coding on the surface (not shown in the figure) reduces reflec-

tions and allows more light to enter the device.
As the ti-side is very narrow, most of the photons are absorbed within the deple-

titti region (W) and within the neutral p-side ((,,) and photogencrate EHPs in these

regioIn. EIIPs photogeaterated in the depletion region are immediately separated by
the silt-in field 'E,, which drifts them apart. The electron drifts and reaches the neutral

it -sitk whereupon it makes this region negative by an amount of charge —e. Similarly,
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Neutral	 Neutral
n-rcrou	 p-lcgion

I.ougt.

MedrwnX	 U	 e

SImrIA

Back

Finger electrode 

r1	

-	 electrode

Lh

Depletion

region
I•E-*U*.-.--	 _--

Figure 6.49 The principle of	 ________________
operation of the solar cell (exaggerated (U-

features to lnghhght principles).	 -

Finger electrodes	
/ Bus electrode

J for current collection

n

Figure 6.50 Finger electrodes on the surface	 -	 P

of  solar cell reduce the series resistance.

the hole drifts and reaches the neutral p-side and theeeby makes this side positive. Con-

sequently an open circuit voltage develops between the terminals of the device with

the p-side positive with respect to the n-side. If an external load is connected, then the

excess electron in the n-side can travel around the external circuit, do work, and reach

the p-side to recombine with the excess hole there. It is important to realize that with-

out the internal field E, it is not possible to drift apart the photogenerated EUPs and

accumulate excess electrons on the n-side and excess holes on thep-side.

The El-li's photogenerated by long-wavelength photons that are absorbed in the

neutral p-side diffuse around in this region as there is no electric field. If the recombi-

nation lifetime of the electron is Vr, it diffuses a mean distance 1.. = /Thr where 0,

is its diflusion coefficient in the p-side. Those electrons within a distance L, to the de-

pletion region can readily difluse and reach this region whereupon they become drifted
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EHPs

i.

Figure 6.51 Photogenerated carriers
within the volume lu + W + 4 give rise too

W ; L, J photocurrent t.
The variation in the photogeneroted EHP

concentration with distance is also shown
where v is the absorption coefficient at the
wavelength of interest.

by E. to the n-side as shown in Figure 6.49. Consequently only those EFIPs photogen-

erated within the minority carrier diffusion length L, to the depletion layer can

contribute to the photovoltaic effect. Again the importance of the built-in held E, is

apparent. Once an electron diffuses to the depletion region, it is swept over to the
n-side by E, to give an additional negative charge there. Holes left behind in the p-side
contribute a net positive charge to this region. Those photogencrated EHPs further

away from the depletion region than L, are lost by recombination, It is therefore im-

portant to have the minority carrier diffusion length L, be as long as possible. This is

the reason for choosing this side of a Si pn junction to be p-type which makes

electrons the minority carriers; the electron diffusion length in Si is longer than the
hole diffusion length. The same ideas also apply to EHPs photogenerated by short-
wavelength photons absorbed in the n-side. Those holes photogeneraled within a dif-

fusion length L,, can reach the depletion layer and become swept across to the p-side.
The photogeneration of EHP5 that contributes to the photovoltaic effect therefore

occurs in a volume covering L 5, + W V L,. If the terminals of the device are shorted,

as in Figure 6.51, then the excess electron in the n-side can flow through the external
circuit to neutralize the excess hole in the p-side. This current due to the flow of the

pitotogenerated carriers is called the photocurrent.
Under a steady-state operation, there can he no vet current through an open circuit

solar cell. This means the photocurrent inside the device due to the how of photogen-
eated carriers must he exactly balanced by a flow of carriers in the opposite direction.
The latter carriers are minority carriers that become injected by the appearance of the

photovoltaic voltage across the pn junction as in a normal diode. [his is 110( shown in

Figure 6.49.
EHPs photogenerated by energetic photons absorbed in the is-side near the surface

region or outside the diffusion length L, to the depiction layer arc lost by recombina-

tion as the lifetime in the n-side is generally very short (due to heavy doping). The
n-side is therefore made very thin, typically less than 0.2 pint. Indeed, the length t,, of
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the n-side may be shorter than the hole diffusion length Lk. The EHPs photogenerated

very near the surface of the n-side, however, disappear by recombination due to vari-
ous surface defects acting as recombination centers as discussed below.

At long wavelengths, around 1-1.2 pm, the absorption coefficient a of Si is small

and the absorption depth (I/a) is typically greater than 100 pin. To capture these long-
wavelength photons, we therefore need a thick p-side and at the same time a long mi-

nority carrier diffusion length L. Typically the p-side is 200-5 pin and L, tends to

be shorter than this.
Crystalline silicon has a bandgap of 1.1 eV which corresponds to a threshold

wavelength of 1.1 pm. The incident energy in the wavelength region greater than
1.1 pm is then wasted; this is not a negligible amount (25 percent). The worst part
of the efficiency limitation however comes from the high-energy photons becoming
absorbed near the crystal surface and being lost by recombination in the surface re-
gion. Crystal surfaces and interfaces contain a high concentration of recombination
centers which facilitate the recombination of photogeneraled EHPs near the surface.
Losses due to EHP recombinations near or at the surface can be as high as 40 percent.
These combined effects bring the efficiency down to about 45 percent. In addition,
the antireflection coating is not perfect, which reduces the total collected photons by
a factor of about 0.8-0.9. When we also include the limitations of the photovoltaic
action itself (discussed below), the upper limit to a photovoltaic device that uses a
single crystal of Si is about 24-26 percent at room temperature.

Consider an ideal pn junction photovoltaic device connected to a resistive load

R as shown in Figure 6.52a. Note that I and V in the figure define the convention for

the direction of positive current and positive voltage. If the load is a short circuit,
then the only current in the circuit is that generated by the incident light. This is the

photocurrent 1pi, shown in Figure 652b which depends on the ñtrmber of EHPs photo-
generated within the volume enclosing the depletion region (W) and the diffusion

lengths to the depletion region (Figure 6.51). The greater is the light intensity, the

I	

I	

I	 -	 I

1111111-

	 ___ ___

_	

_

(0)

Figure 6.52
(a) The solar cell connected to an external load Rand the convention for the definition of positive voltage and

positive current.

Ib) The solar cell in sirort circuit. The current is tIre photonurrent l

)c) The solar cell driving an external load R. There is a voltage V and current I in the circuit.

5s

Jr - 'ph
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Short circuit
s0141r cell
current in
light

Solar cell 1-V

higher is the photogeneration rate and the larger is i. Ill is the light intensity, thea
the short circuit current is

= = -KI 16371

where K is a constant that depends on the particular device. The pIotocurrent does not
depend on the voltage across the pn junction because there is always some internal
field to drift the photogencrated EUP. We exclude the secondary effect of the voltage
modulating tIre width of the depletion region. The photocurrent [ph therefore flows
even when there is not a voltage across the device.

It R is not a short circuit, then a positive voltage V appears mss the pnjunction as
a result of the current passing through it as shown in Figure 6.52c. This voltage reduces
the built-in potential of the pn junction and hence leads to minority carrier injection and
diffusionjust as it would in a normal diode. Thus, in addition to 1, there is also a forward
diode current i, in the circuit as shown in Figure 6.52c which arises from the voltage de-
veloped across R. Since I is due to the nonnal pn junction behavior, it is given by the
diode characteristics,

I	 \
Id = I,, eXP(j 

eV

where l is the 'reverse saturation current" and ,j is the ideality factor( = I - 2). In an
open circuit. [lie net current is zero. This means that the photocurrent 1,,, develops just
enough photovoltaic voltage V. to generate a diode current 'd = JpI

Thus the total current through the solar cell, as shown in Figure 6.52c, is

feV\	 1
I =	 + iu{CXPI	

)	
II	 16.6e1

. ilk T	 j

The overall i-V characteristics of a typical Si solar cell are shown in Figure 6.53.
It call 	 seen that it corresponds to the normal dark characteristics being shifted down

Figure 6.53 Typical !-Vcharoctenistics at 	 I (mA)
a Sr solar cell.

The short circuit current is 10 and the open
circuit voltage is t/. The I-V corner For
positive current require an external bias
voltage. Photovoltaic operation is always in
the negative current region.
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Fig,mi 6.54

(a) When a sedan CeI driver a load R. P has the same voltage as the solar cell but the current through it is in the
oppose direction to the conwnnticc that current flows From high to low potential.

(b[ The curreri V ond voltage jP in the circuit of Jul can be Found From a load hue construction. Point P is the
opecabng point (V V). The load line is for P = 3 Q.

by the photocurrent l,, which depends on the light intensity I. The open circuit Out-

put voltage V, of the solar cell is given b y the point where the 1-V curve cuts the

V axis (I = 0). It is apparent that although it depends on the light intensity, its value

typically lies in the range 0.5-0.7 V.
Equation 6.68 gives the I-Vcharactcrislics of the solar cell. When the solar cell is

connected to a load as in Figure 6.54a, the load has the same voltage as the solar cell and

carries the same current. But the current I through R is now in the opposite direction to

the convention that current flows from high to low potential. Thus, as shown in Fig-

vie 6.54a,

V	
16.691 The load line

The actual current I' and voltage V' in the circuit must satisfy both the I-V char-

acteristics of the solar cell, Equation 6.68, and that of the load, Equation 6.69. We can

find I' and V by solving these two equations simultaneously or using a graphical

solution. I' and V' in the solar cell circuit are most easily found by us:ng a load line

construction. The i-V characteristics of the load in Equation 6.69 is a straight line
with a negative slope - hR. This is called the load line and is shown in Figure 6.54b

along with the I-V characteristics of the solar cell tinder a given intensity of illumina-

tion. The load line cuts the solar cell characteristic at P where the load and the solar

cell have the same current and voltage I' and W. Point P therefore satisfies both

Equations 6.68 and 6.69 and thus represents the operating point of the circuit.

The power delivered to the load is "vo Y, which is [he area of the rectangle

bound by the! and V axes and the dashed lines shown in Figure 654b. Maximum

power is delivered to the load when this rectangular area is maximized (by changing R

or the intensity of illumination), when 1 = 1,. and V' = V. Since the maximum
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possible current is k and the maximum possible voltage is V, JV represents the
desirable goal in power delivery for a given solar cell. Therefore it makes sense to

compare the maximum power output I,. V, with I V. The fill Factor FF, which is a
figure of merit for the solar cell, is defined as

Definition of	 I. V.
FF =	 16.701fill factor	 I Voc

The ft is a measure of the closeness of the solar cell I-V curve to the rectangular

shape (the ideal shape). It is clearly advantageous to have the FF as close to unity as

possible, but the exponential pn junction properties prevent this. Typically ft values

are in the range 70-85 percent and depend on the device material and structure.

FM A SOfAJ1 CELL DRIVING A RESISTIVE LOAD Consider the solar cell in Figure 6.54 that is
driving a toad of 3 Q. This cell has an area of 3 c x 3 c and is illuminated with light of
intensity 700W in 

Find the current and voltage in the circuit. Find the power delivered to the
load, the efficiency of the solar cell in this circuit, and the fill factor of the solar cell.

SOLUTION

The i-V characteristic of the load in Figure 6.54a, is the toad line in Equation 6.69; that is,
= .-V/(3 ll). The tine is drawn in Figure 6.54b with a slope 1/(3 Q). It cuisine I-V charac-

teristics of the solar cell at I' = 157 mA and V = 0.475 Van apparent in Figure 6.54b, which
are the current and voltage, respectively, in the photovoltaic circuit of Figure 6.54a. The power
delivered to the load is

(157 x 10)(.475 V) = 0.0746W	 or	 74.6mW

The input of sunlight power is

I' = (Light intcnsity)(Surlacc area) = (700W ni 2 )(0.03 m)'= 0.63W

The efficiency is

= (t(X)%)	 = (tt)0%)(00746 W) 	 11 8%

P.	 (0.63W)

This will increase if the load is adjusted to extract the maxintitin power from the solar cell,
but the increase will be small as the rectangulacarca IV' in Figure 6.54b is already quite close
to the inaxiitssint.

The fill factor can also be calculated since point P in Figure 6.54b is close to the optimum
operation, maximum output power, in which the rectangular area I'V' is maximum:

	

I, V	 i'V'	 (157 niA)(0.475 V)

	

FF= -------------= ------------- =0.722	 ni	 72%

	

I, V,	 ! h	 (178 mA)(0.58 V)

•:1f211i OPEN CIRCUIT VOLTAGE AND ILLUMINATION Asolarcehl under an illumination of 500W m2
has a short circuit current /,, of ISO mA and an open circuit output voltage V. of 0.530 V. What

are the short circuit current and open circuit voltage when the light intensity is doubled? Assume
= 1.5, atypical value for various Si pn junctions.
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SOWTION

The general 1 .- V characteristic under illumination is given by Equation 6.68. Setting I = 0 for

open circuit,

I feV,\
j=—I,

Assuming that V,,>>ikT/e, rearranging the above equation we can find V,

,11T I'
= ---- mt

The photoclftreiit 1, depends on the light intensity I via l, = KI, where K is a constant.

Thus, at a giVeli temperature, the change in V, is

11

0' / l	 \	 11kT112

c	 \t/	 e	 \I

The short circuit current is the photocurrent, so at double the intensity this is

A
ti

= (150 mA)(2) = i(Xt mA

Assuming ij = 1.5, the new open circuit voltage is

V,, 2 = V 1 + !1_1—
kT /i \

tnj - = 0.53(1 V + ( 1.5)(0.026) tn(2) = 0.557 V
e	 \1I

This is a 5 percent increase compared with the too percent increase in illumination and the short

circuit current.

6.10.2 SERIES AND SHUNT RESISTANCE

Practical solar cells can deviate substantially front the ideal pn junction solar cell be-

havior depicted in Figure 6.53 due to a number of reasons. Consider an illuminated 
pn

junction driving it load resistance R,. and assume that photogenclation takes place in

the depletion region. As shown io Figure 6.55, the photogct1Crated electrons have to

traverse a surface semiconductor region to reach the nearest finger electrode. All these

electron paths in the n-layer surface region to finger electrodes introduce an effective

series resistance R, into the photovoltaic circuit. If the finger electrodes are lion, then

the resistance of the electrodes themselves will further increase 1?,. There is also a se-

ries resistance due to the neutral jr-region, but this is generally small compared with

the resistance of the electron paths to the finger electrodes.

Figure 6.56a shows the equivalent circuit of an ideal pn junction solar cell. The

photogcneration process is represented by a 
constant curreIttgC!ttIatOr '' which gen-

erates a current that is proportional to the light intensity. The how of photogenerated

carriers across the junction gives rise to a photovoltaic voltage difference V across the

junction, and this voltage leads to the normal diode current 'd = 1,Iexp(eh'ItlkT) II.

This diodecurrent 'd is represented by an ideal pit junction diode in the circuit as

shown in Figure 6.56a. As apparent, 1 ph and ld are in opposite directions (10, is "up"
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Neutral Depletion	 Neutral

n-region	 region	 p-region

rÂ7

t
R r

tingcr	 ccli

nt
ukulrrek\ 

Figure 6.55 Series and shunt
resistances and various fates of
phoio9eneroted EHPs.

A I

RlLiL
Ideal solar cell Load

Ru	 jtrfl

Id

1ph	 R1.

(b)

Solar cell	 Load

Figure 6.56 The equivalent circuit of a solar cel l.

(ci) Ideal pa junction solar cell. 	 -

ib) Parallel and series resistances R, and P5,.

and Ij is down''), so lit opets circuit the photovoltaic voltage is such [fiat I, and !,j
have lhc same magntlude and cancel each other. By Convention, positive current I ill

the output terminal is normally taken to flow inlo the terminal and is given by Equa-

tion 6.68. (lit reality, of course, the solar cell current is negative, as in Figure 6.53,

which tepresents a current lhit is flowing out into [he load.)

Figure (tSóh shows the equivalent circuit of a utore practical solar cell. The series
resistance A, in Figure 6.56h gives rise to it drop and therefore prevenls the

ideal Photovoltaic voltage I ruin developing at lhc output between A and B when a
current is drawn. A fiaction (usually small) of (lie photogettetaled carriers can also

flow through (he crystal surlaces edges of the device) or lltrougit 'rwn boundaries in

po/vcrvslalline devices instead of flowing though (he cxlernal load A 1 . These effects
that prevent photogenet-ated carriers front in the external circuit call 

reprc-
settled by an effective menial shunt or parallel resistance A,, [fiat diverts the pho-
tocurrenl away irotni the load R,,. Typically R,, is less iniportanl than A5 lit
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R=503

R,=0

R= 20 Q Figure 6.57 The series resistance broadens
the f-V curve and reduces the maximum
available power and hence the oueeall efficiency
of the solar cell.
The example is a Si solar cell with	 1.5 and

3 x 10 6 mA. Illumination is such that the
photocurrent ! 	 10 mA.

device behavior, unless the device is highly polycrystalline and the current component

flowing through grain boundaries is not negligible.

The series resistance H 5 can significantly deteriorate the solar cell performance

as illustrated in Figure 6.57 where R, 0 is the best solar cell case. It is apparent that

the available maximum output power decreases with the series resistance which

therefore reduces the cell efficiency. Notice also that when R, is sufficiently large, it

limits the short circuit current. Similarly, low shunt resistance values, due to exten-
sive defects in the material, also reduce the efficiency. The difference is that although

R, does not affect the open circuit voltage V, low R leads to a reduced V.

6.10.3 SOLAR CELL MATERIALS, DEVICES, AND EFFICIENCIES

Most solar cells use crystalline silicon because silicon-based semiconductor fabrication
is now a mature technology that enables cost-effective devices to be manufactured.
Typical Si-based solar cell efficiencies range from about IS percent for polycrystalline
to 22-24 peicent in high-efficiency single-crystal devices that have special structures
to absorb as many of the incident photons as possible. Solar cells fabricated by making

a pn junction in the same crystal arc called homojunctions. The best Si homojunction

solar cell efficiencies are about 24 percent for expensive single-crystal passivated
emitter rear locally diffused (PERL) cells." The PERL and similar cells have a tex-
tured surface that is an array of "inverted pyramids" etched into the surface to capture
as much of the incoming light as possible as depicted in Figure 6.58. Normal reflec-

tions from a flat crystal surface lead to a loss of light, whereas reflections inside the
pyramid allow a second or even a third chance for absorption. Further, after refraction,
photons would be entering the semiconductor at oblique angles which means that they
will be absorbed in the useful photogeneration volume, that is, within the electron dif-

fusion length of the depletion layer as shown in Figure 6.58.

p Much of the pioneering work for fuglrefficoecy Pt RI. rotor cells won done by MorSe Greer ond coworkers at the

Unioerrry of Now So0 ih Wxk.

!(mA)



GaAs. single crystal
GaAtA tGaAs, tandem

GaInP)GaAn. tandem

CdTc, thin film
taP. oletilc Crystal
CulnSe1

1.42	 1.02
1.03

2.5

1.5	 0.84
134	 0.81

1.0
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Figure 6.58 An inverted pyramid textured
surface substantially reduces reflection fasnen and
increases absorption probability in the device.

Table 6.3 summarizes some typical characteristics of Various solar cells. GaAs and

Si solar cells have comparable efficiencies though theoretically GaAs with a higher

bandgap is supposedo have a hcuer efficiency. The largest factors reducing the effi-

ciency of a Si solarcell are the unabsorbed photons with he < E and short wavelength

photons absorbed near the surface. Both these factors are improved if tandem cell
structures orhetemjunciions are used.

There are a number of Ill—V semiconductor alloys that can be prepared with differ-

ent haudgaps but with the same lattice constant. Heicrojunctions (junctions between dif-

ferent materials) from these semiconductors have negligible interface defects. AIGaAs

has a wider bandgap than GaAs and would allow most solar photons to pass through. If

we use a thin AlGaAs layer on a GaAs pa junction, as shown in Figure 639, then this

layer passivates the surface defects normally present in a hotnojunction GaAs cell. The

AIGaAs window layer therefore overcomes 1he surface recombination limitation and

improves the cell efficiency (such cells have efficiencies of alxntt 24percent).

ile 6.3 Typical characteristics of various solar celluci roor temperature under AM! .5 illumination of 1000W m

Snlcoiidumclnr	 -	 (,V)	 V.,(V)	 Jw(mAcuf 2 t	 FT	 q 	 Cnmmeute

Si, single Crystal 	 1.1	 0.5-0.7	 42	 0.749	 16-.24	 Single cry" PERL
Si,potyciystalliue	 1.1	 034.65	 18	 0.7-0.8	 12-19
/srnorphosu Ss:Ge;H film	 8-I3	 Arnorioatn film with tandem

tincture, eoinvci,icm Iargs..
temWanicatuoa

28	 085	 24-25
27.9 0.864 24:8 Diffáent hasidgap materials in

tandem increases absorption
efitietacy

14 0.86 25-30 Dffercsiibmuignpnuseriatsin
tandem increases nhsor*ion
eKy

26	 -,	 0.75	 -16 .
29	 0.05	 21-22

t2-m3

NOTE AM) 5 reFe,s a a solar lion noo of 'Ar Moss .5,' wInch represents solo, radiation falling on the fo,thn stifoce with a total
intensity fanr rrodarrcef of I 000W or	 AW1 5n wndely ased f. omporing solar celk.
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r

AIGaAs	 GaAs

Flgws 6.59 AJGoAs window layer on GaAs
posdootes the wrlace smies cud to* uireoses
Ow phcogenero1ion efficiency.

Fuguee 6.60 A belerojundson solar Cel between two

different bondgap seeecondudars (GaAs crud AICOAS).

Heterojunctions between different baudgap Ill-V semiconductors that are tat-
lice matched offer the potential of developing high-efficiency sQFar cells. The sim-

plest single heterojunction example, shown in Figure 6.60, consists of a pn junction

using a wider bandgapn-AIGaAS with p-GaAs. Energetic photons (hu > 2 eV) arc

absorbed in AlGaAs, whereas those with energies less than 2 eV but greater than
IA eV are absorbed in the GaAs layer. In more sophisticated cells, the bandgap
of AlGaAs is graded slowly from the surface by varying the composition of the

AIGaAs layer.
Tandem or cascaded cells use two or more cells in tandem or in cascade to in-

crease the absorbed photons horn the incident light as illustrated in Figure 6.61. The

first cell is made from a wider bandgap(E 51 ).material aiid ustlj absorbs photons with

hi'> E 1 . The second cell with bandg E, 2 absorbs photons that pass the first cell

and have th y > E,2 . The whole structure can he grown wittiva single crystal by using

lattice-matched crystalline layers leading to a monolithic tandem €e: If, in addition,
light concentrators are also used, the efficiency, can he-Iwiber increased. For exam-
pie, a GaAs-QaSb tandem cell operating under a 100-sun condition, that is, 101) times

that of ordinary sunlight, have exhibited an efficienc5r of about 34 percent. Tandem

cells have been used in thin .fihn a-SiH-(hydrogenated amorphous Si) pin (p-type,

intrinsic, and n-type structure) solar cells to obtain efficiencies up to about 12 percent.

These tandem cells have a-Si:H and a-Si:Ge:F1 cells and are easily fabricated in large

areas.

6.61 A la,dem ceIL	 cell  has owrder baadirq) uad absorbs energehc
phoions with 95 f9 i. Cell 2 absorbs photons thai
pass thsoufi cell I and hove he E97.

Cell I (E) Cell 2 (E<Eri)



564	 CHAPTER 6 • SIwc0Nou(1'Og DivIcKs

ADDITIONAL TOPICS

6.11 pin DIODES, PHOTODIODES, AND SOLAR CELLS

The pin Si diode is a device that has a structure with three distinct layers: a heavily
doped thin p i -typc layer, a relatively thick intrinsic (i-Si) layer, and a heavily doped
thin :-type layer, as shown in Figure 6.62a. For simplicity we will assume that the
i-layer is Italy intrinsic, or at least doped so lightly compared with; audit' layers that
it behaves almost as if intrinsic. The intrinsic layer is much wider than the p and n
regions, typically 5-50 ltm depending on the particular application. When the structuie
is first formed, holes diffuse from the p' -sjde and electrons from then'-side into the i-
Si layer where they recombine and disappear. This leaves behind a thin layer of exposed
negatively charged acceptor ions in the p '-side and a thin layer of exposed positively
charged donor ions in the n -side as shown in Figure 622b. The two chaises are sepa-
rated by the i-Si layer of thickness W. There is a uniform built-in field E. in the i-Si
layer from the exposed positive ions to the exposed negative ions as illustrated in Fig-
me 6.22c. (Since there is no net space charge in thei-layer, fmmd'L/di = p/ee, = 0,
the field lutist he uniform.) In contrast, the built-in field in the depletion layer of a psi
junction is not uniform. With no applied bias, the equilibriun, is maintained by the built-
in field E, which prevents further diffusion of majority carriers from the p4 and n lay-
ers into the i-Sr layer. A hole that manages to diffuse from the p'-side into the i-layer
is drifted back by 'L,,, so the net current is zero. As in the pn junction, there is also a
built-in potential V0 front edge of the p '-side depletion region to the edge of then 4 -

side depletion region. If,, (like EJ provides a potential barrier against further net diffu-
sion of holes and electrons into the i-layerand maintains the equilibrium in the open cir-
cuit (net current being zero) as in the pit

	 It is apparent from Figure 662e that,
in the absence of an applied voltage, E,, = V/ W.

One of the distinct advantages of pin diodes is that the depletion layer capacitance
is very small and independent of the voltage. The separation of two very thin layers of
negative and positive charges by a fixed distance, width W of the i-Si layer, is the same
as that in a parallel plate capacitor. The junction or depletion layer capacitance of
the pin diode is simply given by

314&iion

l'ance	 C = -----	 16.701
W

where A is the cross-sectional area and e 01, is the permittivity of the semiconductor
(Si), respectively. Further, since the width W of the i-Si layer is fixed by the structure,
the junction capacitance does not depend on the applied voltage in contrast to that of
the pn junction. Cd p is typically of the order of a picofarad in last pin photodiodes, so
with a 50 Q resistor, the RC,,, time Constant is about 5Ops.

When a reverse bias voltage V, is applied across the pin device, it drops almost en-
tirely across the width of the i-Si layer. The depletion layer widths of the thin sheets of
acceptor and donor charges in the p l and n sides are negligible compared with W.
The reverse bias V. increases the built-in voltage to V. + V. as shown in Figure 6.62d.
The field 1 in the i-Si layer is still uniform and increases to

Reverse.....	. 	 yr	Yr

biasei'pin.	 = 'I,, + -	 (V,>> If0)	 16.711
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Si02

Electrode I	 Electrode

iIIi
('ncr	 --

eN1

Ib)

'L(x)

(c}

he >

(d)

---Si
Figure 6.62

R	 a) The schematic 5klrC of on deoioed on photodrode.

b The net space charge density across the photodiode.

(c) The buiti-in field across the diode

{d) The pin pfnotod.ode in phoocJetec1rer is reverse-based.

Since the width of the i-layer in a pin device is t ypically much larger than the depletion

layer width in an ordinary pn junction, the pin devices usually have higher breakdown

voltages, which makes them useful %s here high breakdown voltages are requited.

In pin phon1etectors, the pin structure is designed so that photon absorption occurs

primarily over the i-Si layer. The phcstogenerated electron-hole pairs (EUPs) in the

i-Si layer are then separated by the field E and drifted toward the n and p sides.

37-

1+
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respectively, as illustrated in Figure 6.62d. While the photogencrated carriers are drifting
through the i-Si layer, they give rise to an external photocurreni which is easily detected as
a voltage across a small sampling resistor R in Figure 6.62d (or detected by a current-to-

voltage converter). The response time of the pin photodiode is determined by the transit

times of the photogenerated carriers across the width W of the i-Si layer. Increasing W al-

lows more photons to be absorbed, which increases the output signal per input light inten-
sity, but it slows down the speed of response because carder transit times become longer.

The simple pn junction photodiode has two major drawbacks. Its junction or de-
pletion layer capacitance is not sufficiently small to allow photodetection at high mod-
ulation frequencies. This is an RC time constant limitation. Secondly, its depletion
layer is at most a few microns. This means that at long wavelengths where the pene-
tration depth is greater than the depletion layer width, the majority of photons are ab-
sorbed outside the depletion layer where there is no field to separate the EHPs and drift
them. The photodetector efficiency is correspondingly low at these long wavelengths.
These problems are substantially reduced in the pin photodiode.° The pin photo-
voltaic devices, such as a-Si:H solar cells, are designed to have the photogeneration
occur in the i-layer as in the case of photodetectors. Obviously, there is no external ap-
plied bias, and the built-in field E. separates the EHPs and drives the photocurrent.

.12 SEMICONDUCTOR OPTICAL AMPLIFIERS

AND LASERS

All practical semiconductor laser diodes are double heterostructures (DH) whose
energy band diagrams are similar to the LED diagram in Figure 6.46. The energy
band diagram of a forward biased DH laser diode is shown in Figure 6,63a and b.

zoo Hayashi and Morton Poniah at a0u rob,
1197 1 wore able to design the hot sornicon-
doctor low that operoted contin000sly at room
tennperoture. Notice the similarity of the energy
bond diagram on the cholkboo,d with that in
Figaro 6.63.)

SOURCE : Coontory at BeV Lobs, Lacemnt
Technologies.

I °flto pin photodiode was invented byj. Nishizowo and his research group in Japan in 1950.
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al	 aAS	 GaAs	 AIGuAs

(O.l pm)

Electrons in CB

Holes in VB

Energy

ICBI

E,	 -

Fr
	 Electrons in CB

rge 6.63

(a) A double heterostructure diode has

unctions which ore between two different

Holes in VBempty=	 states	 bondgop semiconductors (GaAs and AIGoAs).

forward bias. Losing recombination km place in

Fr	 (b( Simplified energy band diagram under a large

the p-GaAs layer, the active layer.

(c) The density of states and energy distribution of

electrons and holes in the conduction and valence

Density of states	 bands in the active layer.

In this case the semiconductors are AIGaAs with En 2 eV and GaAs with Eg

1.4 eV. The p-GaAs legion is a thin layer, typically 0.1-0.2 Am, and constitutes

the active layer in which stimulated emissions take place. Both p-GaAs and

p-AIGaAs are heavily p-type doped and are degenerate with the Fermi level E Fp in

the valence band. When a sufficiently large forward bias is applied, Er Of n-AlGaAs

moves very close to the F, of p-GaAs which leads to a large injection of electrons

in the CB of ,s-AIGaAs into p-GaAs as shown in Figure 6.63b. In fact, with a

sufficient large forward bias, E. of AIGaAs can be moved above the E of GaAs,

which causes all electron injection from n-AlGaAs into the CB of

p-GaAs. These injected electrons, however, are confined to the CB of p-GaAs

since there is a harrier AE. between p-GaAs and p-AIGaAs due to the change in

the bandgap.

The p-GaAs layer is degenerately doped. Thus, the top of its valence hand (VB)

is full of holes, or it has all the electronic states empty above the Fermi level LFP
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Figure 6.64 Semiconductor losers have an optical cavity to build up Ike required electromagnetic osciflaltoes

In this example, one end of the cavity has a Bragg distributed robectar, a reflection grating, that reflects any certain
wavelengths back into the cavity

its this layer. The large forard bias injects a very large concentration of electrons

from rt-AIGaAc into the conduction band of j,-GaAs. Conscquetttly, its shown in

Figure 6.63c, there is a large concentration of electrons in the CB and totally empty

states at the top of the VB, which meansmeans that there is a population uivcrvjo,t. An in-

coming photon with an energy hsi, just above ! call a conduction electron

in the p-GaAs layer to fall down from the CB to the VB and emit a photon by siimtI

laled emission as depicted in Figure 6,63c. Such a transition is it photon-stimulated

electron hole recombination, ot a lasing iecttnthinalion. Thus, an avalanche of stimu-

lated emissions 
in 

[hethe active layer provides an optical amplification of pltolons with

lit 0 in this layer. The amplification depends oil the extent of population iitvcrsioti and

hence oil diode forward cuticnt. The device operates as a semiconductor optical

amplifier which amplifies 
in optical signal that is passed thtituglt the active layer.

There is a threshold current below which there is no stimulated emissionand no

optical amplification.

To construct a semiconductor laser with it self-sustained lasing emission we

have to Incorporate the active layer into an optical cavity just as in the case of the

HeNe laser in Chapter 3. The optical cavity with reflecting ends, reflects the coher-

ent photons back and forward and encourages their constructive interference within

the cavity as depicted in Figure 6.64. This leads to a buildup of high-energy electro-

magnetic oscillations in the cavity. Some of this electromagnetic energy in the

cavity is tapped out as output radiation by having one end of the cavity as partially

reflecting. For example, one type of optical cavity, as shown its Figure 6.64, has a

special reflector, called a Bragg distributed reflector (BDR), at one end to reflect

only certain wavelengths hick into the cavtty. t4 A IIl)R is a periodic corrugated

4 Porte1 ielleciions of waves from the carrugohuris ci the DBR can interfere conriruchveiy and cor,sliiute n reflected
wove only for ceitnin wavelengths, coiled Bragg wavelengths, that are related to the periodicity of the cnrrugaisnns
A DBP ads like n reflection grating in Optics
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Figure 6.65

lol Typical optical power output versus
forward current for a laser diode and
an LED.

(b) Comparison of spectral output
characteristics.

structure, like a reflection grating, etched in a semiconductor that reflects only certain

wavelengths that are related to the corrugation periodicity. This Bragg reflector has a

corruga[iott periodicity such that it reflects only one desirable wavelength that falls

within the optical gain of the active region. This wavelength selective reflection leads

to only one possible electromagnetic radiation mode existing in the cavity, which

leads to it narrow output spectrum: a single-mode output, that is, only one peak

in the output spcctrunt shown in Figure 3.43. Semiconductor lasers that operate with

only one mode in the radiation output are called single-mode or single-frequency

lasers; the spectral linewidlh of a single-mode laser output is typically -0.1 rim,

which should he compared with an LED spectral width of 150 nm operating at a 1550 urn

emission.
The double heterostruclure has further advantages. Wider handgap semiconduc-

tors generally have lower refractive indices, which means AIGaAs has a lower refrac-

tive index thart that of GaAs. The change in the refractive index defines an optical

dielectric waveguide that confines the photons to the active region of the optical cav-

ity and thereby reduces photon losses and increases the photon concentration. This in-

crease in the photon concentration increases the rate of stimulated emissions and the

efficiency of the laser.
To achieve the necessary stimulated emissions from a laser diode and build up

the necessary optical oscillations in the cavity (to overcome all the optical losses) the

current must exceed it threshold current Ir, as shown in Figure 6.65a,

The optical power output at a current I is then very roughly proportional to I
Thee is still some weak optical power output below !, but this is simply due to

spontaneous recombinations of injected electrons and holes in the active layer; the

laser diode behaves like a poor" LED below 'ri The output light from an LED

however increases almost in proportion to the diode current. Figure 6.651i compares

the output spectrum from the two devices. Remember that the output light from the

laser diode is coherent radiation, whereas that front an LED is a stream of incoher-

ent photons.
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CD Selected Topics and Solved Problems

Selected Topics

The pit 	 Diffusion or Drift? Fick or

Ohm'

Shot Noise Generated by the pit Junction

Voltage Drift in Semiconductor Devices due

to Thermoelectric Effects

Transistor Switches Why the Saturated

Collector—Emitter Voltage is 1)2 V

Semiconductor Device Fabrication

(Overview)

Photolithography and Minitraritn Line Width

in Semiconductor Fabrication

Depletion MOSFET Fundamentals

High-Frequency Small-Signal BYI' Model

Solved Problems

pit Junction Tire Shockley Model

Recombination CurrentCulTenr and I—V Characteristics of a

pitJunction Diode

Design of a pit Junction Diode

Bipolar Junction Transistors at Low Frequencies:

Principles and Solved Problems

BJT and Nonuniform Base Doping Effect

Junction Field Effect Transistor )JFE'f)

Enhancement MOSFFT and CS Amplifier

LED Emission Wavelength :tnd Temperature

DEFINING TERMS

Accumulation OCcUrS when an applied voltage to the

gate (or racial electrode) of a MOS device causes the

seirincotiductor nuder the oxide to have it greater riurni-

her of irtajor it) earicrs their tIre cqurlrhrrtitra satire. Ma

joi ny canicis have been accrr:irndirteil at tIre srirtace if

the semiconductor turder the oxide

Active device is it des ice that exhibits gain ((orient or

voltage, or both) and has a drrectirrinal clectrrritrc Irate

iron. Tcansrstor.s are active devices, whereas resistors,

capacitors, and inductors are passive devices.

Antirellection coating reduces light i efiectrort foriri a

sort, cc.

Avalanche breakdown is tue enormous increase in

the reverse current or a fro jarreturn when the applied

reverse field is sufficiently high tin cause the gerretatrort

of elecirorr—hoie trails by Impact rrririzat on in the space

charge layer.

Base width modulation (the Early effect) is tire

rntrxtutatiorr of the base width I)v tire volta ge appearing

across the base—collector Jirnet tort An increase in the

base to collector vintage increases the collectorr june

lion depletion layer width, which results 
in 

thethe tar i rrsa

ing of the base width

Bipolar juhtCIlOil transistor (Bill is it transistor

wlrosc rnirrtnrri Operation is based rrrr the injection of

carriers front tIne errlii icr into the hase rcgtort, as here

they bccrrrtnc minority carriers, and their subsequent

drthraiori to the collecto r  they give irse to a col-

lector cut ciii The voltage heiweett the base and the

enrrtier crrntrols tine collector cnrrrerii

Built-in field is the internal electric field in tire deple-

fion region of ' a /rrr Jrirrctiorr that is rrraxirntrttr at the

riictal(rrrgicai junction. It is due to exposed negative

acceptors oilthe jr-side arid positive donors rrrr tire

ii-side in) 111C unction

Built-in voltage ( V,,) is the voltage across ;I uric-

lion, going hoot it jr to mr-type sernnrcr,ridacior, in an

open circuit

Channel iv the currrutaclrrig strip between the source

and drain regions rrf a MOSFET.

Chip is it piece or a volume) nrf a sciriconduc(orcays-

Kil that contain, mni:itty integrated active and passive

cintnrpoirentts to iarpierrierit a circart.

Collector junction is the metallurgical junction

between tire base and tire collector of ,I

transistor
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Critical electric field is the field in the space charge

(or depletion) region at reverse breakdown (avalanche

or Zcnec).

Depletion layer (or space charge layer, SCL) is a

region around the metallurgical Junction where recottibi-

naiion of elections and holes has depleted this region

of its large numherolcquilibritlnl majority carriers.

Depletion (space charge) layer capacitance is the In-

cremental capacitance (d Q /d V) due to the change in the

exposed dopant charges in the depletion layer as a result

of the change in the voltage across the pn junction.

Diffusion is the flow of particles of a given species

from high- to low-concentration regions by virtue of

their random thermal motions.

Diffusion (storage) capacitance is the pn junction ca-

pacitance due to the diffusion and storage of minority

carriers in the neutral regions when a forward bias is

applied.

Dynamic (incremental) resistance id a diode is

the change in the voltage across the diode per unit

change in the current through the diode rd = d V/dJ - It

is the low-frequency ac resistance of the diode. Dy-

namic conductance g,, is (lie reciprocal dynamic resis-

tance: 9,, = lJr,j.

Emitterjunction is the metallurgical junction between

the emitter and the base,

Enhancement MOSFET is a MOSFET device that

needs a gate to source vol (age above the lhi'esitold volt-

age to form it channel between the source

and the drain. In the absence of a gate voltage, there is

no conduction between the source and drain. In its

usual mode of operation, the gate voltage enhances the

conductance of the source to drain inversion layer and

increases the drain current.

Epitaxial layer is a thin layer of crystal that has been

grown on the surface of another crystal which is usu-

ally a substrate, a mechanical support for the new crys-

tal layer. The atoms of the new layer bond to follow the

crystal pattern of the substrate, so the crystal structure

of the cpitaxial layer is matched with the crystal struc-

ture of the substrate.

External quantum efficiency is the optical power

emitted from a light emitting device per unit electric

input power.

Field effect transistor (FET) is a transistor whose

normal operation is based on controlling the conduc-

tance of a channel between two electrodes by the

application of an external field. The effect of the

applied field is to control the current flow. The cur-

rent is due to majority carrier drift from the source

to the drain and is controlled by the voltage applied to

the gate.

Fill factor (FF) is a figure of merit for a solar cell that

represents, as a percentage, the maximum power I V.

available to an external load as a fraction of the ideal

theoretical power determined by the product of the

short circuit current l and the open circuit voltage

V:FF	 (!V)J(l,V).

Forward bias is the application of an external voltage

to a pn junction such that the positive terminal is con-

nected to the p-side and the negative to the n-side. The

applied voltage reduces the built-in potential.

Heterojunction is a junction between different semi-

conductor materials, for example, between GaAs and

AIGaA5 ternary alloy. There may or may not be a change

in the doping.

Homojunction is ajunction bctweeit differently doped

legions of the same semiconducting material, for ex-

ample, apn junction in the same silicon crystal; there is

no change in the bandgap energy E.

Impact ionization is the process by which a high

electric field accelerates a free charge carrier (electron

in the CB), which then impacts with a Si-Si bond to

generate a fi'ee election-hole pair. The impact excites

an electron from E,E, to F,.

Integrated circuit (IC) is a chip of a semiconductor

crystal in which many active and passive components

have been miniaturized and integrated together to form

a sophisticated circuit.

Inversion occurs when an applied voltage to the gate

(or metal electrode) of a MOS device causes the

semiconductor under the oxide to develop a conducting

layer (or a channel) at the surface of the semiconductor.

The conducting layer has (apposite polarity earners to

the hulk semiconductor and hence is termed an inver-

sion layer.

Ion implantation is a process that is used to bombard

a sample in a vacuum with ions of a given species of



572	 CHAPTER 6 • SI-MicoNin (Fete I)t.VIs

aloun First tile diip,mni Monr. ale will led unit vat mmimni

and then ,-cdec ited by applying coltige dcl leicciecs

It, Impinge ((mu a simple iii he doped, The simple is

guurmudeul u neimliatiec tIre implanted umuiu.

Isoelectrotije impurity itunhi has the virite valenc y as

the host atuucui.

I arc of the ,jlutetion relates (lie injected minorIty car

tier cuineu'utc,iiIuui( just cimcrsudc the depiction l.uycv to the

.ipplicd vohuge liii holes iii the it side, it is

(II)	 /u.	
(AY

uuliciv p liii is the hole cuunccrctr;ituuun ju s t outside the

deplel uuuim lavei_

tinewilth ms tile width iii tile uitrtislb Vt'iSIIS wave-

length spectiunc, usually beloecci (lie hill intensity

points, eioitcd limo a Iivht emciriling device

Long diode is ;I 	 luiiclumiit ssflhi nc'uirui iegiiins

longer dim tile oiuouuiv Lainci ulclinsioit lengths

Metallurgical ,junn'tion is wlccus (here is in effective

Junction between the p type and im type doped le-

gions in the ci simI. 11w where (lie doccruu and acceptor

cooccosuuunis all equil cii where theie is a transition

coin it- lop-t ype duujaiig.

Ill eta l -ox jcte-scinicciitduetor transistor (MOST) is

a held dIce) iluiusisRur iii Windt (lie vommilnctauice

Fetus ccci lice source and drain is cmunhi oiled by the volt-

ilk' suppled to the gate dccii ode, which is insulated

lion) the cic,uutnei Icy an oxide layer.

Mi itorit y carrier injection is the now of elections

ito the ,i-side and holes into the ui-stile ol alum junction

When it voltage is applied to i educe the built- in voltage

meows the ynicuoic

MOS is short 101 a irtetal nusulator-seinicondiccioi

strcmctuie Ili which the nisulitot is typically sciremiti

wide. It cal also he it type of dielectric, for

M11111110. it ecu he the rr hride St 1N1

NMOS is icc ecihatceenccrrt type it channel IsIOSFE I.

Passinc device oi component is it device that exhibits

no gain uid no direccicuital function. Resistors, capaci

lois, and induclo psalepassave conipuicrents

Photocurrent is (lie cur rent gcitcraicml by a light -

receiving device when it is illurtuiiiatc'd.

Pinch-off voltage i' the gild to source voltage needed

- lii ju s t P inc
h
 oft the (-unicducting channel between the

source and drain wiilc no sutured to diain voltage

applied. It is also the source to deit y solrage that just

punches oil the channel wheic the gate and source are

shorted. Beyond pcnch-oih, the drain cmilccnt is almost

cirristatit and controlled by V11 -

PNIOS is all 	 type p channel MOSFET.

l'oly-Si gate is short liii a polycc ystalhinc and highly

doped Si gate.

Recombination current flows under lorwac d bias to

replenish (lie carriers reconchcrtcng iti the space charge

(depiction) la yec Typically. itts described by / =

I l ec pie V/2/ T) - II

Reverse bias is the application of an external voltage

to ;I lmuictmoir Sit( -h 
thin 

the positive let mmxl is con-

nected to rite n-smile and the negatrue to the p-side. The

applied Nollage i ccci eases the built-in potential.

Reverse saturation current is the reverse current that

would how in a rcserse-hiiascd ideal pit junction obey-

ing the Shockley cquatiiin

Shockley diode equation relates [lie diode cmiiettt to

time diode voltage thiougli I	 I, lexp(u V/kT)	 II It

is based on the iicjediiitr and diffusion of injected

minority carriers by the application of it 	 waid bias.

Short diode is apii junction in which the neutral

regiours ate shuirtcr than the annuity earner dilitistotc

lercglhs.

Small-signal eqilis aknt circuit of a ci artststot re-

places the lraicsrscor with 
all equivalent circuit that

consists iii tesistaumces. capacitances, and dependent

mccci ces (din)duct lit voltage) The equivalent circuit rep-

resells the Ii ansistuim behavior mmtrdet sinaI I signal cc

conditions. Time baltet es are replaced with short ctr-

cuirs )ot then internal resistances) Sictall signals imply

small sac iations about dc values.

Substrate is a single mechanical support that carries

active and passive devices Pot example, in integrated

circuit technology, typically, (natty integrated circuits

ice labr icated on  single silicon crystal wafci that

serves as the sulistrare

Thermal generation current is the current that flows nit

a mc set se biased jar Jurtctcocc as 
it 

result of the tlrec rual



gel lei all illi Of electron hole iiis in the depletion layct

that hec unie separated and ssu ept acioss by the built-in

field

Threshold voltage is the gate \ iliage needed to

establish a conducting channel between the soul cc

and drain Of an enhancement M()S1 total oxide-

semiconductor hansist(lt ).

Transistor is it thtee let ininal solid stale den ice in

which a cut flowing between two electrodes is con

Irolteil by tile voltage bcoxcen the thud and one of the

ifihel teintinnals or by it 	 flow lug into the thud

iei itii!illl

Turn-on iii cut . in , soltage Of a diode is the voltage

hevtind which theie is it 	 inicreise fit the

Qi .sTiOsS VND I'RonI s.is 	 573

urtent File loin-tin voltage of a Si diode is about

06 V nxlneieas it is about I V or it 	 Ill). The

turn-on \ oltagc' of it junction diode ilepeinds on

the hanilgap o f file semiconductor and the device

structure

Zener breakdow u is the enon nioiis I nclease in the re-

verse current in a pu mod ion when the applied voltage

is Sufficient to Cause flue tnnttcltiig ol electrons from

the valence hind ill the 11 -side to 11w Conduction hand

in then sidc. Zeller hrc-akclon n ulceulls lii 1)5 Junctions

dial are bean dv doped Ott both sides si
t  the deple-

ibm layer width is ixiri 055.

QUESTIONS AND PROBLEMS

The ,;n junction 	 ( ' iiiieitei an ahi U/il S jUl plittiOn iti,il itt to" 	 tin 'oui the/I site aiiit

0" ,iniiiurs iii the Ii Olin The nhiuiilhl\ colic-I ucninhnaiii ii limes a ll V	 400 us for etccuiuuus iii the

p sluic and r	 2 S us Isi hotcs in the n-side the cmss-scetioniat Arms t mm h Assuiimflg a Fling diode.

e,itciitale tic tuilicill t itnoiugh ihc diode Ui filial ieinpclaiiilr when the voltage V	 uo,s liii 0.6 V I\'ti.ui

arc I / and the no, ieiuent,it iesrslance 0A (11 the of 	 and why An, they diliCicnl

The Si pro junction Consider a tniig till junction utiode nUll all accepilli doping A, of 1  till on ito

gisitc lilt Itt III', cinceilirinon of A, on the n-side The dniutc is toiwaid-h,,iseit ,nid his it 	 01

06V autos ii 	 tie d, le 0055 SCCi1011ilt arc, is t 111 111 2 111, nliiioinly camel icconiliiii,lnnii utile r tie

jiCihiS liii the ttop.iiil cinicefliratlnul NUM,Jlit(cili 
1) through tile iottiwing appiOxhinaie ielaiuiiii

5 x tO

	

r -'	 f25 t)F
it

Naop.,at

a. Soppose ltiai N,, - 1 15 In, 
I Ttieru the dcjnteiial taycr cilends cxsennativ vito lien side and we

line to ciiflsiiIef flnusiiity carricl rcunihioilliln tniie I in th is icgiliii Calculate 1he dittusion and

rccuii,huiatiiiii t oniriholions to the loot itonte culuent What is yotii coiictiisioti

It	 Suppose thal NA	 1<,	 I0 0 ciii	 Then 51 extends equitt y in haiti sides intl wilier r 	 I

(,iteutaie the diffusion md iecenituinanni tnuiiitihtiufl s to he diode cuileni What is noni tiS

Ct usivu lIt

6.3	 Junction capacitance of a go junt (jolt	 t tic	 pit linde I (') itt a level se-tti.iseit atilutil Si p ii

unit hasbeen nieasuied As  tuncnli!l iii Itie icteisc his village V as (Ned in tat'tu' 04.1 lie jut jet"--

111111R1Ss sc-choral an- I is Silt fill A Sitt)pIII ily plouing I 1	 menus I,. 'han Inc tiniti on potential

5,, mud On, donor titnieflulillilU N iii! IC C icgloll Winn itS

Table 6.4 Capacitance at nanious values oFreverse bias V,}

I	 2	 3	 5	 to	 Is	 20

C(pF)	 383	 307	 264	 21.3	 156	 129	 11.3

6.1

'6.2
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6.4	 Temperature dependence of diode properties

	

a.	 Consider the reverse Current in a jot junction. Show that

( E

	

1rc	 qkT) T

where ii	 2 for St and GaAs, in which thermal generation in the depletion layer dominates the re-

verse current, and,; I for Cie, in which the reverse current is due to nhiruirriry carrier diffusion to

rise depletion layer. It is assumed that E >> OT at noon temperature. Order the semiconductors Ge,
Si, and GaAs according to the sensitivity of the reverse current to temperature,

	

6.	 Consider a forwand-hianed pm, junction carrying a ron.ciunt current 1. Show that the change in the
voltage writs, the ;nsi jnvctmon per vriir change in the tetnlseralure is given by

	

dV	 (VV

	nIT 	 7

where t/0 	A c /i' is the energy gap expressed in volts. Calculate typical value, for sIV fdT for
Cc, 5i, and GaAs avvummrtp that, iypically, V	 01 V for Ge, (16 V for Si. and 0.9 V for GaAs.
What is your conclusion? Can one assume that, typically, dy/dr	 - 2 mV 'C - ' for these
Asides?

6.5	 Avalanche breakdown Consider a Si,, n jnnctiomt dimle that is required to have an avalanche break -
(Iowa voltage of 25 V Givers the breakdown Geld '65, in Figure 6.19, what should be the dssttsmr doping
concentratmosi?

6.6 Design o[ap,t junction diode Design an abrupt Sr;sis' junction (fiat has a reverse btoakdiawtt voltage

of 110 V and provides a current of lit nrA when tire voltage across it is 0.6 V. Assume that, if 10pm is
to ens . site snsiniotity carrier recstittbinasivin rinse is given by

-.	 5ol0	 n

Mention any assuniiptions rtnirde.

6.7	 Minority carrier profiles (the hyperbolic functions) Consider a pup BJF under tmonrral unperatiag

cimxmlitamrms mrs which the GB junction is hirrwasil biased and the BC junction is reverse-biased. The field

in the nesirmal base regiott outside the depletion layers can be assumed to Ire negligibly srrmahl. The conti-

sait y equation foe holes /5(1) in the ri-type base region is

	

JA dat,,,	 Ps -- -----=0	 16.711

where jr,(a) is the hole csiucetrtnatiomm it  fnsnrr loan outside the Lkplcttott region and p_ and rt, are the
equilibourri issue ctrscentratmoir and hide i ecs,nitbinration lifetime to the bare.

	

us.	 What are use bsrattdaty cisnuhitiotis it s = 0 and a -: Wv.jtist outside the collector region depletinim
layer? (Consider the law nt the junction.)

	

0.	 Shins that the following expression iinrp,(x) is  ,solutiots tribe conrittuity equation

- fWv --.i\
stint	 -. - . --	 sitrhr	 -

t'l Pv[e0P() - 
lJH h )i ] + [ i -

	

16.721
IYB

mmccc V = V,-5 and L,, =

	m-.	 Show that Equation 6,72 satisfies the boundary conditions.

6.8

	

	 The pup bipolar transistor Consider a ;rn;n transistor in a common base configuration and under

normal operating conditions. The emitter base junction is forward biasedand the base-collector

	

juncrusnir is reverse biased The enritter, base, and collector doparrt concentration, are 	 N4585
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and Na( rC5Pecii0y, where N,, r) > Nai ni Nib) For siniplierly, assume nor I (nindoping Ili all

he regions. 1 lie base anti eioirter widths are W5 .111(1 W, respectively, truitii touch shorter than the tin

oilily caliicm dilfu\i)IIi inrigibs. 15 and I., The iolnitrlry carrier hiètiutie in rite 11311 is tire hole recaill

h,ru,oian rime 0; lire rrrirriirlly cantiei irtohihi y iii lire base arid chillIer ire deiroted by II; arid lhf , 1C

s1,eUiveiy

The 11110111 
try cal  let clomccotiatiiin poilile iii tile base callbert presented by l'ipi nun 6.72

oi	 Assuioing that [he emttnttei rnjccOlrIi citicicircy is unity show that

(Wo)
i A D1mç cotir	

fi V 0 \
esir	

)I i,N,i10

uA Dtit cosecir	
I	 u'

- Csp 
u )

2	 Ii	
LuNt1n1

14',m \
1. 0	 seCit( II,!

4 IN	 where	 r	 is the base naomi fine
2Da

I,	 Coostdeu rue root "no iil.i con Icut I r. tin ought the IT junction, which has dittos on ,iii ueco old rta

foil coropuacrius <is iliilOWS

(Vr;\	 feVu<ti\
I	 eop	

. )	
'CbS Clip 2A )

(Jots the hole conuporierrr of rhe uirilusuuin current (fit st term) can conlubutc to the cimllcclui

mi rent Show but when N01 , >J Na0ii, the etiniter injection efficiency yrs given by

( 'VFO\
Y	 [I +	 cnP_f, )

flow lures y c I noddy the expressions derived in parr (im) 7 W hat is Your conclusion icon

cider snural and large cirtlutcr c u
rr

ents , or V00	 0.4 anti 07 Vp

6.9 Characteristics of an ;aps Si BiT Cuinsndcr an idcairzed sI In. on nnp;i bipolar traosistOi well rite prop

cities in Table 65 Assolrici uniform doping in each region. The dallIer and base widths me heiwecri

metallurgical junctions nor neutral regions) The cros-sectional area is IOU 5min X 100 lon The man

smsior is biased to operatic in the normal active nod,. The hase-euruller forward bras slitiagr is 0.6 V unit

the reverse bids base coflccioi voltage is Ill V

Table 6.5 Properties of on npn BiT

Hole	 Electron

Emitter	 Emitter	 Lifetime	 Base	 Lifetime	 Collector

Width	 Doping	 In Emitter Width	 Base Doping	 in Base	 Doping

10 [LID	 I x iO° cm -I 	10 as	 51,10	 I v 10° cinr 5	200 ns	 I , lollmm

a	 (',dcuiaie the depietuin iacr width cnicodmrg I Finn the collector into [Ile base and also Until

uturmrrei mlii the bate What isube wnilis ut the neutral base region'

ii	 (aicud,de a and hence P for lhrs imairsusfin, assurrung unity emirter injecironi eftimiency lion do to

and/b change rvnlir Vpt
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Boot/gap

narrowing

Bane/gop

ltarrrwinlg
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\\ hills th cIilIttCt lltjCvltllfl eIhcicpc arid what are a and //, taking into account that the eirrinr'i
rice In, ciii, relic> is not unri> I

d	 Who are the emitter, collector, and hose currents'

\Virat is Ihe collector current when V ,V10 - S V hut I p,l = 1/6 V' Whir is tire incremental eu/lee-
or 11111/mi fest.slance dehned is A t	 A11

'6.10 Randgap narrowing and emitter injeclion efficienc y litany doping in semic otrdoctors leads to liar
rs called /riarrdg i rj, liuirriinrr,g whicir is an ci leetive narrow un nit/ic hair/gap E. Ii Al- is the re/nc
troll iii i/ic- hartdgap. (heti icr; air n-type semiconductor, accirt ding t o I .aniyon and Toll (1979),

I 2

	

A E irrre'v 1	 22 S (i/vP)

is heie 0 liii cia	 is i/ic eorlcenilralliln nil majority carriers ut/n cii i.s egreil to Ihc dopaiii concen t ration 11

they are all ionized (for cnaniplc at 	 our
	 the new ellective intrinsic concentt alvin il(

tine or the i iducerl han/gap is pit en by

	

(0	 AE.)
N, N,	

k7	 ] 

n cup(

i/last ac/jolt law

with handgirn

narmwing

wiictc n, is the llrtrlltstc concentration in the absence of criotici han/gap narrowing

the equlilhrilritt election and hole concelllratulns in,, arid p,,. tespectllely, obey

ll,jI	 - il

where 11 1 = N,, since neatly a/i donors '*ouhl be iuini,.ed at room temperature
Consider a Si li/Ill hupol,o transistor operating art/er tiorjriai active conditions with lire base-emitter

[urn aid biased, 01111 the base collector reverse biased. The transistor has narrow emitter and base
regions The chillIer neutral region width Ii, is I pin. and the dotno duping is I0 	 rhe so Idlh
il-n 

of 
the neutral base region is i pin, and the acceptor vtoprng Is i 17	 I r\sslInIe that U' v aitil U'8

are less i/intfile ranony carrier dlitusllln lengths inl/ic eltrrllel and the hive

a.	 i_)irlsrrt ,nrl I 5PJCSSI1iO for tile etitilter Iflieclliltr cilia ieircy r,rknig trill rerun It Ole ernllter ban/gap
liii rrrwrr5, effect aliose

I,.	 (,ikriiaie it ic 111101cr tnljeclluan el/i. teircy toil/i and wilitolrl tile caroler handgap narrowing

,deidirv I/ic comition entririur cinreirl pint 5 with and without the enlitler baa/gap n,irrowlng

efled fri en ,t perfect base transport factor (Or - /)

6.11	 The JFE'J' ptnch'o!l voltage Consider tile syttlnlelnic it channel JI'FT shown to Figure 666 The
width ofeach ciep/elloil region extending into the lu-channel is U' The thickness, or depth, of the citan
net,defined between the two Illdl000rgic ai i a ilclions. IS 2a. Anointing an ahinpl pit function and
b Ill - (I. s/lil y  that us herr I/ic gale to source vintage is -- 110 lile channel is pinched off where

iat;Na

Figure 6.66 A vyrrnmelticiFkl
Gate
	 Depletion

region

Source

('hanitci

thickness
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where V0 is the haiR in potential beiweeli I II Jllfl iIllrt and N 5 is the donor cOflcCfltrUlIOfl of the

channel
('aleulaic the pinch )u voltage of all FT that has art nepior eonceniroiiofl altO 1 'cm l ilt hey'

gate. a channel donor doping of 0t6 cmi , and a channel thickness (depth) Zn of  pin

6.12 The JFET Consider an,, channel YET that has it synrtnretl Ic yr'rr gale channel struciun' 
as shi,wii vi

Figrmncs 6,271 and 6.66 Lci L he the gate length 7 the gale width, and 2n 
the channel urn Orion The

pinch off voltagl is given by Question hi I FOe did III saint attimn tori clii loss is the drain torrent when

V05 0. This occurs when U 11, - Vns(01, hi )Frgore ('29), so /(1.15 - V1, G, h ,  where G, 1, is the

conductance of line channel hciweert I he source and the pinched -off point 1 igate 630) 'taking trill al

count lire shape vi the channel at pinch-oil, ifC,, is about one-third of the conductance of the free or

rttmtttodulated (rectangular) channel, show that

II ieii0Na((2u11]
( lis a - Vp[

A particular it channel lEE F with a symmetric p' n gate channel structure has a pinch-oft voltage

of 39 V and an I ,,., vi 55 mA. If the gate and channel iiopant concentrations are N,	 t ti" cm ' and

Na - 10° crrr , respectively. find the channel ihcktiess Zn and 7./L. If!,	 lit cro, what us / "What

is the gate source capacitance when the l ylT has no voltage supplies connected in it'

6.13	 'the JFEI' amplif
i er Consider an rn-channel ilL' I ihat has a pinch-off voltage I V I of 5 V and

Iota = 10 nA It is used in a conoirrtn 5001cc configuration itsas in Figure 6,34a 01 which the gate Si

source bras voltage 1V05 ( is	 .5 V Suppose that Vrot - 25 V

o	 If a small-signal voltage gain 	 10 is needed, what should he the drain resistance (N,,)' What is

b. If ante signal iii 3 V peak to peak Is applied to the gate in series with the the bias voltage what will

be the ac output voltage peak to -peak' What is the voltage gain for positive and negati ve rtrpat Sb

nals? \Vhai Is foal cirticlasiot a

6.14	 The enhancement N 1OSFE'I' amplifier Consider an ri-cirannel Si enhance,aeiri NMOS trail so

tor that has a gale width IL) of 150 gal, channel length III of 0 gnr, and oxide thickness In ,,l xl

500 A The channel has ga. - 7110 cot 2 V 1 s	 and the threshold voltage (Vu) is 2 V ( ,	 39 for

Ss0a)

o	 Calculate the drain enrrreni when V00	 S V and Vr,n = 5 V and assuming = 0.01

b. What is the small sigiral voltage gale if rhc NMOFET is connected usa common source amplifier.

as shown or Figure 6,67, with  drain resistance fit, of 22 IsO, the gate braced a( 5 V with respect to

RD	

Figure 6,67 NMOSFET amplifier.

IDS	 C

cigtriI

G	 Bl 
V5

gyp

itrpxl	 Vol)

signal I
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—n cc V1 ,1	 S V) and Vr,,i is cacti that Vrr - S V What is V,55 ? What will happen if the drain

supply is sirr,illcn!

Estimate the Toast xisiitvc and negative input signal voltages that cur be amplified if V00 is fixed

at he drove value in purl (n)

d.	 What factors will lead to a higher voltage arnrpinlicatiotr'!

'6.15 Ultimate limits to device perlonnancu

a. ( 'iiirsidci the speed of srtCratartt of art ir-cltanitel FF1' type device. The finle required for an electron

In transit froun the router to die drain is i, - 14 1 1,1. where Liv The channel length and ty is The iii Ii

velouty. 'flrtrs transit lone, can be shintleiteul by shortening L not incteirsirig ca. As the field increase,

T he drill velocity eventually saturates alt ahotii Vdr	 lii' iii	 when the field in the channel is

equal iii 'L - 1110 Val I A sh 	 a, reqircres a field hat is at least 'L,

I

	

	 Whir is Ille chringe in the PE of an eieclrrirr when itii averse's die cirataicl length I from suince

Indiana it (lie voltage Urficrerree is Vni

2. uris eirctgy roust be pleater [failthe enctgy dire to Thermal ilactoartorns, which is of the order

of A-f Olherwtse. declaims would be Iwoughi in riot out of the rirorn dire in Thermal hiuctun-

lions Giveir the trrrnnnruar field and Vt,i, what is the mtninrurur channel length and hence the

nrmnrrniumtu marIon tinre?

ft. Heiseubcrg's uncertainty pi tricrple whiles the encigy and the intie duration in which that energy is

posscracd through a telairoirship of the torus (Chapter 3) AE AT > h. Given Thai (filling the transIt

of the electron front the source to The drain its ertergy changes by tV,,o, what is The shortest transit

tune r satisfying I heucenlacr p's noecriirrnty principle? How does it compare with your calculation in

sari (0)7

How does electron loanelutrg lttiiii the thickness of lire gale oxide and tire channel length in a

MOSFE l What would he typical dist,inces for iuiatelnrg to he effective' (Consoler Exarrr

plc 310 )

6.16	 Energy distribution of electrons iii the conduction band of a semiconductor and LED mission

Spectrum

ii.	 Consider the energy distillation of electrons p y(E) to ilrc conduction hand (CB). Assuming

That the density of slate 9viEl n (F - F,) 112 and nsrrrg lhoU,rrtaart statistics [(F)

cop) -(h 	 F, )1k7 1, show That the energy dnslanh,rtioin of tIre electrons an lire CII can he

Wriliril as

o1)r)=C.nit, exp( n)

where i = (E - It, )/A r us electron energy in chris old! nre,rsirucit hoin E, rind C is a temper

arirre depeuderul corrsmini I inrdc1remmderrt of F).

Is	 Sclimrrg arhitiomhy C	 I. plot rn versus r tWhere is it. rs'aoririnini, atrit what is the fall isumluir at

half inaxtrrriritr (I-WIlful). i.e. hteiweeir half ,nasririunr points'

C.	 Show That the average electron emretgy 
in llie CR	 U, by rrsnirg law definition vrt tire avenge,

Ii

I fl da

where rite tstegratrrrrr iv (rim a = 0 (, I to say a = 10 (faraway train F, where mn —* 0) You

need tin rise a nirtacnicub inicgr milurmo.

u/	 Show that the niasonrrnn in the erery distribution isat a = or at F00 , = LT above E,.

e Consoler the recombination of electrons and holes in GaAs. The I ccninbioatiou involves the

emission of a ahmatori. Given tire both electron airml hole concentrations have energy tkstdhu-

mions in tIre conduction and valence haunts, respectively, sketch nehwtnalicuhly the expected light



QuesTioNs AND PlnooueMs	 579

imemity emitted from electron rind hole eciiiiitniliai!OIiS against the plmulon citcigy. Who is

yarn conclusion'

6.17 I.EI) oulpet specinim Gmoett that the width of the inlotivc light intensity between hail intensity potitis

versus photon cncngy struimn ofan I_IT) 
is typically -301 what is the Iiiicwidtli AX in the ovnpni spec

tRill) in [causal the peak emission wave1ength 9 C,,iciiitle the spectral hiiiewidtli Al of the Oott}t i t radiation

hontri green LED emitting at 5711 mu at 300 K

6.18	 LED output wavelength variations Show that the change in the emttietl wavelength A with temper

atone T Ennui an LED is approximately give,, by

dl	 hi(ilFv
dl	 EdT

where En is the handgtip. Consider a GaAs LED. The handgrip of GaAs at 30 K is 142 e'a winch

changes (decreases) with temperature as dE/ulT = 4.5 n 10 eV K 1 . What is the cin.ingc in the

e,niiieul wavelength if tic temperature changes 10 'C9

6.19 Linewidth oF direct recombination LEDs Einpernoeitts carried out on various direct hoidgap vein,.
conductor LLD, give tic output spectral lntewidth (between half-intensity points) listed in Table 6 

Since wavelength A hi / E, where El l, = hi' is the photon energy, we know that the spread in the

wavelength is related ton spread in the photon energy,

he
EaArn --AEi,

ph

Suppose that we write E,, = he/A and AE11, = u\(hv) niT wheren is a numerical constant

Show that,

tmkT ,
	 eiidpmil

AX =A'	 .npecui,iimfl

C	 (inotm(dih

tad by appropriately plotting the data in Table 66 hind n.

Table 6.6 kinewidth AAtp between halipoinin in the output spectrum Jintensily vernus wavelength

of GaAs and AIGaAa LEDs

Peak wavelength of emission A (am)

650 Still	 820	 890	 950	 1150	 1270	 1500

AX, /2 (urn)	 22	 36	 40	 50	 55	 90	 ItO	 ISO

Material (direct E0 ) Al(]aAs AICmaAs AIGnAt GaAs GaAs InGaAsP lttGaAst' lnGaAsl'

6.20	 AlCaAn LED emitter AnAIGOAS l,FDentmttc, forusc no local optical fiber network has the output
.spectruitt shown in Figure 6.68 Its designed fat peak emission at 1120 not 	 'C.

ii. What is the hnewtdth AX between half power penuis at teniperatuies —40 'C, 25 'C. ant 85 'C?

Given these three temperatures, plot AX and T (in K) and (mu the empirical relnitovslitji toiweeti

AX and T ils,w does this cntnpnoc with M/°') a 2.50 tvi liT?

hi	 Why does the peak etntnsiomt wavelength increase with temperature'

m. What is tic bawlgap of AIGaAS it, this LLD'

d.	 Ti le banilgap h, of the ternary alloys Al, Gu i As (olliiws thc enipirical expression

En(cV) — ( 424 -e 1.266a 'I- 026602

What is the cnrnpoviiton of the AIGaAs in this 11:1)"
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Relative spectral irtrtptil power

Figure 6.68 The Quips) specrrurar from an AIGoAs

LED.	
140

Values are normalized to peak emission at 25 C.

1100	 840	 880 9181

Wavelength (urn)

Nrrro1alrced

otar i'rIl

voltage and

current

Power delivered

be solar cell

Maxi,nwri power

delivery

	6.21	 Solar cell driving a load

a. A Si solar ccli of area 2,5 pi X 2.5 cm is connected to drive a load 0,5 in Figure 6.54a, It Iris the

/--Vrharacicrisiics in Figure 6.53. Suppose that the his,) is  0 airri II is used under it light irnteirsity

oF god \V 11,' . What arc flic current and voltage in the curcirif? Wivul is the powerdelrvered to the

laid  What is the efficiency of the solar cell iii this circuit?

I,.	 What should tine load be to obtain I050iniam tower transfer Irani the solar cell 10 the load at

8011W at 	 ill orninaliron? What is Iris load at 41.01 Wins

r. Consider stung a oursdwn ot'such oc,larcells to drive it that needs a into au or 3 V and

virtues 511 irA at?' 4 V. it is tube sited or a light intensity of atoms I(l) Win '. How sorry solar cells

wuvnld you need and lore woutri you connect them?

6.22 Open circuit voltage A sokor cell under an illumination at 0(10W 
in -2 has a shortcucuit current It,.

at SIt utA and an ripen circuit unirtpui virltage Vv of 0.65 V What are the shun circuit c- uutni and open

circuit soltiges wlv'na the light intently is halved?

	

6.23	 Maximum powerpower froni a solar cell Sirp1orsc that she powni delivered by a solar cell, F' 	 IV, is man

iritunri when I	 I and V = V,. Suppose that we define oorirralrncd urittage and current for maximum

power as

Vi,,
= and	 i	 --

riVi	 It,

where it is the ideality InDict, V7	kT/e is called the thermal voltage (0,026 V at 3)81 K), and

-Is Suptouse iliaC ia.- Vue/lill'r) is the uriintsal,red open circuit voltage. linikr illumination

with the solar cell delivering power with VIV,

V \

	

P1V	 — Irk 1.I,,cXp( 
f 
'--I V

\ 5)VT 1

One can rhiflercotiatc I' = (V with respect to V. set it to zero for 
maximum )rowci. sod find expressions

fur I,,, and V,,, an unanimous power, One can their use the open circuit eoisbuirirr (I = 0) to relate V0, to

/,,,Show that iruatiniraisi tower occurs when

	

r=v,t, -tn(v+l)	 and	 i=l_expl'-lv0--vll

Consider a sotareell will) IS, Voc = 0.60 V and i, = 35 ursA, with an ,= oft Cuui 2 . Find i and u,

and hence the current I,,, and voltage V,,, for nianumrnn power. (little: Solve she first equation nunsen-

rally or graphically lo timid v a 12.76.1 What is the fill facior'?
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6.24 series rSstaaicc jjx seriesresistance causes a voltage drop when acairrent is drawn from a colajeell.
By convention, the positive current is taken to [low into the device. (II calculations yield a negative
salon, it means that, physically, the current is flowing out, which is the actual case antler illumination.)
if Vis the actual voltage across the solar cell output (accessed by the user), then the voltage across the

diode is V - IR,. The solar all equation becomes

	

(oW - 1R0 )\	 Solar cell with

	

/ = to, + (a = Iph + l0 cxp l--:-	 series resintaiIir

Plot! versus V for a Si solar cell that has q = 1.5 and 10 = 3 x 10° mA, for st illumination such thai

'ph = 10 nsA for If, = 0,20 and 50 0. What is your conclusion?

6.25 Shunt resistance Consider the shunt resistance It,, of a solar cell. Whenever there is ii voltage V at the

terminals of the solar cell, the shunt resistance draws a current V/Ri,. Thus, the total current as seen at

the terminals (and flowing in by convention) is

	

(eV 
+ 

V	 Solar cdi with—=0I = l	
It

	

+ IS + - 
0 = 

l + l0CX	
kT) If0	 shwuorsistwtce

Plot! versus V for a polycrystalline Si solar all that has q = (.5 and I,, = 3x 10° mA, for an illu-

mination such that lvi, = Ill mA. Usec R0 = ar, 1000, 1000. What is your conclusion?

'6.26 Series connected solar cells Consider two identical solar cells connected in series. There are two If,
in series and two psi junctions in series. If! is the total current through the devices, then the voltage
across one jot junction is V4 = IV - 1(2R,)J so that the esteenu I flowing into the cotnbtticd solar

cells in

	

[V 1(29)	 (IT)	 lhe, To/ar
far	 CxP[;..__	 V >	

ceUs in series

where VT = fiT/c is the thermal vs,ltage. Rearranging, for two cells in series,

	

V 2r1Vj- In (L_k) + 2R,I	
Two ti/or

10 	 celts in series

whereas for one cell,

V=tVrin(-)+RoI	 One solar cell

Suppose that the ails haw [be properties l0 o2SX IT' mA,q= 1 , 5, R, =201l. and both are sub-

jected to the sanie illumination so that lph = Ill mA. Plot the individual I-V characteristics and the I-V
characteristics of the two eels in series. Find the maximum power that can be delivered by one cell and
two cell, in series. Find the corresponding voltage and current or the maximum power point.

	

6.27	 A seine cell used in Etidme Point The intensity of light arriving at a point 
in 	 where the solar

latitudeis  can be approximated by the Meitiel and Memel equation:

I 
=	 IN nt_a

wIanecca = l/(nino).11tenolarlshtadeo iodseangweenfluuofsrayomiithluaizon.Aiuitoid

September23 and March 22, die oman tayt anise parallel to the plane of the equator What esthe maximum

power availnbie for a pliutoveitaic device - of area I m2 if its efticreucy, of conversion is .3 percent?

A nlanufacttarcr'n characterization texts on a particular Si pta junction solar all at 27°C specifies

an open circuit output voltage of 0.45 V and a nhort circuit current of 400 mA when illuminated directly
with a light of intensIty I kW rn 2 . The fill factor for the solar all is 0.73. This solar all is to be used

at a portable equipment nçxftitaon irear Eskimo Point (Canada) at a geographical latitude () of 63°.
Calculate the open eincwt output voltage and 14 maximum available power when the solar cell in used

at noon on Sqrtcmbcr 23 when the temperature is 
around -Ill T. What is the maximum current this

nolan cell can supply to nun electronic alaalpmctii? What is your conclusion? (Note: a + = nt/2, and
assume q= I. and that I,, txa)

38-
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