3 Fabrication and Design Rules

Following the circuit design, the next level down in the structured design hier-
archy is that of geometric Jayout. This is the specification of the geometric
pattermns required for each level of the fabrication process, so that when the
shapes are superimposed they perform the desired circuit function.

The minimum size of a shape aliowed on a layer and its relation to shapes on
". other Jevels are given by a set of design rules for the process. These rules ensure
that the layout is within the capabilities of the fabrication process and that the
designer does not inadvertently introduce additional unwanted features into the
circuil such as parasitic transistors, shont circuits or capacitances! '

Since the basis for the design rules and the function of the shapes at each
level of the process require an appreciation of the fabrication process, the
principal stages in MOS processing will be considered first.

3.1 The MOS Process

Integrated circuits are manufactured on a wafer of silicon having many chip
positions; for example, a ciccular wafer of 100 mm dizmeter can accommodate
of the order of 1506 mm x6 mm chips. The fabrication of an MOS wafer
usually sequires between six and eleven patteming levels. These patterns are
usually generated from a computer data file containing a Yow level description
of the user's desired geometric layout. This description is combined with other
users” descriptions if more than one chip design is to be included on the wafer.

Normally each layer pattem leads to the production of a mask by photo-
graphic {or electron beam) techniques. There are two types of mask. The first
type allows light through the defined shapes but blocks light from passing
through other areas, while the second (ype only allows light through areas
external to the shapes; both mask types are jikely to be used during fabrication
1o create a patterned level comesponding to the geometric shape or its reverse,
" At each pattemning level in the process, a set of similar operations has to be
performed on the wafer and these are summarised in figure 3.1. First of all, new
material is formed on or in the surface of the waler (figure 3.1a). Here, 2 con-
trolled zmount of material is introduced a5 a surface coating. This is usually by
means of evaporation, or by means of theanal growth where suitable gases
Row over the wafer at high temperature, of by means of ion implaniation wheie
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charged impurity atoms are injecied by firing them a1 the wafer surface, A
furthey stage may be required where the wafer is heated to *drive-in’ a dopant
to the required depth.

The next operation is to define the desired layer patlern inthe grown material,
The entire wafer is covered with photoresist which is a light-sensitive liquid film.
The photoresist is exposed to ultra-violt light through the appropriate mask
(figure 3.1b). Either positive or negative resist can be used, and figure 3.1¢ shows
negative resist where areas ¢exposed io the light are hudcned posltwe resm has
the opposite effect.

Unhardened photoresxst is removed by a solveni, exposing the underly:ng
material in these regions,This materia) is now etched away, as shown in. ﬁgure :
.3.14; the hardened photoresist protects its underlying material from the ‘eich.
Finally, the hardened photoresist is removed by etching to leave the desired
pattern (figure 3.1¢).

) Grown material, such a5 oxide
is} Substrate : _ .

Uttra-viole ight

LAl

Photoresist
. Oxide
b} © Substrmte - ‘

Hardensd resist

' . =D xicle
{c) : Substrate o
 Herdensdreaist <
Oxide

7 S . Substrate

Oxide

i) - " Substrate

Figure 3.1 MOS processing: (2) material growth, {b) layu patteming,
(c) removal of unexposed resist, (4) oxide etch, (¢) final layer paltern
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The mask-making stage can be dispensed witlh by directly ‘writing’ the desired

‘layer pattem on to e wafer. However, at the present time, the cost of the

equipment needed to produce fline geometrical lines usmg this technique is.too-
expensive for it Lo be in w1desprcad use,

3.2 NMOS Processing

The fabricition process is most casily understood by considering the imple-
mentation of 3 simple circuit, and figure 3.2 shows the geometric layout at each
level of an NMOS inverter with a depletion 1oad the layout abeys the proces: ]
design rules.

A trznsistor gate is formed ‘wherever poiysnhc.un crosses dlffl.ls:o!l {semi-
conductor) with oxide between . these layers. This leads to transigtors at these
points since diffusion regions susrounding the gate areas are doped with an n*
impurity and thus form the transistor drains and sources. Ak depletion implant
surrounds the NMOS dcplehon transistor and this patterning level is used to alter
the device’s threshold 30 that a depletion transistor rather than an enhancement
device is formed.

It will be scen from f‘iguu 3.2 that there are three pointy at which polysmcon
crosses diffusion and that the middle peint is sursrounded by a buried contact.
This buried contact removes the oxide between the polysilicon and diffusion
50 that these two :onducuns materials coniact one anol.her, it should be noted

" that no Vransistor is formed here because the okide “has been’ rcmoved This -

polysilicon-to-Qiffusion connection effccu the pte-to-sourcc cohsiecion of the

depletion transistos.

Thé 5V and OV power Bines ue lmplemented in meta] because of its very
low resistince. The SV metal line connects to the drain of the depletion tran-

sistor and the 0V 10 the source of the enhancement device' ¥ contact cuts.

These contact cuts are holes'down to the diffusion: level so-thet metal can ﬂow
inio the hole, thereby allowing metal and diffusion to toptacs, .

Figure 3.3 outlines the principles of NMOS processing s 8 senes of cross-
sections along the arrowed centre line shown in figure 3.2. Tt wilFbe apprecidted

that, in: practice, the ‘proceis is more complex snd that e exact sequerloe of N

operitione depends upon the particulay process.

-, The starting material of the wafer is 2 lightly doped p-type s:llcon substrne
.. (figure 3.32). Mask 1 defines. 3l ‘diffusion’ regions, called- active areas; these’™ .
- intlude all tzansistor areas {source, gate and drain) p]us any dlt'fuslon lines useds
10 interconnect cifcuits. Areas external to the actwe rchons are covered with a

!}uck isolaung oiide (figure 3.3b).
2 defines the depletion m'lp]a.nt regu:ms The areas deﬁned by this mask’

T-are ‘an n-type implant {figdre 3.3c). This is’ normﬂly folowed by whuwn:
- masked ptype implant and drive-in which sets the depletign and enhancement..

thresholds throughoat the active relpons The field oxlde prevents. penctrauon -
inthe’ isolation areas. '
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ngm'e 33 N'MOS processmg (a) starting mater:al (b} acuve*regwn deﬁnmon _
. mask 1. (¢} thershold implants -mask 2. (d) butied contact area - .
- mask 3, (e) polysilicon definition - mask 4, {f) soutce and: drain.
diffusion, (g) contact cuts -mask %, (h) metal defi ml;on -mask 6.

(i} final cross-section of NMOS inverter -



" the areas wheie the overliy is etched away to allow contact between the aluminium - - '

s L De:&u o’f VW'Symms

'l‘be enlme wa!'et surface i! cmred ﬂth s thin fiyer of (gate} oxide and mask
3, the buned contact mask, defines regions where the oxide Is to be removed

: (ﬁgure“!.Sd), The surface isnow civered with polyiilicon and mask # specifies

the sréas whera ‘polysilicon. is 1o remain. This includes all gate areag, all poly-

- ».silicon to diffusion cormef:uom and all polysilicon interconnections (figure 3.3¢).

' An_unmasked a* diffusion now defines the turce and drain regions (figure

3! 30). Note that, since the edges ot’ the gate define the start of the wransistor's

source and drain, these features are self-aligned relative 1o the position of the
gate. The wifer surface is covered with an oxide which will insitlate. the poly-

: silicon and diffusion” from, the. metdrhyer. The wafer is, healed 10 pmﬂde 2
. amooth susface and to-diive-In the n* regions.

Mask § gl’nes thé contacy cuts in this insulating omde wherg metal is to be
confiected 19 diffusion or polysilicon figure 3.3g). Thewafer is covered with
zﬁ:rnh;ium #nd mask 6 specifies regions where the: a]urmnmm is to remain; this

includes all“metal ,mlerconnequom md all metal to d1f'fusxon and polys:bcon
connections (figure 3.3h).

An oxidé ‘ovetlay is grown to protecl the su:facc (ﬁgure 3 3:) Mask 7 deﬁnes

of ﬂ:c iaput md output pad: of the chip and extcrml wcmtry

e

3. 3 The cmos’rmm

. Hert there are tivo approaches. Euher the startmg mten“al of the subslratc is

.. n-type,.in wh:ch case 3 ptype viell is made ‘for the: fabricauon of the NMOS

device,"or the' ktartmg material is p-type and an o-well is created in which a
PMOS device. ismade. In the past, the former method was chos¢n as it was. easier

-0 formya p-well than an n-well (as thé'n-type :ubimle nesded to be Jess heavily =
: doped than thc. petype. substme) However, the emphasis is now on an n-well L
procm as this.allows ‘#:combination of NMQS and CMOS devices to be more

" efficiently fabricated.on the same wafer oF ‘within the same chip:

.. Figure 3, A shows quss secuona}stn.lcturc of an nwell CMOS inverter. The | _
well *has 10.be comnected 1 the: st positive valtage avaitable so that the pn -
junctions of the mosmce aré always reverse.biased. Figure 3.4 shows the
5V line conne::;m; to both the p’. dxﬁhslgn, t‘omm; die source of the PMOS
transistor, m&gbqr taithe g-well'via an o* diffesicn. “Stmilicly, the p-type sub-
strate (vla ap’ diﬁuuon) and: the souice of the NMOS. dewce are conncued g

S -thexﬁosmejatmmlébl&mkgﬁ— that is, ?,a local gonn¥ction to-0 V. for the

L subseéN§ aﬂﬁaﬁle fo téBiice the jtmﬂ:mry of lhe paras:l:c trans;stors present:

\im&in 8y iié tuming o
A gfbihéviclavot Y68, CMOSin

r(eu; Q‘ggwn in fgum:»‘ 5. -ﬁ!thuugh the

. depletion implant and "bune; “optatt .masks uqujred for the NMOS process are
- ., a0t uqusr:d CMGS ﬁbMIOﬁ re.qunes “the deﬁnmon ol’ 111! nwen areas n
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addition 1o defercnnauon between acuve tegions to be dopcd P’ and n”; 1his
.. makes CMOS fabrication more complex than NMOS. ‘The power and 0V con-
* niections ta the CMOS inverter are normally effected Mybutting contacts as
shown in the layout and it can be seen that here the metalaonnects a region of -
- n* diffusion to an adjacent p* diffusion area. This melhn& of connecting the
.+ rails is preferred as it minimises the s:hccm area occupied.. .

Metal ' Oximm

. el Fiald
Field oxide _ e - oxide

QP type aubrirate

 Pwre 34 Final émmic'ﬁqp _ofaCli,OS}W'-f

The slaning material for the CMQS process is L ¥ p-typ&wbstme The area
defined by mask 1 is converted to n-type and foris the awell for the PMOS
devices. Mask 2 defines all the diffusion teﬂau for the PMOS and NMOS

" devices and any diffusion interconnections. exiemal tosthese active
-areas are covered with an isolating fleld oxide, M 3 m the n-well arca
and the regions extermnal (0 it are subjected to a threshold:i

Surface oxidisation with a thin layer of oxide I» foﬂt#ed by coating the -
waler surface with polysilicon. Masl: 4 defines where the polysilicon and under.
lying gate oxide ste to remain. A pt d:ﬂ'uson using magk $ defines the source
and drain regions “of the PMOS devices and the lubstme ‘tonnection ares. An
n* diffusion using the reverse of mask § now defines the soarce and drain regions

. of NMOS devices and the n-well connection area. Note- ﬂm again-a device's
T e source and drain areas are self-aligned with Tespect to the g,
The remaining processing is very similar 10 that for NMOS. Isolation oxide is
grown over .the wafer and mask & defines. the pouum of contact cuts. The
. . . surface it covered with aluminium and mask 7 defines whare meral is to remain.
=" Finally, the surface is covered with an overlay oxide and.mask 8 defines the
.. contact cuts in the overlay for the input and output pad positions. The final .
" ., -Cross-section of the invener, corresponding 10 the arrowed line on the layoul
iz shown in figure 3.4 . .
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upon factors such as imperfections in gases and materials used, and mis-alignment
of masks causing mis-registration between the patterning layers. Processing faults
nomally cause unwanted short circuits between layers or cause open circuits
-owing to breaks in the conducting layers or poor contact between them; such
faults make the design function in a different manner to that expected.

Process control is monitored by parametric test circuits on the wafer. These
are normally implemented by placing test chips, called drop-ins, at random chip
positions on the wafer or by allocating some area on each chip design for a test
circuit; the former method is preferable as the user does not lose valuable silicon
ares. After processing, these test areas are exercised and their electrical para-
meters observed. For example, device threshold voltages, €u,/D, resistances,
cipacitances and test circuit speeds might be monitored.

- Wafers which have a reasonable percentage of test circuits satisfying the speci-
fied processing tolerances for the fabrication line are suitable for functional
testing. The wafer is either cut (scribed) and a selection of chips from random
points on the wafer are packaged for the user to evaluate, or the wafer is tested
prior to scribing so that only working chips are packaged and given to the user,
Clearly, testing prior to packaging is preferable although it involves the use of
specialised test equipment.

It is hardly surprising, in view of the complexity of fabrication, that the
- percentage of functionally working circuits on a wafer (called the ‘yield') is not
high and that a yield of 30 per cent is considered to be good. It should also be
" noted that, in general, the greater the silicon ares occupied by a design, the
smaller the resulting yield, and for large designs this factor should be taken into
. consideration at the system design stage when error detection, correction or fail-

safe strategies are determined.

© 3.8 Electrical Parameters

Each process has parameter values associsted with the particular line. These
include not only figures for the transistor parameters. but also values for the
resistance and capacitance of the conducting layers. The parameter values are
directly related to the system performance snd ‘circuit design. Table 3.1 shows
typical values for a process with 3’6 yum minimurm line width.

The transistor parameters allow the user to calculate transistor aspect ra(ios
lnd several examples of their use have been given in chapter 2. The capacitance
values combined with' the geometric layout enable the approximate magnitude
of the capacitance at any point in a circuit 1o be estimated; these can subse-

- Quently be used in circuit simulation to determine the speed of operation.

For example, consider the layout of the NMOS inverter in figure 3.2. The
input capacitance Cy, of the inverter is the gate capacitance Cpy, of the enhance-
ment transistor plus the capacitance Cyqyy of the other polysilicon driven by the
input. If figure 3.2 is drawn 10 a scale of 3 um per division (that is, 9 um® per

i
f
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Table 3.1 Typical process parameters for a 6 um line

Transistor paramelters - - _ .
NMOS enhancement device - Fu=2t V¥V, =0V
S . etin/D =30 pASV? ..
. NMOS depletion device, Va=-4VatF,=0V
S Vu ea/D=135gAN?
PMOS enhancement transistor Vip®ilVaiVy =0V
' ' L L eug/D=1S pAIV?
Capdcitafices - e T T
Diffusion . - 0:00013 pF/um’ _ _
Cate . 700004 pFlam® v .
Palysilicon © . 010005 pE/um’ .
Metal 7 - 0.00003 pFium®
Resistances . T
. Diffusion "o 8-15 Qsquare
Polysilicon -~ . 20-80 fl/square : -
Metal 003 fY/square ' T

square). corresponding -to a. minimum Tine width: of. 6 um, then the gate area
attached 10 Vi i: lmpm {6 um x 18 um) and the remaimn; polynbcon also -
occupies 108 um Yoo - . , _ :

e ™ 10640004 oF = 0043 pF

and
(:W.,r = 108 x 0.00005, pi= = 0005 pF

giving an lnput capacumce C;,., qf the order of 0. 05 pF .

To calculate the outpit capacitapse of the inverter, it is necessary to evalua%e __ '
the czpmtancc of all features electrically cunnc:;lg:d 10 Vour. Thus Cour, SOM-
prises the-gate capacitance of the depletion transistor, Coy., plus the capacitance:, '
of the remaining .polysilicon gonnected to Vg, (including the- ‘buried contact .
area), C,o,y, plus the capacitance of the dtffusnon between th: driver and. loui . .'
transistors, Cayy. Usmg the layoul Lo gwn the number of squares relevant 1Q eaii
Aerm o . A W .

A

C,... ~=8;r9x00004pf-'=00"9 pF _
Cpo,,,=48x9x000005 pFﬂOO"le
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Cagt =24 x 9 x 0.000L3 pF = 0.028 pF

giving 2 10tal Couy of 0.08 pF. 1t should be appreciated that this is only an
approximation, as capacitance parameters have 3 wide tolerance (typically £ 15
per cent) and are voltage dependent. In addition, sccondary effects such as the
gate-drain capacitance of the pull-down transistor contribute to Cow 50 that a
value of about 0.1 pF is more realistic.

The resistance of a conducting material of constant depth is proportional to
its Jengthfwidih and is therefore measured in ohms per square since the resist-
ance is independent of the size of the square. The resistance values for the process
when combined with the capacitance figures determine the effect of intercon-
necting signals between a circuit output and input,

For example, consider an interconnection of length L jm and width W g
having a resistance of R $lfsquare and 3 capacitance of C pF/um?. The line
resistance R; is LR/W §1 and the line capacitance G is LWC pF. The line delay
R(C; is therefore LYCR/ 1000 ns.

In a 6 mm x & mm silicon chip, the maximum line length arises between two
diagonally opposite comers of the chip. Assuming only vertical and horizontal
connections are allowed, the mmaximum line length is 12 mm. Using the above
formula for the line delay with the capacitance and average resistance values
given for polysilicon, diffusion and metal, the delay down a 12 mm line is about
360 ns for a polysilicon interconnection, 187 ns for 2 diffusion line and only
0.13 as for a metal line. :

Thus the delay down diffusion and polysilicon lines can be very significant.
Often, an output.Is connected 10 more than one gate input and if these inpuis
are spaced along the output line then there will be a time difference belween
the arrival of the output signat at the different inputs, The readef should be
aware that this timing difference or skew can be considerable for polysilicon and
diffusion lines.

It is clearly advantageous to have 25 many long interconnections as possible
in metal and otherwise to use diffusion. However, mast circuit inputs (and
cutputs in NMOS) are in polysilicon. This, combined with the problem of inter-
connecting many points and the availability of only 3 single metal fayer, imposes

" a diffesent routing scheme. As a result, it is normal practice to run metal lines in
one direction, say vertically, and to place polysilicon or diffusion interconnec
tions at right angles to this — that is, horizontatly. )

Where long lines in polysilicon or diffusion ase unavoidabie, the line delay can
be significantly reduced by inserting gates in the signal path since the delay is
proportional to the square of the line length. For example, a gate placed halfway
down a 12 mm polysilicon tine reduces the delay 10 180 ns (S0 ns for each 6 mm
section).

it should be noted that two layers of metal would greatly ¢ase the problem

of delays down lines; unfostunately. this is not at piesent generally available for
full cusiom design.
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3.6 Scaling

Elecirical parameters relating to a 6 um process have been presented. These
results can also be used to estimate the characteristics of finer geometry pro-
cesses by scaling features. The effects of scaling are most easily considered by
assuming that all geometsic dimensions (horizontal and vertical) and voltages are
reduced by a constant factor a. Thus

new Wid‘h W= old width - _’!
a

scale facios
new Jength L' = Lfa
new thickness D' = Dfa

new supply voltage Vo = Vpfa
and

new enhancement device threshold ¥y, = V. fd

Applying the cument equilion (2.3) 10 » scaled transistor, itls saturation
current f* is

W w a7
e wa-vip -l

Thus. the curment per transistor decreases by 2 factor . However, since a factor
of & more scaled devices can be placed on 2 similar sizéd chip, the current
drawn from the supply increases by a factor ¢ The scaled supply voltage is Vip/a,
¢o that the power supplied to » tirnilar sized chip is unaltered by scaling.

Circuit capacitances are reduced by a factor g since

c .._........_CL? -E
D s

Relating 1his to the gate delay of the scaled circuit

gate de!ay o DNl CIL

Hence

gate dehy' = L:ell_)‘(_



Fabrication and Design Rules

and the gate speed is increased by a factor a. Now the gate power is

‘l!’ V’
Vv"‘;'g' .

so the speed-power product is

speed-power product

speed-power product’ = gate delay' ¥, I = >

it can be szén that, apart from the increase in current density on the chip, the
other effects of reducing features and voltages are all advantageous. However,
another unwanted effect arises when considering the delay down lines inter-
connecting gates. Here the length does not scale as the chip is assumed to be of
similar ares. Hence line lengths will remain constant. (Indeed Jengths aze likely
to increase as improvesnents in the technology allow increased chip sizes.)

Assusning an interconnection length L, the line capacitance remains the same
sifice

Ci= EL_._;?. =
D

but the line resistance R scales up by a (actoro? as

R;c:.._‘.['__..

w'r
where T" is the new conductor depth. This gives
R ; = ‘:R*

The delay down an interconnection line is proportional to RiCi and thus
scales up by a factor ¢*. Taking & 12 mum line length again and & scsling factor
of 10, the delay is 36.0 us For & polysilicon interconnection, 18.7 g3 for » dif-
fusion line and 13 s for a metal line. Thus delays in polysilicon and diffusion
become unacceptably large and the detay down metal lines is no tonger negligible
This suggesis thar it will not be sensible to scale all features by an ideniical
factor.
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3.7 Design Rules

Design rules for the geomeiric layout have aliowed ihe design of silicon chips
to be undertaken by those with little electronic engineering background, since
their vse has removed the necessity for a detailed understanding of fabrication.
Design rules also have the advantages of shortening the design process by allowing
the user to translate from a circuit diagram to a layout in a relatively short time
(with practice!) and of enabling 1he fayout to be checked for violations.

The design rules have 10 1ake into dccount the tolerances encountered during
processing. Factors such as under or over etching cause features to expand or
contsact, while mis-segisiration of features on one layer with respect to features
on another layer cause shapes 1o deviate from their specified position.

It is usual to specify the design rules in terms of the processing tolerance for
the fabrication lme, A. X represents the maximum shift from the theoretical
position on the layoui between features on two diffetent tayess. Thus the mini-
mum length or width of a feature on any layer is 2 to allow for shape contrac-
tion. Similarly, the separation of features on a layer is a minimum of 2\ 10
ensure adequale continuity of the intervening material, Currently values of X are
between | ym and 3 um, depending on the age of the line, and it is usual to 'draw
layouts such a3 those in figures 3.2 and 3.5 to a scale of I\ per division.

Typically, the minimum width for a polysilicon and diffusion line is 2). Metal
Lines run over a more uneven surface than the other conducting layers and are
therefore 2 minimum of 3X wide 10 ensure their continuity. Polysilicon lines can
be spaced 2X apart, as can metal lines. Diffusion lines have 1o be spaced I\ apart
to avoid the possibility of their associated depletion regions overiapping and
conducting current. '

Where a diffusion line tuns paraliel to a polysilicon line, the lines are sepasated
by X 1o prevent the lines overlapping to form an unwanted capacitor. Metal lines
can pass over both diffusion and polysilicon without electrical effect. However.
because of the uneven surface for metal, it is the recommended practice to leave
A between a metal edge and a polysiticon or diffusion line to which'it is not
electrically connected (that ‘is, the metal is unrelated to 1he polysiiicon or dif-
fusion). These rules relating 1o the minimum width and separation of conducting
lines aze illustrated in figere 3.6: again, the length of each division on the dia.
gram is A.

A transistor is formed where polysilicon crosses diffusion with thin oxide
between these layers It should be noted that the design rules for the minimum
line width of polysilicon and diffusion define 2 transisior Bate, source and drain
to have a minimum length and width of 2X. In addition, the polysilicon of the
gate extends 22 beyond the gaic area on o the field oxide 1o prevent the drain
and source fyom shorting. Fhese rules can be observed in figures 3.5 and 3.6.

In NMOS, a depletion implant is used to form 3 depletion transistor, An
implant sursounding the transistor by 2A ensures that po pant of the transisior
Temains in the enhancement mode. and similarly 2 separation of 2x from ihe
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get of an enbanement transistor aviods affecting this device. {mplunis are
seprated by 2’k io prevent them form (see figure 3.6)

I
-
-
|
i

-
E.

AN

EL RN LLEN (14

i
|
.K':_.d_..

3

i_
i
_.+-

r

4
i

' i

%

TRSEE W Ilﬂl.l“'lﬂ.lt N ENNEN

A

-

[ |
I : :- |
-+l_ - ‘ i i . i i

| 1 |
Figure 3.6 Examples of the NMOS design rules

The gate and source of a deplication device are contected together to from the |
load in NMOS circuts. This connection cun be made by a connection known as
4 ‘butting conrtuct; where metal makes contact 10 both the diffusion forming
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the source of the depletion transisior and 10 the polysiticon forming this device's
gate. The advantage of the buiting contact is that it removes the need for the
buried contact mask and fts associated processing, Mowever, considering the
cross-section of such a contact, shown in figure 3.7, it can be seen that the metal
descending the hole has a iéndency to fracture at the polysilicon corner, causing
an open circuit. - . :

Porentisd open circuit

Metal -

Gave Polysilicon
oxide

Figure 3.7 NMOS dutting contact

For this reason, the buried comtact i the preferred method of connecting
diffusion to polysiticon in NMOS technology. As previously explained, the
buried contact windows define areas where thin oxide is to be removed 5o that
polysilicon connects directly to diffusion. The contact area between palysilicon
and diffusion must be -2 minimum of 2\ X 2\ (o ensure an adequate contact
area and the buried contact winddw must surround this contact area by X in all
directions toavoid any part of this srea forming a (parasitic) transistor. Similarly,
2 buried contact window must be separated from its related transistor gate by
A to prevent the gate ares from being reduced. Figure 3.2 fllustrates the rules
appertaining to buried contacts, | - :

~ A more compact method of buried contact connection, shewn in figure 3.8,
can be used where the channel length is long or is not critical. Here the gate
length is dependent upon the alignment of the buried ‘contact mask refative to
the polysilicon and can therefore vary by ) from its nominal value.

_ Metal connects to polysilicon of diffusion via contact cuts, Again the contact
area must be 2 X 2 10 ensure an adequate contact. The metal and polysilicon’
o7 diffusion must overlap this contact area by A so that the two desited con.
ductors encompass the contact area despite any mis-alignment between the con-
ducting layers and the contact hole. Contact holes are spaced 2 from any gate
regions: to ensure that o contact to any part of the gate is attempted. These rules
for comtact cuts are shown in figures 3.2, 3.5 and 3.6, The minimum separation
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Figure 3.8 Alternative buried contact tonnection

of holes is ZA to prevent holes from merging. Firally, where lacge arcas of metal
are 1o be connected to large areas of diffusion or polysilicon, several contact cuts
should be used; this causes the current flow between the two layers to be more
evently distributed and reduces the resistance of the bulk diffusion or polysilicon
area,

The rules for CMOS lzyouu are similar to those for NMOS, except that the
nales for depletion implants and buried contacts do not apply. The additional
rules for CMOS are shown in figure 3.5 and concem the definition of the n-well
area, the threshold implant for the two types of transistor and the definition of
the source and deain regions for the PMOS and NMOS devices.

To ensure the separation of the PMOS and NMOS devices, the n-wel) sup-
porting a PMOS device is spaced 6) from the active area (diffusion) of the
NMOS transistor: this avoids any overlap of their assoclated depletion regions.
The n-well must completely surround the PMOS device’s active atea, necessitating
an overlap of 2A. The threshold implant mask covers alt n-wells lnd surrounds
the n-well by A. The p* diffusion mask defines the areas 10 receive a p* diffusion,
It is thus coincident with the threshold mask surrounding the PMOS tnrmstor
_ but excludes the n-well region to be connected to the supply. ln sddition, s p”

diffusion is required to effect the ground connection to the substrate. This
" diffusion mask therefore also defines this substrate region, and the mask should
surround the conducting material of this contact area by ).

It will be noted from figure 3.5 that butting connections are used to connect
adjacent areas of semniconducior. As usual. the contact area to each type of semi-
conductor is 2A X 2A. making a total contact area of 2X x 94X, Again, the con-
ducting materials must surround the contict area by A ail round. Figure 3.4
shows that both semiconductor regions of the butting contact are at the same
level and there is thus no likelihood of the metal fracturing as in NMOS.
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Neither NMOS nor CMOS usuatly allow"contact euts 10 the gate of & tran-
sistor, because of the danger of etching away part of the gate. This represents
no real restriction as a relatively large gate srea would be required under the
design rules to support such 2 connection! In fact it should be noted that con.
tact cuts increzse silicon area, as it is necessary to increase conduction widths 1o
4\ to encompass them. : ) _

In theory, the ) coavention and similar design rules atiow designs to be fabri-
cated on many processing lines. However, in practice the requirements of indi-
vidual processing lines usvally differ sufficienilty ta require o redesign of some
layers of the geometric layout. For example, a layout based on 2 CMOS n-well
process cannot be directly ported to .2 pwell process. Similarly, an NMOS
layout using buried contacts will require some redesign to run on a process not
supporting such contacts. It is thercfore advisable that the user knows which
fabrication line is to be used before the layout is commenced. :

3,8'Stidt_ Diagramns

A direct transtation of a complex circuit diagram of many transistors to 3 geo.
metric layout can be difficult, and may well require a few attempts before a
compact layout complying with ‘the design rules it obtained, Progressing 10 2
geometric layout is greatly aided if the civcuit is represented in stick diagram
form. : '

The stick diagram is & representation of the circuit in terms of the lines and
connections required oa esch mask level. The diagrams are deawn with the
symbels {or colours) associated with the different pstteming layers and if, in
addition, all tranistor aspect ratios are specified then the stick diagram corres-
ponds directly with the linés and connections of the layout. Thus the stick

disgram of the NMOS inverter of figuze 3.2 is shown in figure 3.9.

By - - Ky
A il — " Diffusion
o 172 sceen Depletion implent
: . Vour {}  Burisd contact
— Nvilicm
g Vo et 3 * Contact cut

Flgure 3.9 Stick diagram of the NMOS inverter with a depletion load
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The advantage of a stick diagram is that it allows a circuit (0 be translated
directly and easily into a geomettic layoul with the aid of the design rules.
Furthermore, the stick diagram can be combined with the layout rles to esti-
mate the size of & circuit without the need to draw a [ull geometric layout.

For example from figure 3.9, the width of the NMOS inverter can be esti-
mated to be 10X, comprising 6) for the width of the enhancement mode tran. -
sistor (since the minimum line length is 2X and the device's aspect ratio is 3/1)
and 2\ on either side of Lhe gaie region to ensure that the device's drain and
source do not short by reaching round the gate ares.

Stick diagrams are a very positive aid to translating from a circuit 10 a layout
and their use prior to the layout stage is recomemended.

3.9 Funthes Reading

T. W. Griswold, ‘Portable design rules for bulk CMOS", VLS/ Design, September
(1982) pp. 62-7, B '

J. Mavor, M. A. Jack and P. B. Denyer, Introduction to MOS LSI Design,
AddisonWesley, 1983.

C. Mead and L. Conway, Introduction 1o VLSI Systems, Addison.-Wesley, 1980.
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Circuit design is the realisation of the required logic for a system in terms of
transistor circuits. The design objective of thic stage is to produce a circuit which
optimises the often conflicting requirements of minimum silicon area, minimum
power consumed and maximum circuit speed. In addition, the difficulty of
managing the design of 2 large system on a chip necessitates the adoption of
repetitive, simple structures; this increases the chances of gelting a working chip
at the first attempt and greatly reduces the design time compared with an ad
hoc approach. '

4.1 Combinationa and Sequential Logic

Logic design normally comprises combinational logic and memory elements. No
storage is associated with combinational fogic circuits. Thus the output of such a
circuit can be regarded as responding to its inputs according to the logic function
being performed. If the delay through the circuit from applying an input to the
output responding is T4, then the output at time T + T4 is a function of she
inputs at time T. '

There are two approaches to implementing combinational fogic: these are
fandom logic and the transistor array. In the former, a desired togic function is
directly implemented as a circuit. The implementation may be a single circuit or .
the function may be subdivided and a (simpler) circuit designed for cach pant;
this latter method has the advantage of producing circuits which can normaily be
used to realise other logic functions in the design. Thus combinational logic
designed in this way tends to comprise 2 set of special-purpose functional cells.
While such an ad hoc method tends to maximise the circui speed, the design
time is usually large compared with a more structured approach.

The alternative method of designing combinational logic is that of a transistoe
aray. Here 3 two-dimensional, regular array of transistor positions is used 10
implement functions by placing transistors at the appropriate positions. The
T3y it a general-purpose circuil whose structure is simple as well as regular. The
design time can therefore be short and such a technique is highly suited 10
Computer Aided Computer Design {CACD) assistance.

A memory element output is a function of its inputs and sometimes its output
a1 3 previous time. The two main methods for implementing such devices are

6
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static and dynamic circvits. Storage elements based upon a static technique rely-
on feedback 10 maintain the output state {indefinitely) until it is altered.
Dynaic circuits store states as charge upon a capacitor and since charge can
leak from the capacitor, the data has to be periodically refreshed.

New data is normally entered into a memory element when a timing pulse or
clock is spplied to it. The timing strategy is usuvally determined at the system
Jevel and clearly the use of dynamic circuits imposes 3 minimum (requency on
the system. Despite the need to refresh data and the fact that the clock-driving
cireuits for dynamic elements tend o be motre complex than those for static
circuits because of loading considerations, dynamic elements have the advantage
that they use fewer transistors per memory bit, occupy less silicon area and
consume less power than astatic circuit. For this reason, both static and dynamic
elements are used in a system, depending upon the application.

This chapter examines how the fundamental circuits of chapter 2 can be
developed 1o implement combinational and memory functions using the tech-
niques outlined in this section,

4.2 Random Logic

Any sysiem can be constructed from nand o1 nor gates and figure 4.12 depicts
3 two-input nand gate in terms of voitage-controlled switches. Here, 2 high level
on A and B closes switches S1 and S2, causing Voue 10 be connected o 0 V. I
cither A of B or both are low, then cither $1 or 52 or both switches are open
and there is no connection between Vo and O V; no current flows in the load
and thus ¥y, ishigh at 5 V.

Figure 4.1b shows the realisation of this nand gate in NMOS technology. A
high level on A and B tums T1 and T2 on and the output level depends on the
aspeet ratios chosen for the transistors. Logic families are usually based upon 2
standard basic circuit so that the different functions of the family have the same
output characteristics, such as output voliage levels and current capability, if
this convention is adopted for NMOS logic and functions are designed to display
. similar output features to those of the NMOS inverter of section 2.9, then the
nand gate has a low leve) output voltage of ©.3 ¥ and a pull-up transistor aspect
ratio of /2. .

For an n-input nand gate, the drain-source voltage of each puil-down tran-
sistor is spproximately 0.3/n V - .upared wilh 0.3 V for the inverter. It is thus
necessary to increase thie aspe. (atio of all pull-down transistors.in the nand gate
to 3nf). A 6]1 aspect ratio is (rerefore required for T1 and T2 in figure 4.1b.

1t should be noted that the input and outpu capacitance of the nand gate are
greater than those for the inverter. The additional outpul capacitance is due to
an increase in the diffusion area connected 10 ¥y, ansing from the increase in
the width of the pull-down transistors. More importantly. the capacitance of
eachinput is increased by a lactor of approximat#ly # compared with he inverter
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input, owing to the inctca:.cd_ gate arez. This adversely affects the input and
output ¢dge times of the nand gate. As a result, it is inadvisable to use nand gates
with a fan-in greater than 4, :
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A CMOS nand gate is obtained by replacing the load with PMOS transistons
placed in parallel, as shown in figure 4.1¢. If A and B are high, T1 and T2 are on,
and T3 and T4 are off; thus Vo, is low. For all other combinations of Asnd B,
at least one of T1 and T2 is off, and at least one of T3 and T4 is on, connecting
Vw oSV, -

A CMOS circuit requiring n pull-down transistors has n1 pull-up transistors. In
geneial, pchannel transistors connected in series in the pull-down circuit have
their associated p-channel transistors connected in paralle] in the pull-up circuit
and vice versa. This can lead (0 some unwicldy and large structures compared
with the equivalent NMOS circuit which only requires » + 1 transistors (se¢
figure 4.3). This is particularly true if the transistor aspect ratios in CMOS cir-
cuits are chosen so as to give similar edge times to the CMOS inverter. Itis there.
fore usual to use minimum geometry transistor sizes for all transistors in CMOS
circuits, and to accept the resulting slower edge times plqi the disparity between
rising and falling edge times arising {rom the diffesence between hole and clectron
mobitity. -

Figere 4 22 shows a two-input nor gate in the form of switches. Lf A is high,
switch S1 closes while switch $2 closes if B is high; in either case Voyy is low.
Thas ¥y, is high only if both A and B are low so that 51 and §2 are both open.

The NMOS two-inpui nor gate is shown’in figure 4.2b. Again the circuit has
output characteristics similar to those for the NMOS inverter. 1t should be noted
that Veyr i3 0.3 V of Jess if at least one input is high. Hence the aspect ratio of
1he pull-down transistors is 3/1. The output is 0.3 V if only one inpul 10 the nor
gatc is high. If A and’8 are both high, T1 and T2 are on and the saturation
current from the pullup trandistor T3 splits between T1 and T2, causing Vou
,to become approximately 0.15 V. In general, an n-input nor gate with m high
inputs has a Vo, 0f0.3/m V. :

The output capacitance of the nor gate is increased comparcd with that for
the NMOS inverter as & resuli of the additional diffusion area in the pull-down
circuit. However, the capacitance of each input is identical to that for the
inverter. Thus it is advaniageous in 1erms of Lhe load on the driving logic to use
nor gates rather than mand gates, and nor gates should be used in preference
to nand gates in designs wherever possible. :

The CMOS equivalent of 2 two-input nor gate is obtained by replacing the
load with two PMOS transistors in series, as shown in figuse 4.2c. 1f A snd B are
tow then T3 and T4 are on, and T1 and T2 are off; thut ¥,y is high For all
other combinations of A and B, at least one of T1 and T2 is on, and » least one
of T3 and T4 is off, making V,,,, low. .

A system constructed from just nor or nand elements tends to contsin a large
nurber of elements and constrains the user to thinking in terms of primitive
functions. Jt does not 1ake ‘advaniage. of the possibilities offered by the tech-
nology. It is thus far better, if a random logic approach is adopled, 10 think
in terms of the funclions required in a design and 1o implement these; this is
pariicularly applicable if such special-purpose functions can be used many times.
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Fgure4.2 A two-input not gate: (a)switches, (b) NMOS technology (c) CMOS
clreuit :

For example, the and-or-not function
Vous AFB.CYDEF

¢an be (ar more efficiently implemented as 2 single gate thah as 3 set of nor ﬁd
nand gates. Figure 4.3, parts a and b, illustrate the NMOS and CMOS imple-
mentation of this complex logic function. Each branch in the pull-down citcuit

et.2cts the and operation while the coanection of the branches to Vout perlorms
the or-not {that it, nor) function '
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‘NMOS technology. The circuit is 2 two-to-one muitiplexor with an enable, |t
perfonus the Jogic function

Fout = Easble. (Select A + Select.8)

If Enable is high, then Vour becomes equal 10 4 or 8, depending wpon the state
of the control input, Select; if Select is low, A is transmitted to ¥, and if high,
Fout €quals 8. When the circuit is not enabled, Four is low. -

Since the threshold of 2 depletion device is —4 V_ these transistors can aiways

are high, and B is passed 1o Vour- The bottom row s activated if Enable is low
and OV i transmitied 1o Four. Thus one row {and only one row) is always
activated. : .
- Clearly, the amay is well suited fo implementing functions where the contzol
inputs applied to the enhancement transistor gates are common 1o several rows,
Thus functions such as the complex expression illustrated in figure 4.3 would be
inefficient 1o implement with this type of araay,
A CMOS pass transistor array perfonming the same function is shown in figure
4.4b. As depletion devices are not avaitable in this technology, inpet variabies

positioned vertically are in metal so that they can pass over input variables

The advantages of the NMOS pass transistor arcay are the small amount of

cuts, and very low POwer consumption as there is no connection beiween power
and ground. However, 5 depletion device tends 10 cur off when its gate vollage
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Figure 4.4 Pass tronsistor array: {a) NMOS, (b) CMOS
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is low and its drain and source voliages are high. This effect combined with the
delay through a chain of enhancement pass transistors (section 2.13) usually
gives this circult a significantly longer delay time than the equivalent random
logic circuit. The delays associated with the depletion transistors can be avoided
by organising the array in 3 similar manner to the CMOS array of figure 4.4b,
Here, the depletion transistors are replaced by metal. overpasses running over
the diffusion. The layout is clearly not as compact as that in figure 4,42,

The speed-power product of a ciscuit is often used ac a COMPparison measure
between different design styles. This product for the pass transistor array usually
compares unfavourably with ihat for the equivalent 1andom logic circuit. Thus,
unless the user's primasy requirement is to minimise the 2rea occupied and
the power consumed, an alternative transistor array should be used.

4.4 Programmable Logic Armay

A programmable logic array or PLA consists of iwo transistor arrays which
combine to form the sum of products function (see figure 4.5). The first array.
called the AND plane, performs the and function as required on its N inputs and
outputs P product terms. These are input 1o the second plane, called the OR
plane, which performs the or function on the product terms as specified. The
§ outputs from this plane are thus the sum of products,

NrﬁAP’D plane P xS OR plane
Ard - . :
Pproductierms  {olg o
: . . 'l i T 4
And -
And .
Ninpuy -§ outputs

Figure 4.5 General structure of programimable logic array
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In practice, since nor gates are used in preference to nand gates, the two
planes arc implemented a5 nor arrays and are thus identical in structure except
that the OR plane is rotated clockwise by 90° with respect 1o the AND plane.
Since the second armay performs the nor fonction rather than or, it is necessary
to invert ail outputs from the OR plane. Alternatively, these output inverters
can be omitted if the two planes are designed to form the inverse of the inverse
sum of products expression. it is also usual to buffer the input signals to the
PLA because of the capacitive loading on the AND plane and because an inverter
is often required here in any ¢ase_to provide the inverse of an input signal.

As an exampk of a PLA design, conszider 3 three-line prddrity encoder which
indicates the highest priosity line activated s a two-bit number if the circuit is
enabled, The tyuth table for this circult is shown in table 4.1, D@ is the top
priority line and D2 the bottom priority. A and B both low indicates that the
circuit is not enabled or that all priority Lines are *0'. If & priority line is activated
by taking it toa ‘1’, then A and B correspond to the highest priority line present.

Table 4.] Truth table for three.fine priority encoder

_ Inpu}: Chutpurs
Enable D0 D! D2 A B
0 X X. X 0 -0
1 0 0 o (4] 0
1 1 X X i 1
] o L X - 1 0
1 o 0 1 0

X =Oort - that s, don't care.
Inspection of the truth table reveals that

A = Enable DO + Enable .DJ
8 = Enable.D0 + Enable DI D2

Thus the AND plane forms three product terms 9, P1 and P2 where

M= Enable.Dg = Enable + DO
P1 = Enable DI = Enable + DI
P2 = Enable. DI.D2 = Enable + D{ + D2

PO_ Pl and P2 are combined in the OR pland to form the sum of products terms
S0 and 51 where
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SQ=P0+ Pl = Enabe.DO + Enable.D/ _
51=P0+P2 = Enable.D0 + Enable.D1.D2

Finally 50 and §1 have to be inverted to form the desised A and & ouputs,

Figure 4.6 shows the PLA implementation of the priority encoder. 1t can be
seen that the arrays are effectively a set of multi-input nor gates whose outpuis
are distributed along the entire width of 3 plane. The input lines to a plane run
at 90° to the output Jines and thus any input can be connected to any output
line 35 required. X o .

Comparing the charactesistics of this PLA circuit with those of the equivalent
random logic circuit, the and-nor funcdo@u is implemented in two (nor) stages of
logic whereas it i¢ a single level in random logic. The PLA can therefore be
expected to operate more slowly than the random logic "circuit, The power
consumption of this PLA is 2lso more than that for the random logic circuit,
owing to the fact that in the PLA 2 larger number of circuits are invalved in
forming the output. I the circuit speed-is expréssed in terms of the circuit delay,
then it is apparent that the speed-power product of the PLA will be greater than
that of its random logic equivalent, It should also be apparent that large PLAs
are impractical because of the high capacitance associated with the input and
output lines of the array, '

The area oceupied by s PLA is more efficiently utilised when inputs are
common 1o several product terms, and product terms are common 1o several
sum of product outputs. Thus figure 4.6 illustrates a function that. is efficient
in area to implement since the Enable input is common 10 all three product
terms and the product term PO is common 1o A and B. Even 5o, only 11 out of
27 possible pull-down transistor positions are used.

A sparse array is inefficient in terms of the space it occupies and the designer
should investigate alternative circuit arrangements. A reduction in the space may
© Tesult from the use of just ona plane with the addition of some random logic
or by the implementation of a set of (smaller) PLAs arising from the pattitioning
of the funciion. Alternatively, the PLA sire may be reduced by externally com-
bining some inputs so that a smaller number of inputs and praduct terms are
fequired. : '

Another wechnique to utilise space mote effectively is to fold the array. This
approach takes advantage of sparseness in rows and columns and is demonsiraled
in figure 4.7 for the priority encoder example. By suitably arranging the input
and output lines in addition 10 splitting a row and column, advantage has been
taken of unused transistor posttions in the original arrays. The top row of figure
4.7 can be split because the product term Enable. D1 is not used in the formation
of 8 and Enable.DI. D2 is not used in A's formation. The spli in the Jefimost
column is possible as Do only appears in one product term. As a result of this
compression. 11 out of 14 pulldown positions are used.
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The advantage of the PLA is that it is very easy to design arrays for any logic
function and the geometric layout can be implemented quickly, even if it has
been hand designed. Such a regular and simple structure leads itself to CACD
techniques. This is true at all levels of 3 PLA's design since a set of rules can
easily be formulated which translates the user’s Boolean expressions of output
functions into a geometric layout. This translation process could also include
logic minimisation on the expressiont supplied, and possibly fold the PLA. The
PLA is likely to function correctly at the first deisgn attempt, particularly if
CACD aids are used; this is not so easily achievable with an ad hoc approach.

CMOS technology is not so clegantly implemented a3 a PLA structure because
of the aature of its pull-up circuit. Since the arrays implement the nor function,
the pull-up citcuit consists of PMOS transistors placed in scries between an array
output and the power rail (se¢ figure 4.2¢). Por cach transistor in the pull-down
circuit, these is a corresponding PMOS transistor in the pull-up circuit and thus
inpute to the pull-down transistors in both srrays have to be connected to their
associated pull-up transistor. Clearly, the CMOS pull-up circuit will significantly
increase the area occupied by a PLA compared with its NMOS equivalent.

Figure 4.8 shows how each nor gate in each piane of a CMOS PLA can be
modified to avoid the implementation of the conventional CMOS pull-up circuit.
The pull-up circuit now consists of a PMOS transistor Tl and the pull-down
circuit has an additional NMOS transistor T2 conmected in series with the
standard pull-down circuit, comprising transistors T3 to TX. During the pre-
charge period, Pre-charge islow 30 T1 is on and T2 is off. Thus, regardless of the
input levels to the other pull down transistors, there is no connection between
the nos gate output and 0 V; the output charges up to S V via T,

5V

Pre-charge-——l p T%

r oY, A+ B s X

S ST R

P:e-cmrge—, © T2

av
Figure 48 A pre.charged nor gate
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When Pre-charge is taken high, T1 tumns off and T2 turns on. If the gate input
1o any other pull-down transistor is high, then there is a series path between the
array plane output and 0V, causing the output to discharge 10 0 V. However, if
the inputs of transistors T3 to T.X are alf low, there is no current path Lo ground
and the output remains at 5 V. Since the pull-up circuit is active when the pull-
down circuit is off and vice versa, the circuit operates correctly, regardless of
aspect ratios; af) transisiors can be minimuim geometry. The circuit is essentialiy
dynamic and in the case of a high output there is no connection to either rail;
the voltage is maintained by the charge on-the output capacitance of the nor
gate. The two distinct phases of operation required cause this type of PLA ta be
slowes than conventional PLAs and clearly the output is not valid during the
precharge period.

4.5 Static Flip Flops

A flip flop is 2 memory device with two stable states, one of which represenis
the storage of a ‘0" and the other the storage of a*1”. The basis of a static fiip
flop arises from cross-coupling two inverters, as shown in figure 4.9 for NMOS
technology. Transistors T and ‘T3 form one inverter, and T2 and T4 the other
inverter.

S5V

g

ov

Figure 4.9 Basis of static (NMOS) flip flop

If the gate of T1 is high at 5 V, then T! is on and Q is low at about 0.3 V.
Thus T2 is off, causing 10 be high at § V. Thus the feedback connections of

" TI's drain 1o T2's gate and T2's drain to T1%s gate maintain and reinforce this
existing state. The other flip flop state arises if the Bate of ¥2 is high at 5 V.
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Here. T2 is on and @ is low. § holds T1 off so @ is high. Again the feedback
maintains the existing state. '

By adding additional pull-down transistors in parallel with T} and T2, the
different types of commonly encountered flip flops can be constructed. Figure
4.102 shows that with' the sddition of transistors T5 and T6, a Set-Reset flip
flop is obuained. The circuit is now that of two cross-coupled nor gates, as shown
in figure 4.10b.

—— 5V
12 l—— '—-":14
1] a
.Rem——l 15 n:” H:n To F——s«
- ov
=)
Set ——ton —— Reset
Awsert Sn ‘ t
¢ G. o &
i} te}

Figure 4.10 (NMOS) Set-Reset flip fiop: () circuit diagram, (b) logic diagram,
(c) logic symbol

Normally Reset and Set are Jow so TS and T6 are off and the existing state is
~maintained by the feedback. Consider that the flip flop is in the reset state with
Q low and & high. To switch the {lip flop 1o the set state (Q high, § tow). Sct
is taken high. This turns T6 on, forcing @ low. With Reset low, both T and T5
are off, 30 O goes high, turmning T2 on. This reinforces the tow on 3. When Set is
removed (that is, goes Jow), the feedback between T) and T2 maintains this
state. To change back to the reset state, Reset is taken high while Set remains
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tow. This turns TS on, forcing  low which in tum switches T2 off. Since T2
and T6 are off, ¢ rises, tuming T1 on so that the reset state continues when
Resed retums to ‘0,

It should be noted that if Set and Reset are high simultaneously, then Q and
O become low at this time. If both inputs are removed together, then the final
state of the flip flop cannot be predicted. Such an indeterminate state should, of
¢outse, be avoided in designs.

The storing of data in a flip flop is often synchronised to a timing signal, Such
clocked flip flops are either edge or level triggered, depending upon the circuit
design. In the former type, the flip flop is clocked when the clock level changes.
If this change is from a Jow to s high leve] the device is said to be positive edge
triggered, while a negative edge triggered flip Nop enters new data on 3 high to
low clock change.

Data to the flip flop must be valid and remain constant before and after the
clocking edge for times refemed to as the set-up and hold time respectively.
These times, which are usually of the order of a few nanoseconds, ensure that
the flip flop fully switches when the trigger edge is applied. If the inputs are
changed during the set-up or hold time then, although the flip flop starts to
respond to this change, at the end of the hold time the outputs may be in a
pantially switched state, )

- On the expiry of the hold time, the data inputs and clock are effectively
isolated from the circuitry. The circuit thus reverts to the basic flip flop of figure
4.9. In the case of partially switched outputs, the feedback operates to magnify
any voltage difference between the outputs, causing the flip flop to eventually
switch to a valid logic state, The time for a flip flop to settle under these circum-
stances depends upon the initial voltage difference between the outputs. This
lime gets progressively longer as this voltage difference gets smalier and, for the
case of equal outputs, the flip flop can remain indefinitely in its partially switched
state. Even if a partially switched device does settle, the final logic state cannot
be predicted.

When the input-dats and clock are asynchronous, partial switching can occur
and it is usual in these circumstances for a system to allow a settling time after
the clock edge for the flip flop outputs to become valid. This time is usually
chosen to be significantly longer than the propagation delay so that a flip flop
very rarely fails 1o reach a valid logic state. Even so, it should be appreciated that
such 2 system will be subject to occasional failure. Such timing conflicts can be
avolded by the use of synchronous timing techniques, which for t}us ré2ason are
recommended for use in chip designs.

Le\rei-tnsgeted flip flops enter new data into the device when the clock is at 2
¥’ level. Again a set-up and hold time are associated with the clock but here the
times refer to the time before and after the negative clock edge, since this is the
time the clocking input to the. flip flop is removed. Again, if the data is changed
duzing the set-up or hold time then the flip flop can switch to an indeterminate
state which may or may not eventually settle to a vatid logicstate.
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In addition 10 the ability 10 clock in new data, many flip flops have a set
andfor seset facility which is not usually synchronised o the clock. Depending
upon the exact details of the circuit, set and reset may override the clock or vice
versa.

The two most common types of clocked flip flop are the D-type and the J-X,
In the D-type, the data or D input is copied to the @ output when the clock is
applied. Figure 4.11 shows the circuit for a level-triggered D-type flip flop with
an overriding set and reset input. The truth table for its operation is given in
table 4.2. :

Table 4.2 Truth table for D-type flip flop

Inputs Outpurs

Ser Reset Clock D e 0

1] 0 1] X e 0

0 0 H H 1] 1

H 0 1 1 1 0

1 0 X X 1 0

0 ! X X 0 1

1 ] X X 0 0 —indeterminate
X*0orl

Q is low if the gate voliage on transistors T1 or TS o1 T7 and T and THi is
high while {J is low if the gate voltage on T2 or T6 or T8 and T10 and T12 is
high. Thus with Set, Reset and Clock low, the existing state is maintained by
the feedback between T1 and T2.

To set the flip flop, Set is taken high. This tums T6 on and forces & low.
Since @, Reset and Set are low, T1, TS and T11 are off s all pull-down branches
connected to Q are off. Thus (2 is high and T2 is on, reinforcing the low leve) on
Q. The feedback between T1 and T2 maintains this state when Set is removed.
Note that Set connected to T11's gate Is necessary to ensure that the flip flop is
scl, regardless of the clock level, )

Similarly, the flip flop is resct by taking Reset high and leaving Set low. This
tums TS on, forcing @ low, and since no pull-down branch on 0 is on, § is high.
T1 and T2 maintain this state when Reset is removed. Again, the flip flop enters
an indeterminate state if Set and Reset are simultaneously high. '

Set and Reset are inoperative when they are tow. In this mode, data is entered

into the flip flop when Clock is high. A high level on D in these circumstances
tumns the series chain of transistors fB T10 and T12 on, forcing O low whik no
pull-down branch on @ is on sincz T1, T5 and T9 are off. Thus Q is high. Alter-
natively, a Jow level on D causes T7.T9 and T11 10 be on, forcing Q low while
Q is high, since T2, T6 and T10 are off. Thus with Set and Reset inactive. the D
input is copied to the € output when Clock is high.
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Figure 4.11 D-type flip flop with overriding Set and Reset: (a) ci-réuit diagram,
~ {b) logic diagram, {c) logic symbol g

The circuit can be simplified if restrictions arc placed on the (ip flop’s
operation, For example, T11 and T12 can be omitted if the flip flop is oaly set
or reset when the clock is ‘0", Altesmatively. if set and reset (acilities are nut
tequired, T5, 76, T11 and T12 are unnecessary.
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A J-K flip flop is an edge-triggered device whose operation is determined by
the J and X inputs when the clock is high. Its outputs indicate any new state
when the clock is removed and its truth (able is given in table 4.3,

Table 43 Truth table for J-X fip flop

Inputs _ Ourputs
J K Clock Q o
O 0 1—-0 Q e}
1 0 1-90 1 0
0 1 1-+0 0 | '
11 1~0 1-0 Q-1

arO=1 |- 0} Change state

It can be seen from the truth table that the use of the J and X inputs allows
the flip flop to continue with its current state (/ =*0°, K = 0"}, tobe set {/ ='1°,
K='0}, 10 be reset (f=°0", K="'1") or to toggle — that is, to change state
= (/="1",K ='I’) on the negative clock edge.

The last case is an example of the flip {lop outputs in one time interval deter-
mining the outpuis in the next time period and in onder to implement this
feature, the J-K device consists of two flip flops known as the ‘master’ and
‘slave’, The operation of these two flip fops Is mutually exclusive. Thus the .
master only clocks new data in when the slave is maintaining its outputs con-
stant. Similarly, the slave only clocks data in when the master's ontputs are
constant.

This can bz implemented by applying a clock to the master nd generating its
inverse which is applied 10 the slave, However, there is some overlap where both
the master and slave clocks are high and as a result, correct operation is depen-
dent upon the (master) Ibp flop propagaton delay exceeding the overlap. To
avoid the possibility of timing conflicts whers the master and slave simultaneously
clogk in data, non-overlapping clocks are used (sce figure 4.12). The master and
slave clocks, §) and §2, are genenated from the top waveform shown, When the
master clock is high, the slave clock is low and vice versa. Furthermore, when
one of these clocks is removed, both are low for 3 period before the othes clock
is applied.

Figure 4.13 shows the NMOS circuit of 8 J-K"ip ﬂop The slave outputs, @
and @, wre inputs to the master flip flop and the rnaster outputs, @, and O,
are inputs to the slave. The master operates when @1 is high and new data car be
eniered into it according 10 the levels of the J and X inputs and the slave out-
puts. The slave operates when 02 is high and the master outputs are copied into
the slave. Note that the J-X flip fiop outputs are taken from the slave and that,
since the master outputs are constant during 92, the slave only changes state
when P2 is first applied. Thus the J-K ip Nop is effectively edge lnggeted
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Figure 412 Two-phase non-overlapping clocks

On §1, O, is forced low if the gate inputs to transistors TS and T7 and 19
are all high, while @y is forced low it T6 and T8 and T10 turn on. Thus if
Jand X are low, T8 and T7 are off, so regardiess of the stave outputs, the existing
states of Qi and O, are maintained by the feedback between T1 and T2, -

i 7 is high and X is low, then T6, T8 and T10 only all turn on during 81 if
the current state of the maater (as recorded by the slave) is the reset state (Qp
md @ low): in this cuse @, is forced low and since all pulldowa branches
connected 10 O tre off, @, rises. If the master is already in the set state when
01 is applied, thea T7 and T10 sre off and the existing state continues. Simi-
larly if K Is high and J low on $1, TS, T7 and T9 only all turn on if the master
is in the set state. In this case, O falls and (3, then rises since T2 and T8 are
off, .

If 7 and K are both high when $1 is applied, then one of the TS, T7 and 19
or T6, T8 and T10 branches tums on. If the slave Q cutput is high (indicating
that Q,, is currently high), then TS, T7 and T9 turn on since their gate inputs
are al! high; this causes @ to fafl to a low Jevel and Q,, then to rise. Alterna-
tively, if Q Is low, then T6, T8 and T10 turn on, forcing O, low and @, high.
Thus with J and K high, the feedback from the slave outputs has been used to
change the state of the master,

The slave operates on P2. If @y, is high at this time, then T16 and T18 tum
on, forcing @ low. Since T17 is off if T18 is on, Q adopts a high level. Alter-
natively, if Qy, is low when §2 goes high, T15 and T17 tumt on, forcing O low:
T18 is off and thus @ is high. Thus the master cutputs are copiad into the stave
when $2 is apphed When P2 is cemoved, the feedback between Tll and T12
‘maintains the levels on Q and 0.

- For applications such as shifting and counting: where flip fop outpuls zre
sonnected to other flip flop inputs and outputs change simultaneously, a master
apd slave flip flop must be used for each bit to ensure correct operation, Such an
-arrangement aflows the: next required state to be entered into the masters while
the current state is maintained constant by the slaves. This next state is then
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Figure 4.13 An NMOS J-X flip flop: (a) circuit diagram, (b) logic symbol

copied into the slaves on the stave clock. If 2 master and slave implementation is
not adopted, then outputs are liable to change at the same time as they are being
clocked as data into other flip Qops; this can resuht in the new output stnc
being erroneously clocked in.

Counting and shifting applications require either one J-K' or two D-type Nip
flops per bit. However, when implementing a register, only one flip flop per bit
is necessary so 2 J-K flip flop is needlessly complex here. Hence, the designer
should use the flip flop type best suited to a particular section of the design.
Furthermore the inclusion of redundant facilities should be avoided as this wilt

* minimise the pumber of transistors and hence the silicon ares occupied.
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The remarks in this section apply equally well 1o CMOS citcuits and it will be
appreciated that all the flip flop designs presented can be converted to a CMOS
version by replacing the depletion tzansistor pull-up in NMOS by a CMOS puit-
up circuit. : ’ :

4.6 Dynamic Flip Flops

The basis of a dynamic flip flop is the combination of a pass transistor and an
inverter, as shown in figure 4.14 for NMOS technology. A high level on the
Clock input causes the pass transistor T1 to turn on and the voltage Jevel on the
Data input determines the voltage at the gate of T2. A low input voltage causes
this voltage to be passed to T2's gate while 3 high input of ¥, suffers a threshold
voltage loss of ¥y, in transmission to the input of T2. When the Clock input is
taken low, the level on T2's gate is maintained by the capacitance inherent in
the circuit at this point, which is principally the gate ¢apacitance of T2.

5v

e

o
£
i
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Figure 4.]4 Basic dynamic flip flop

T2 and T3 act as an inverter with the aspect ratios chosen to restore the high
level input voltage of T2 to the standard voltage level for a logic "0’ output. Thus
the flip flop is a level-triggered D-type device with an inverse output. as shown in
table 4.4 :
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Table 4.4 Truth table for dynamic flip flop

Inputs. Outpur
Clock  Data o
0 X g
I 4] i
i 1 L]
X=0o0rl.

The clock width must be sufficient to allow the inverter’s input capacitance
to charge to its high level voltage and this determines the maximum frequency
of operation. The minimum operating frequency is determined by the need to
retain the data stored, despite the loss of charge on the capacitor as a result of
leakage curremts. Therefore, dynamic flip flops are best suited to applications
where data is regularly clocked rather than indefinitely held or infrequently
clocked. Thus the use for such devices particularly arises in designs where data
is continually shifted, as for example in the transmission of data streams, in
scrial-to-paraliel or parallel-1o-serial data conversion, in data pipelines and in
shift register applications.

Figure 4.152 shows how data can be progressively passed through a chain of
n Mip flops. The devices are clocked using two-phase non-overlapping clocks
with odd-numbered flip flops clocked on @1 and even-numbered devices on P2.

On P1, the even-numbered flip flops are inactive and their constant dats
outputs are clocked into the succeeding odd-numbered flip flop. When 91 is
removed, this data is held constamt ar the outputs of the odd-numbered flip
flops. On the next P2 clock, the even-numbered devices are clocked and the data
held in the preceding {odd) numbered flip flop is entered.

The progression of data entered into the chain is shown in the Liming diagram
of figure 4.15b. Initially. Data is 2 logic *0". On the first D1 clock, this is entered
into flip fMlop 1, causing its cutput (1o be the inverse of its data input — that'is, s
logic ‘1'. The first P2 clock enters the cutput from flip Rop ) into fip flop 2,
so the output of flip flop 2 becomes a '0" at this time. The following #1 clocks
flip flops 1 and 3. New data is entered into flip flop 1 and the dats output of
flip flop 2 is clocked into flip flop 3. In this way, data entered into the chain
propagaies one stage down the chain at each clock pulse with the inverse form

of the data stored in odd-numbered flip flops and - the true phase in cven-
aumbered devices.

An essential feature in the design of shifting circuits is the use of $1 znd @2
for altemate fip flops in the chain. This clocking arrangement ensures that on 2
clock pulse. data stored in a device can only be shilted to the next stage in the
chain. A common clock for all devices cannot be used as the data input of a
stage would not remain constant during clocking.
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Figure 4.15 A shift chain using dynamic circuits: (3) ciscuit diagram, (b) timing

Usually the width of the data path is greater than the single bit depicted in
figure 4.15a and an identical circuit would be used for each data bit, The flip
flops for such an amangement at a particular stage in the chain are collectively
seferred to as a ‘register’, and registers are often connected via combinational
logic blocks; a general organisational schematic is shown in figure 4.16.

On 91, the odd-numbered regisiers are loaded with data from the prezeding
(even-numbered) combinationat Jogic block. This data is then operated upon by
the succeeding (odd-numbered) logic block and these block oulputs are clocked
into the even-numbered registers on 02, The timing of data through the pipe-
line has to aliow for the delay through the slowest combinational logic block
plus the register set-up and propagation times. The most effective use of the
Jogic results if the delay time through each Yogic bock is similar.
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There is, of course, no reason why some of the outputs from registers or
combinationa! logic blocks should not be input 1o carlier or later stages in the
chain, 'and figure 4,17 illustrates some of the possibilities. It should be noted
that the only requirement of such feedforward and feedback connections is that
.the set-up titre of the register being clocked into is met. In ¢ffect, provided the
interconnection time between any stage in the chain is not significant, then a
signal which ¢an be clocked into the succeeding stage on @1 can be clocked into
any other stage operating on 91; similarly, data entered on 92 can be clocked
into any stage using §2.

The logic blocks can be implemented using the random logic or transistor
array techniques previously discussed. In particular, the combination of a logic
block plus an input and output register can be very conveniently implemented
using a PLA plus dynamic Rip flops.

It can be seen [rom the PLA design shown in figure 4.6 that each input signal
to the AND plane is buffered and that each cutput signal from the OR plane is
inveried, Thus the addition of a minimum geometry pass transistor prior to each
input buffer forms a dynamic inverting or non-nverting D-wype flip flop. Simi-
tarly, s pass transistor placed between each OR plane output and its inverter
forms the output register (see figure 4.18b). Thus not only can an input and
outlput register be ¢asily incorporated into the PLA design but their inclusion
requires little additional silicon area. '
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togie 1 vogc log: 3

Ragimiar | . Aoginter 2 Rogrrer 1
Figure 416 General schernatic of 3 data pipeline
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Figure 4 17 Examples ol feedforward and feedback connections between pipe-
line siages .
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Figure 4.18 J-K flip flop: (a) logic diagram, {b) ciscuit diagram
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A simple example illustrating the use of a feedback connection around aPLA
with an input and output register is that of a J-K {lip flop. In figure 4.18,J and
K plus the output of the slave flip fop  are clocked into the input register on
®1. Using inverting and aon-investing buffers, the true and inverse phase of the
three input signals are formed. These six signals ire operated upon by the AND
plane which forms three product terms 7X.Q, J.K and 4.K.Q. The product
rerms are combined by the single nor gate in the R plane. Thus the OR plane
output Oy, is 3 logic *0° if J is*1"and K is °0", or if / and K are *0" with the slave
output high, or if J and X are *I" and the slave output is low; all other input
combinations on 1 cause the OR plane output 1o be 2 *1> On 92, Oy, Is clocked
into the output register, yiclding the slave (and flip flop) output Q.

Further reductions (o the area and power required for a dynamic flip flop
arise from the use of a tatioless invertes with a clocked Joad (see figure 4.19).
Again the circuit comprises 3 pass transistor and an inverter. The arca reduction
results from the use of minimum geometry NMOS enhancement devices while
the power reduction arises because power is only consumed when Clock is high;
it is only during this time that the inverter load, T3, tums on, creating a current
pathbetween 5 Vand O V.

Chock —————"
L
JT

Daua -

Figure 4.19 A clocked-load dynamic flip flop

When Ciock becomes a *1', tramsistor Tt wms on and the input passes to ihe
gate of T2, If Dzta is low, T2 is off. T3 is on and supplics T2's leakage current,
causing & to be high at 5 = ¥,,. When Clock is removed, T1 and T3, turs off and
T2 remains off. Thus the high level at é is maintained. If, however, Data is high
at 5V when Clock is applicd, then a level of 5 — V', is transferred to the gate of
T2 T2 and T3 are on and § assumes a voltage which is not 2 valid logic level.
Using the parameters previously adopted in examples and 3 high level input of
10V on T2s gate, the level 3t @ can be calculated Lo be about 1.9 V. When
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Clock becomes *0°. Tt and T3 turm off but T2 remains on and the capacitance at
0, Coqn, dischacges to OV via T2. Clearly, the flip flop output is not valid untj}
'Cout has had time 10 discharge to » Jogic *0” feve! foliowing the removal of Clock -
It should be noted that in the conventional dynamic flip flop of figure 4.14,
the output voltage level is actively defined at all times by the inverter transistors
T2 and T3. However, in the modified design of figure 4.19 only a low kevel on
is actively defined (T2 on) when Clock is 2 *0"; the high level on { Is maintained
solely by the charge on the output capacitance, since T2 and T3 are off when
Clock is low, o :
This characteristic of the circuit is of imporiance if the output s passed (o
another dynamic circuit, since the charge stored will be shared between them,
In figure 4.20, the alternate bits in the shift chain use @1 and 92. On 93, flip.
flop 1 operates as previously described. Thus when @1 is removed, 37 remains
a1 5 — Vy, if Data was Jow and discharges 10 O V if Data was high. T4 is off and
thus flip flop 2 is inactive during this time,

On 92, the pass transistor T4 tums on. If 07 is low, then T2 is on and any
voltage held on the input capacitance of TS discharges 16 0V via T4 and T2,
Thus T5 is off and T6 is on, causing 02 1o be 5 — V,.; this level is maintained
by the charge on €,y 3l @2 when 92 is taken low.,

1f Q1 is high and the level stored on Cy, of T5 is also high when 92 is applied,
then the level at TS's gate remains at § — Vie. Here, TS and T6 are on and o2
assumes a non-standard voltage of 1.9 V. When 92 is taken to *0°, TS 1emains on,
discharging 02 to 0 V. However, if 7 is high and the initial level on Cn of TS
is 0V when $2 is taken high, then charge is shared between Cour 3t 3 and €
of TS. Here, the successful transfer of 3 high level to the gate of TS is critically
dependent upon the relative magnitude of Cour and Cy,. Before T4 is turned on,
the charge Qo stored on Coy, at J1 is

Qoutl = -om(yp - Vle)

When T4 turns on, this charge Qoue is shared between the two capacitors which
ar¢ in paralcl, and the new voltage leve) Vour 2¢7088 both capacitors is

vV = Qoul - Com(yg - Vte)
out
Cin + Cowm Cia t Count -

The new level of V,,,, is less than the high level voitage of Fp = Vi held a1
J7 and must be greater than the threshold of TS, in order to discharge 7 to
0 V.when 92 is temoved. In fact, ¥, has to significantly exceed V,, to.tum on
enough current in TS (when @2 is removed) to avoid incurring a long discharge
time. Assuming ¥V - ¥, is approximately 3V and 2 minimum V,,, of 2V
‘after the charge transfer, then Cyy, > 2 Can. ' :
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4.7 Random-Access Memory

A group of registers where only one register is accessed a1 a time and where the
tme 10 oblain or alter information in any registers is similar is referred 10 25 2
Random Access Memory. The register or line to be read from or written 1o is
specified by 2 unique binary sddress; thus 3 2" line store requires an m-bit
address.

The address has to be decoded in order to select a particular register and 27
n-input nand gates are necessary 10 provide a unigue select signal for each
register. For a store of any significant size, the amount of logic for the address
decoding is prohibitive. As a resuls, the address is split into two parts usuatly
referred 10 as the X and Y bits, and each part is sc;mtely decoded. Although
this reduces the decoding logic to 2% X-input plus 27 Y-input nand gates, where
X+ Y =n, these it only a to1a) of 2%¥ + 27 select signals. 11 is therefore neces-
suy to combine the signals obtained from the X and ¥ decoders in order 10
uniquely select one of 27 registers.

Figure 4.21 shows 2 general schematie for reading from and writing 1o one bit
of a store. The 27 memory cells (one from each line) are organised as a two-
dimensional matiix of 2¥ rows and 2% columns. .

If reading, the X decoder selects one row of cells and their outputs are
enabled on to the Column Data Out lines; the outputs from all other cells are
disabled. The Y decoder is used to select one of these data outputs which is
then clocked into the output register, Thus, effectively, the intersection of an
X and 3 Y select line determines the position of the selected memory cell within
the matrix.

in some types of memory cell, reading the data fiom a cell cavses it to be
destroyed and it has therefore to be rewritten after reading. In this case, the
Column Data Qut line is connected back on to its Column Data In line via a
coupling circuit. The X' decoder is siill selecting the same row of cells and the
information on the Column Data In lincs is writicn to these cells to restore
their initial stste, to. _

Access to the memory is random and, if using dynamic elements as memory
cells, it is necessary to refresh the data 2t periodic intervals to ensure that infor-
mation is not lost. Refreshing is accomplished by using the X’ decoder to sebect
a row of cells, reading out the data and then writing it back via the coupling
circuits, It should be noted that a row of ihe matrix can be refreshed at 2 time
and thus the entire memory can be restored in 2% refresh operations.- The
sefresh address to be presented 10 the X decoder is normally kept in a counter
which is incremented by one every time the memory is accessed for refreshing.

Writing is accomplished by first reading from the row of cells selected by the
X decoder. This data is now coupled back on to the Coluriin Data In lines except
that the input data to be written is supenimposed on the Column Datz In line
selected by the ¥ decoder. Thus in the selected sow, dats is rewrnitten to all cells
not selected by the Y decoder and new data is written 1o the selected cell.
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Figure 4.21 General schematic of a 27 by one bit store

ki is usual to include registers 1o hold the address and input and output data.
This aHlows circuitry external to the memory to operate on the store’s Jast out-
put data and to calculate the next store address while (he memory is operating
on its current address. :

A large number of signals are required to drive 2 store of significant size and
it is often necessary to reduce them. Most often this reduction is effected by
using the same lines for the X and ¥ address and by the use of common (bidirec-
tional} data input/output lines. Sharing the address lines relies on the fact that 2
row of cells is first selected by the X decoder and then one of these cells is
cnabled for reading from or writing to by the ¥ decoder. Thus the X address
13 presented fust and clocked into the X decode repister. This allows the row
decade and sclection to operate while the Y address is presented and clocked
into the ¥ decode register.
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Figure 4.22 shows a three-transistor dynamic memory cell and its control
signals. The state of the cell is stored on the capacitor €. To read its state, the
X-Enable signal for the row is combined with the Read signal, tuming T3 on. T4
is a cdlocked. pull-up losd for the Column Data Out line and is on at this time
since Read is high. Thus the_inverse of the voltage stored on the capacitor C,
appears. on the Column Data Out line. The ¥-Enable sclects the column and
tums on T9, allowing the data to be presenied to the output register. Reading
is not destructive, so there is no need 1o rewrite the data back after reading.
Note that T3 isolates the memory cell from the Column Data Out line when
the row is not stlected.

Refreshing is indicated by a Refresh signal and performed by first reading
data from a yow and then rewriting its coatents. During reading, TS is on and
thus data read out is transferred to the capacitor C;. The Read signal is now
removed (turning T3, TS and T4 off) and Write is applied. The Refresh is used
to prevent the Y decoder from selecting a column, Thus T9 and T are off
and Y-Enableé s high, tuming on T7 and the clocked load T8. This enabies the
inverse of the voltage stored on €, to apptar on the Column Daia In line. Thus
transistors TS, T6, TT and T8 form the circuitry which couples the Column
Data Out line to its Colump Data In Ené. The Write signal combines with the
X-Enable signal to turn on T1 for each cell in the selected row. Thus the voliage
on each Column Data In line is passed via T1 to the storage capacitor G, restor-
ing the data in these cells. 11 should be noted that establishing a voltage on C;
© and C, does not occur snmultaneou:ly. in order to avoid destroying the dats held
by the memory cell. -~

Writing is accomplished as a read operation followed by a write. Again after
reading, the inverse of the data stored on C, is stored on C, . In the write phase,
the Refresh signal is ow and the ¥ decoders select 3 column tuming its T10 on.
T10 passes the information in the input register to the Column Data In line, T7
and T8 are off for the selected column since its Y-Enable is low. The T1 tran-
sistors of the selected row are on, causing the write data to be transfersed to C,
of the selected memory cell. As the Y-Enable for al! unselected columns is tow,
the data read out of the cells in these columns is coupled back on to the Column
Data In lines and rewritten during the write phase.

The ratioed design of figure 4.22 can be converted to a ratioless design by the
addition of a precharge phase prios 10 a read, write or cefresh operation. During
the pre-charge phase, T4 and T8 are on (with their gates connected io the Pre-
charge signal) and all other transistors are off. This causes all Column Data In
and Column Data Out liries to be prechasged high.

Opcrmons now proceed in s similar manner to that prewousiy descnbed
except that the clocked loads, T4 and T8, are off. In the read phase, the inverse
of the data stored on the C, capacitors of the selected row are transferred to the
Column Daia Out lines and ako transfesred to the coupling citcuit capacitance
C,. A high level on C; causes the Column Data Que kine 1o dischage to 0V
while a low level on C, results in charge sharing between the Column Data Oul
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Figure 22 A three-tsansistor per bit memory cell and its control signals
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line capacitance and G, in this latzer case, a high level is wransferred t0 €, as the
line capacitance is much greater than C,. :

The inverse of the voltage on C, is transferred to the Column Data In lines
and also to selected memory cells when rewriting. Again, a high voltage on C,
causes the Column Data In line to discharge. A low voltage on O, resubts in a
high, leve! being transferied to the selected cell as 2 result of charge sharing
between the Columa Data In line and C,. o :

A static memory cell is shown in figure 4.23. Ix consists of two cross-coupled
inverters which form a flip flop, plus two pass transistors T5 and T6.1f reading,
the X-Enable signal is spplied turning on TS and T6. Thus the Qand § flip flop
outputs appear on the Column Data and Colummn Data lines respectively, The
Y-Enable for the selected column tums o T7 and T8, so that the data can be
clocked into the output register. '

To oiher cathy in tw column

X-Ensbie o Yo othe cully
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-

« ° g
e i s e Wy
E 1
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1 =
i~ ]

R 2
.J—jl
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W‘j= Y-Erab! % - T8
Data 1n/Out Data niOur

Figure 4.27 A six-tzansistor static memory cell

Reading is not destruclive and it js not, of course, necessary to refresh the
data in cells. Writing is performed by first reading out the dsta from cells in the
sclected row. Again the ¥-Enable setects 9 column, tarning its T? and T8 on.
This allows she write data and its inverse 10 be impressed upon the Column Data
and Column Data lines, TS and T6 are on and if the data 1o be written differs
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from that stored by the cell, then the existing high output from the (lip fop is
pulled Tow by the incoming data. The cell feedback causes the other flip fop
output 1o go high so that the cell contains the new data. In all unselected
columns, the data read out of a cell is present on its Column Data and Column
Dats lines and i1 is this dala which is rewritien, since T'.’ and T8 are of{ for these
columns. -

Large dynamic random access memories have norage cells consisting of &
single transistor T and a (MOS) capacitor C,, a5 shown in figure 4.24. Polysilicon
forms the earth plate of the capacitor while the underlying sermiconductor forms
its other plate. In practice, it is usual for the capacitor's polysilicon ta be forned
on 1 different polysilicon layer 10 that of the trandstor gate, a5 this leads to a
smaller geometric layout.

4
X-Enable . X-Enable
- - Polysilicon 0 . b Column Dats
gate oxide v .
P R RN iy
l T --‘---.'w \l}'/’
IC, ) P-type semiconductorn
ov Column / . '
Data Inversion ’
. L

s} ' o b}

Figure 424 A one-transisior dynamic memory cell: (3) circuit, (b) structmre

The data is held on the capacitor and is accesed via the pass transistor T, If
writing, the data to be written is placed on the Column Data line (OV or 5 V)
and the X-Enable line is 1aken high. T turns on, resulting in the wiite databeing
stored on the capacitos.

If reading, 1gain the X Enable line is taken high. However, the Column Data
line is nol driven 30 that the capacitor C, is connecled to this line via T. The
Column Data line has capacitance €; which maintains the line’s initial voltage of
V.. Tuming T on in these circumstances causes charge sharing between € and
C;. This determines the fina) voltage attained by the Column Data line. If V; lies
belween the two logic levels, then (, stores a *1' if V| rises and & (" i V; falls.

1However, since the Column Data line capacitance is far greater than the memory
cell vapacitance, charge sharing results in only a smali change in the Column
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Data line voltage. A further consequence is that the Column Data tine voltage is
transferred to C,, destioying its stored data. These features cause additional
complexity in the clrcmtry and timing necessary (o sense and restore the data in
s cell.

Figure 425 shows how 3 one-transistor per bi( cell iy lncmpont:d into the
memory. The sense amplifier consists of two NMOS inverters with enhancement
loads (T2, T3 and T2, T4) and pass transistor T5; the inverters are cross-coupled
to form a flip flop. Half the memory cells for s column are connected to orie
side of the fiip flop while the cther side is connected to the rest of a column’s
cells. Each Nip flop outpul js also connected to a circuiy referred 10 as a Junmy
cell. The dummy cell circuit Is similac to that for a memosy cell and has a pass
transistor T6 in serdes with a capacitor Cy. In addition, the pass transistor T7 is
used to establish a seference voltage across Cy. Thus the circuit is symmetrical
and the load capacitance on each side of the flip flop, G, is identical.

"Three phases of operation are necessary to read data from 3 cell. The first
phase precharges the circuitry to pre-defined voltages. In this phase, §2 islow,
isotating all storage and dummy cell capacitors from she sense amplifies. §1 and
Pre-charge are applied, turning T3, T4 ard TS on. TS connects Column Data and
Column Dats together and the current through T3 and T4 charges them to, 2
voltage ¥,. Simultaneous with this activity, the capacitor Cq in the dummy cell
on the side opposite 10 that of the memory cell to be selected is charged to 2
voltage Vi via T? l’,.g is wsually halfway between the logic 0" and ‘1" voltage

. levels.

The data is sensed in the second phase. 9! and Pu-clurge are removed. §2
is taken high and combines with the X decode signal to tum on Lhe transistor,
T, in the memery cells of the selected row. On the other side of the sense ampli-
fier, P2 is used to tum on transisior T6 of the dummy cell. Thus charge sharing
now occuns between €, and € on one side of the.amplifier and between Gy and
C, on the other side.

- Referring to figure 4.26 which shows the charge stored and the voltage levels
established during the pre- -eharge phase, assuming that the selected cell is on the
Column Data side ‘ .

0, = V.S,
Ql = F;C'i ’

Ca=VutCea

Charge sharing in the scnse phase between C, and G resultsin a voliage Va;- on
the Columa Data line of
totalcharge | 2, +Q: -

l.‘. LN P :
& otal capacitance . G, + G
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Substituting into this expression for @, and Q, yields

VoGt VG

Ve =
datn C, +

Similarly, charge sharing between C4 and G gives

Vs = 23O YreCy t VG .
ae Cq +C Cq +C;

on the Column Data line, Furiher simplification is possible by letting C, equal
Cq and now

- Yt G, + VG
Veun G+

The difference between V,,,, and Vg in the sense phase is therefore detes-
mined by the difference between ¥, and V. In the case illustraied, 3 low volt-
age of 0 V stored on a selected memory cell results in the dummy cell establishin g
a higher voitage on Column Data than Column Data, while a high memory cell
voliage, ¥;, greater than Vg causes Vg to be greater than Visa- -

Ye —a\w LN o Yor

vl
Tohuma Column
Gats ] Data
O. C. CL Ci ai

T

oV ) ov
Figure 4.26 Charge and voltages established during pre-charge in a one-transistor
per bit memory : -

G Ca'mpm O

Having established » voltage difference between the sensc amplifier outputs,
the third phase staticises the sensed oulputs, restoring Column Data and Column
Data 1o logic levels and restores the voltage in cells of the selected row. Also
during this phase, data {rom the column sclected by the ¥ decode circuitry is
clocked into the output register. : .

In phase 3, $2 remains high 3o that memory cells in the selected cow remain .
¢rtabled. 1 s also caken high 10 provide 210ad for the inverters of the flip flop.
The feedback between the inverters openates to reinforce the (small) voliage
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difference between the two sides of the flip Dop and switching continues until
one inverter is off and the other on. This results in logic levels appearing on
Column Data and Column Data and, since the memory cell is still selected, the
charge is restored on the storage capacitor C, at this time.

Writing information to 2 cell follows a similar sequence of events except that,
during the sense phase, the data to be written is placed on the selected Column
Data line to prime the flip flop. In the staticise and restore phase, 1 is high to
activate the flip flop and the inverse of the write data appears on Column Data.
The pass transistor of the selected memory cell is on. Write data is written to 2
selected ¢ell on the Column Data side while its inverse i3 stored in 3 selected cell
on the Column Data side. Note that the inversion of datz written to the Column
Data side does not matter, as inversion occurs agsin at readback.

The size of a commercial one-transisior per cell dynamic random access
memory is normally 2" by 1 bits, and the technology has improved to the point
where 289 bits are anticipated.
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