S5 System Considerations

The implementation of combinational logic and registers has been presented in
the previous chapter. This chapter considers the additional festures required
when translatinig from the system design level to logic. It includes 3 discussion of
suitable contral and timing techniques plus 2 ‘deseription of the facilities that
must be included in order to ensuze that a design is testable. This is preceded by
a general description of the translation process and the design options avaitable
10 the designer,

5.1 System to Logic Transiation

At the highest level in the design hierarchy, the system description is expressed
in terms of functional blocks and data paths. This architecture diagram effec-
tively details the operations pesformed on the data and the information flow
through the system, without specifying how these features are implemented.
This part of 3 design can be regarded as the data architecture.

The control and timing cireuitry associated with 3 design are normally omitted
at this level. This is because their inclusion is implicit in any design and abso
because such circuitry can be regarded as an implementational detail. Similarly.
although the approach to testing must be established at the system design level,
test paths and associated circuitry wili probably not appear on the top level
diagram. .

Figure 5.1 shows an example of the data architecture of a general-purpose
central processing unit (CPU) plus the functional blocks for timing and control.
Unusually, some of the control paths are indicated: these show the interaction
between the data and control iogic. The exact registers required in the system
sre. dependent upon the chosen ordercode. Nevertheless, the disgram is suf-
ficiently detailed to serve asan example for discussion here and elsewhere in this
chapter. ) ' : L

The design is centred around the arithmetic and logic unit (ALL). Operations
[Proceed by the control enabling a source register on to highway A and/or high-
way B, specifying an ALU function and finally clocking the ALL resuli on
highway C into a destination registes. The control signals are updated by the

-timing circuitry so that a sequence of operations to fetch and execute inttuctions
¢an 1ake place,
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Figure 5.1 Processor architecture example

In general, a design is testable if its flip flops can be initjalised to a known
state and subsequently monitored. Figure 5.1 has an tn-built mechanism for
observing intemal’ states, since the content of all processor registers can be
placed on highway C. Furthermore, if all registers-connected to highway A (or
highway B) are disabled, then external data can be placed on this highway and
written into any cegister; this allows initial states to be entered into the machine.
Thus the processor is fully testable. . .

The logic diagrzms detail every logic clement that is required to implement a
design. Normalty, the translation of the data architecture to logic diagrams is
fairly direct and straightforward, The composition of the control and timing
circuits tends to be more difficult. The control circuits have to cater for every
condition that will arise within the system and for complex systems it is casy 1o
overlock some of the conditions. Hence, some formal method of specifying the
control signals is highly desirable: this aspect is covered in mose detail in section
5.3. The tiining logic is closely associated with the control and evolves from the
choice of control type. )

" Onee the logic diagrams are drawn, decisions have 1o be made as-t0 how to
implement the logic., Sesme functions may be very efficimtly implemented with
existing LS or VLS! chips available *off the sheif* from a manufacturer and are
therefore clearly not candidates for integration; tandom access meemory, for
example. is in this category. However. functions that can’only be implemented
with existing SSI or MSI chips o1 architectuses sited to bit slice techniques
which are uncbiainable are suitable for integration. The possibitity of integration
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should also be examined where existing L3I functions are inefficient 10 use
because of redundancy of included features andjor lack of some required func.
tions. o ' B
Larger chip sizes and smaller geometries allow large sections (or all) of 2
design to be accommodated on a chip. Furthermore, it is likely that to exploit
the full area, a chip will contain circuvitry from more than one designer. One
important aspect of the logic design is the intesfacing of logic designed by
different members of a 16am, since poor communication between people can
often result in faults arising here. 1t is therefore vital to check carefully the inter-
faces between differemt logic sections. Unfortunately, the number of logic
elements on s chip is likely to necessitate partitioning the design for the purpases
of logic simulation and this makes the checking of the interfaces more difficult.
In general, designers wishing to integrate some logic will have access to either
- semicustom or full custom facilities. The next section outlines the differences
between these twao design approaches.

5.2 Full Custom and Semi-custom Design -

The most efficient implementation of a function is realised by & full custom
design. The content of each layer isentirely under the designer’s conirol, resulting
.in an optimised use of the silicon area, :

The implementation of a full custom design requires an understanding of al
aspects of the design procedure. Thus the designer has to be knowledgeable
about suitsble system architectures for integration, the approaches to logic
-design, the clectrical characteristics of MOS circuits, the fabrication process and
the design rules appertaining 10 layout. This information is Put to practical use
in jealising each level of the design hittarchy and in trinslating to the next Jeve)
down, ' ' ' . .

In sddition, the designer needs 10 be familiar with the sofrware package 10 be
used for entering and checking the chip description at the geometnic hayout,
transistor circuit and logic element levels, Since it is necessary to initiate this
Package, some understanding of the user-machine interface of the computer
or which it runs is also required. ' ' o .

It will be appreciated that it takes time to assimilate thit large amount-of
information. In particular, significant times can be encountered if documen-
tation is unavailable or poorly presented. Consequently these is » ‘start-up’ time
before design can commegoe. : _

Once the design is underway, considerable design effort is required 10 define
cach fayer on the chip; for example, the NMOS process described requises seven
masks. This leads 10 2 long overall development time: eighteen months would be
realistic for a first-time désigner implementing 2 *hand-crafied’ design. This time
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can be shortened by automating some aspects of the design. The most useful
design aid in this sespect is automatic routing of interconnections bétween cir-
cuits. Manual routing dominates the development tme, e\ren for a relatively
small design. :

The design effort needed and the number of masks required also makes it
expensive to manufacture a chip. In a commercial environment, such a cost i
only viable if a large number of chips are required (more than 100000 devicés
per year) ot If high performance is the design criterion. In situtions where low-
volume prototypes are required, costs can be reduced by including several
designs on 2 wafer.

However, 2 more effective approach for a low-volume requirement in terms
of design effort and cost is semi-custom design, Here the user designs the logic in
terms of available logic functions which the manufacturer has designed and
characterised, In its simplest form, the area is organised as a two-dimensional
array of logic cells surrounded by peripheral cells, This arrangement is referred
to as  “gate array” of an "uncommitted logic array’ (ULA).

Each logic cell in the armay is normally identical and typically consists of foor
to eight transistors which can be connected up in different ways (on the metal
layer(s)) to form primitive logic functions. For example, consider a CMOS cel
consisting of two NMOS and two PMOS transistors. By appropriate connections
between these devices and to power and ground, this cell can be configured to
form two inverters, one wwo-input nor gate, one two-inpat na.nd gate, two pass
gates or an inverter plus a transmission gate,.

The peripheral‘cells provide an intesface between the circuitry of the logic
cells and circuits external to the chip. These cells are placed in fixed positions
around the edge of the chip and include 3 power and ground pad. The remaining
peripheral cells can be configured by the user to be either an input or output pin.

With a ULA, ail silican layers are pre-formed, except for the metal layer(s).
Thus the user only has to determine the interconnections required between cells
and the configuration of the cells 10 realise the fequired logic; all these connec- -
tions appear on the metal layer(s). Thus the geometrical layout stage in semi-
custom design reduces to specifying one mask for a fabrdcation process with one
metal layer (or three masks for a two metal layer process). Again automatic
routing of this stage is essential for a short development time. _

A semi-custom approach also simplifies the design process in other ways The -
designer can think of and implement the design solely in terms of logic gates
with well-chaiacterised electrical parameters; the design process is similar 1o that
of designing a system using an available Jogic family. This enables the design to
proceed at 3 much higher level in the design hierarchy than is poss:ble in full
custom. and also results in a much thorter *start-up” time. S

The ease of semi-custom design leads to a relatively short design time of a
few weeks. In addition, the simplicity of this design approach and the need for
only one {or three) user-specified mask(s) make it probable that 2 working
design will be obtained at the first attempt.



Jog Design of VLSI Systems

The low manufacturing cost of 3 semi-custom design compared with full
custom also makes the gate array attractive. The pre-formed ULA is a general-
purpose circuit and has the low cost associated with 2 high-volume product. The
user, of course, has in addition to beas the cost of 1the metal mask(s). but this is
far lower than the cost of providing all the masks required by full custom design.

There are disadvantaccs from adopling a semi-custom approach These arise

from a less éfficient utilisation of ares, since functions are constructed from
gencral-purpose primitive functions rather than special-purpose ciscuits. Also,
the use of primitive functions leads to a large number of interconnections and
this ususzlly prevenis more than about 80 per cent of the logic cells being used.
A range of gate array sizes iy available, starting at around 500 gates and increas-
ing by a factor of approximately two up to about 10000 gates. Thus the amount
of logic that can be placed on a ULA is rather limited.

In addition to the priniitive functions available from a logic cell, most manu-
facturers now provide a Sibrary of more complex functions, such as flip flops,
decoders, counters ¢tc. These are usually formed from a group of cells which
~are interconnected on the metal fayer(s).

An aiternative approach to semi-custom design #s that based on standard cells.
Here, the manufactures designs and provides performance and area-efficient
functions. The range of functions being offered is rapidly expanding and general-
purpose circuits at the LSI and MSI levels are now emerging. These vary from
random access memory to logic elements such as arithmetic and Jogic units,
PLAs, shifters and multipliers.’

The user now constructs the final chip design from these building blocks
whch are proven and well characterised. This approach leads to the fast develop-
ment time associated with gate array design, while the silicon area can be utilised
efiectively at the cost of providing an individual mask for each layer of a chip
design. An intermediate semi-custom approach, which avoids this cost penalty,
results if the silicon is pre-formed below the metal layers but contains a mixture
of functions; these could include memory elements (flip flops or random access
memory), gate arzay cells, arithmetic and logic functions.

Approaches based on standard cells allow an increased packing density on
that aviilable for a gate arfay: Consequently, chips in excess of 20000 gates are
becoming achievable and up to 50 000 gates aré anticipated. An extension of the
standard cell technique would seem 1o offer a viable method for managing and
implementing a VLSI design. '

5.3 Control

The control unit in a design determines the action of the hardwaie at any time
Techniques for implementing control are ¢ither formal or informal. In the
former tvpe. operations are synchronised to a clock. Informal or asvnchronous
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control results when actions are initiated by the detection of states arising within
the hardware. .

In general, a chain of delay elements driven from detected states within the
hardware forms the basis of an asynchronous control unit. This approach yields
the fastest possible function speed. However, such a unit consists of special-
purpose hardware which can only deal with the conditions built into t. Thus
compared with synchronous methods of control, it is more difficult to design,
commission, monitor and modify. S

The problems of designing an asynchronous control and the need to cater for
all the conditiens that will arise within the hardware make it virtually impossible
to produce @ coriect control at the first attempt (despite careful logic simu-
lation). Thus a vital feature of this type of control is an ability to change it! It
should, thérefore, be appazent that this informal approach 1o control is very
unsuitable for inclusion in‘a chip design. ' :
~ Format control techniques can be split into iwo groups. The first is referred
to as‘fixed control logic’. Here, control it hardwired into the system and typically
consists of a chain of flip flops connected as a shift register. The principle is
illustrated in figuse $.2. Each (ip flop shown is 3 master-slave device and its
(stave) cutput is associated with a set of control signals which cause a particular
action to be performed in the data logic. Thus a flip flop is required for each
control state and in 2 non-overdapped system only one flip flop is set at any
time, .

Initialisation of the chain sets the flip flop in stage 1. Theteafter, the master
and stave clocks are alternately applied and at every slave clock, control pro-
gresses sequentially down the chain. The slave clock causes 2 flip fiop in the next
stage to be set and the set flip flop in the curzent stage to be reset. At points in
the chain, the action required next may depend upon conditions within the
hardware. For example, the implementation of an ordercode in a processor
necessitates a different sequence of actions for cach instruction and the sequence
required is determined by the function bits in the order. This choice of actions is
implemented in the controt logic by the conteol chain splitting, as shown at stage
3; the conditions applied at the input of this stage effect a conditional branch at
this point. “

Ideally the time for the action associated with each stage is similas and this
determines the clock period or system beat time. However, some actions span
more than one clock pericd and waiting for data from a store may involve several
beats. Clearly, the next operation can only be initiated when the curtent action
has compleled. Hence it is necessary in these cases to inhibit the application of
the clocks to the control chain. This is achieved by gating the master and slave
clocks with 2 Wait signal which is generated by 1he control whenever appropriate.
(Surictly, only the shave clock need be gated.) '

A synchronous control Jeads to some redundant time at the end of some
actions since the next operation will not commence until the start.of the next
beat. Thus a powuier speed is obtained than with an asynchronous control. How.
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ever, the main drawback of the fixed control approach, like the asynchronous
control, is the specialised nature of the control hardware. Again, the control
needs to be capable of modification and changes are difficult to incorporae
since they often lead to alterations in the control signals generaled by existing
portions of the chain. Thus the fixed controd fogic technique is only practical for
small chip designs or for small portions of & chip, such as a multiplier.

A general-purpase approach Lo fommal control is that of a microprogrammed
control. Here the control information is held in 3 memory known as the micro-

<program store. Each line of the store it associated with a particular control staie
and conwns the control signals for that state. Thus store l.mes can be regarded
as. holding microinsiructions or microcode, and operations are implemented by
accessing and obeying the correct sequence of microinstructions.

Microprogramming does not yield the same functional speed as the other
Rchniques described. Howeves, the flexibility and advantages gained by adopting
this approach in terms of chip design more than cutweigh any drawbacks. It is
now possible to change the existing control merely by rewriting lines in the
micsoprogram store. In the same way, new facilities can be included and existing
operations removed by adding new microinstructions and deleting others. Thus
it should be apparent that the system scen by the user is that provided by this
_store.

The orgamsat.:on of 2 microinstruction closely reflects the data architecture.
The lines are pormatly divided into fields, where each field has a fixed position
in the line and has a specific purpose; for example, the processor organised
around an ALU, as in figure 5.1, would require three fields to perform a register-
to-regisier wransler; thede are a sousce register field, an ALU function field and a’
destination register field. Using the concept of fields, the microcode required in
a store line ¢an be written in terms of a simple, low-level assembly tanguage. This
enables appropriate software to check thai the specified control actions are com-
patible and then to generate the required binary pattem. This mechanism can
also be used to produce up-i1-date documentation of 1he contents of the control
slore.

Figure 5.3 shows hardware for a microprogram control. The address of the
next microinstruction to be obeyed is loaded into the address register {Addr
Reg) when the LDA clock is applied. The store is accessed at this address and the
line contents are loaded into the microcode register on the LDD clock. Part of
the information in the line comprises the controf signals which cause activities
within the data logic; these are equivalent to the control signals generated by the
{ixed control logic when & flip flop in the control chain is sct. The remaining
fields are used to determine activities within the timing and control units.

Some control swates lead directly to the action contained in the next micro-
instruction, while others sequire the actlvities that follow it to depend upon con-
ditions and states within the data Jogic. This is effécted by including a condition

“"field and 2 next-address field in the microinstruction. The address-generation
- hardware combines these fields with incoming ‘states and conditions from the
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- Figure 5.3 A mictoprogram control

data logic, to determine the next microprogram address 1o be jumped to. The
next-address field contains the address nommally aecessed next from the micro-
program store, while the condition field specifies the type of jump required
{conditional or unconditional) and whether the next-address is to be modified.
It is uswal to include u number of different types of jumps in 1 microinstruc-
tion. Normally available options include an unconditional jump 10 the next.’
address, an unconditional jump to the next-2ddress modified by states within the
system and 2 conditional jump to the next-address (with a jump to the next-
address mondified if the condition is not true). The two latter options can effect
a multi-way switch and » conditional branch respectively, _
Onge a sequence of microinstiuctions has commenced, it continues untit the
finish field indicates that the operation is complete. The finish signal is used 1o
terminate the selection of addresses from the address generation logic via the
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two-to-cne multiplexor {(MPX). Initialisation of a new code sequence now arises
{rom sources extemal to the control unit which are arranged in order of priority.
In this way, 3 number of tasks can be initiated and exccuted by the microcode.
Heace the microprogram hardware shown will support both simple and complex
designs,

The microinstruction has 1o control all parts of the data Jogic, normally at the
register or logic block level. This, combined with the fields associated with the
control and timing, leads to the width of the microprogram store being much
wider than the width of the data logic paths, even when the fields are encoded.
However, the number of store lines can be relatively modest. Thus for example,
a 512-line, BO-bit wide microprogram store would be capable of controlling most
16-bit wide processors and assisting with ‘housckeeping' tasks, such 2s dealing
with interrupts. This level of hardware support may make the choice of a fixed
control more attzactive for a small amount of logic.

The system beat time is determined by the maximum time to perform the
activities defined by lines in the microprogram store, which do not have to wait
for external data. Microinstructions which request information extemal to the
system, such as from a store, are kikely fo take more than one beat to ¢xecute.
Again, this is effected by using gated clocks in the control. Microinstructions
where waiting occurs are indicated by a bit being set in their wait field. This bit
is used to stop the LDA and LDD clocks in the control unit and these are only
recommenced when the required data has arrived.

Theee is also an execution time associated with the circuitry of the micro-
program control. Here, time is needed for a line read from the microprogram
store 10 be loaded into the microcode register and the microinstruction decoded.
Following this, time is required for the next-address in this store 1o be calculated
and then for this new line to be read out. Cleasly this execution time should be
less than the system beat time, otherwise the data Jogic will be held up by the
control. For this reason, the operation of the control and data losu: are usvally
synchronised to the sysiem beat.

The microprogram store can be implemented in random access memory
and this is useful in a prototyping environment. However, it should be noted
that the data is only retained while the memory is powered up snd it needs to
be rewritten at each power-up. Once the microprogiam store contents have been
finalised, it is more convenient to store microinstructions in a'read only memory
{ROM). This is 2 non-volatile memory whose data is fixed. Thus an initial oper-
ation is required to establish the desired information in the memory and thers-
after the data is only read.

In the MOS 1echnology described, in ROM can be implemented using the
_ PLA structure. Referring 1o figure 4.5, the AND plane performs the address
© decode. Thus the AND plane inputs are the true and inveise phases of the
address bits. The outputs from the AND plane are the address decode lines and
there is one for each micioinstruction contained in the OR plane. The address
decode line selected by the input address is activated (high}. enablmg the asso-
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ciated mucroms!mcnon in |he OR plane to- be output. All other AND plane
outputs are lcrw and thus have no effect on the OR plane operation. The place-
ment of transistors in the selected microinstruction causes the associated output
lines from 1he OR plane to go fow while all other OR planie-output lines remain
high. Clearly, the size of ROM that can be wnplemcmed in Il'us way is limited by
capacitive loading and area constraints.

5.4 Timing

Wlnle the controt spec:ﬂes the activities within a system during a beat, the
timing unit de_termmes when these occur and updaies the contiol at the end of
the beat. Thus the control and timing circuitry are closely coupled. Integration
imposes additional constraints if a correct design is to be obtained at the first
attempt. A formal approach is needed which incorporates ‘safe’ timing strategies.
These avoid flip flop synchronisation problems snd the initiztion of incorrect
actions by race hazards. The former arise if the flip flop set-up and hold times
-are not-observed, while race hazards are the unwanted voltage pulses which arise
as a result of differences in delays through gates and interconnections. Again,
synchronous timing, rather than asynchmnous. isa fundamcntd nqmrcmenl in
achjeving these aims.

The activities performed in 3 best normally have to be sequenced md thus
there are & number of distinct phases associsted with an action. For example,
consider the microprogram control of figure 5.3 controlling the processor of
figure 5.1. If bath are synchronised 10 the system beat, then an action in the
data logic and controt cm be split into lour phases (see figure 5.4),

At the stan of the beai, the new microinstruction is loaded into the micro-
code register. Dusing phase. 1, this register’s outpuis settle 1o theis new value and
the microinstruction is decoded. Referring to figure 5.1, the inputs to the ALU
are then selected and become valid dufing phase 2. The ALY function is per-
formed during phase 3 and the ALU output is strobed into the required desti-
‘nation register during phase 4.

Pasalle] to this activity, the mlcroptomm control (f‘ gure 5.3} is accessing thc '
next-microinstruction. Again during phase 1, the microcade register outputs are
assumed to be settling. During phase 2,'the address. generation hardware calcu-
fates the address of the mext microinstruction. At the start of phase 3, rthis
address is clocked into the {microprogram) address register and the line is
accessed during the refmainder of phase 3 and phase 4.

The four (non-overlapping) timing pulses Tt, T2, T3 and T4 associated with
the four phases are shown in figure;$.4) These are used by the data logic and
. control] to perform clocking operations during a beat. The data jogic uses T4.t0
" clock information into the destination register, while the loading of the micro-
code register and the {mlcroprogram) address -register aie_synchronised to T
and T3 resptcuvely Coeh . . .
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A 1ing counter can be used to form these-four puises, a3 shown in figure 5.5.
Each flip flop shown is & master-slave device and the armangement is essentially
a shift register with the last (lip flop in the ring (FFB) connected back to the
start (FF1). The counter is initialised by setuing FF1} and clearing atl other flip
flops. Thereafier, master and slave clocks are altemately applied. At cach slave
clock, the *1° propagates to the output of the next flip flop in the ring and the
set flip flop in the cursent stage is cleared (see table 5.1). Since the output of
FF8 propagates 1o FF], a ]’ continues 10 circujste indefinitely azound the ring
of flip flops. Phases can be prolonged by mot applying clocks to the counter,
and these gated (master and slave) clocks effect the wait conditions within the
control. r

The outputs of FF1, FF3, FFS and FF7 form pulses T4, T2, T3 and T4 res
pectively, Non-overlappirg of the timing pulses vesults {tom using the outputs of
alternate flip flops. In practice, the capacitive loads associated with T}, T3 and
‘I'4 would necessitate their buffering prior to being used in the system. As 2
result, buffer gate chains would be inserted into the shifi register data path and
these cause » delay in dats reaching their succeeding flip flop. :

‘The delay time resulting from buffering T4 is likely to be the largest, a5. T4
is_used exiensively throughout the data Jogic. This time directly contributes to
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Table 5.1 Ring counter sequence _
FFI FF? FF3 FF4 FF5 FF§ FE7 FF8 . Pulse

1 0 .b 6 o o 0 0 TI
o RE 0 0 0 0 0 0
¢ 0 ! 0 0 0 0 0 T2
0 . .0 1 (H Q- 0 o
0 7. o 0 1 0 0 0 T3
1] 0 o 0 0 1 o 0
0 0 0 0o ¢ o 1 - 0 T4
0 0 1 o 0 0 0 1 :
i 0 O o~ -0 0 [+ ¢ - T
Gated clocks
] | I B P I ] ;
Tt . T2 T3 . T4
FRIU] Fr2 e FFa b—ae] prg [—a=d Frs l FF6 | == FF? 9ot FF8

10D . o LDA Load Destination
: ’ ’ ) . Register

- Flgure 5.5 Generation of timing pulses
P L . . ) e
the time between the application of the stave and master clocks, since the mastes
of FF8 cannot b€ clocked: until its input data has arrived. Thus the effect of
buffering: is 10 extend th¢ clock period, It therefore follows that by slowing
~down the clock rate, the configuration of figure 5.5 can always be made (o
operate cosrectly with guaranteed non-overlap between the timing pulses, regard-
fess of the delay introduced by capacitive Josding. ~ - = -
' 'The'adoption of two-phase non-oveddapping clocks, @1 and P2, for the master
and" slave -tlocks has previously. been discussed in section 4.5, These can be
generated off-chip and applied - via- two input pins. However, since the twi
phases are normally generated from a commeon clock source. it is more sensible
to desive them onichip from a single clock waveform (sce figure $:6a).
‘ BT ATE IR TS ey Lo 2 :
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The arrangement is essentially that of a Set-Reset flip flop with Clock applied
to the setinput and Clock 10 the reset. Conventionally, the feedback connections
for such a flip flop arise from connecting @ to the input of nor gate Band Q to
the input of gate A. However, clock signals need to be buffered to drive their
capacitive Joad. These buffer gate chains are incorporated into the flip flop 10
ensure that P1 and B2 do not overlap; it can be seen from figure 5.6a that if the
feedback 10 gates A and B were from O and O, and the delays 74 and £, through
the buffer gates forming @1 and B2 differed. then @1 and €2 could overlap. This
is avoided by making the feedback connections from the buffer chain outputs 1o
gaes A and 5.
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The timing waveforms are shown in figure 5.65.-When Clock goes high, §
is forced low and. after the delay 7, through the non-inverting buffer chain, 92 is
also forced low. This causes both inputs 10 nor gate 8 to be low and thus Q goes
high. Aftes the delay 1y through the nom-inverting buffer chain, @1 goes high.
This state is maintained by the feedback untit Clock changes. When Clock goes-
low, the input to nor gate B goes high, forcing @ tow. After the delay £y, Pl goes

low. As a resuli, both inputs to gate A are now fow and @ responds by rising.
Thus aftez a further dalay t., §2 goes high. This output state is maintaized until
Clock goes high again.

It should be noted that the operation of the flip flop is such that when Clock
changes state, the circuit output currently high is forced low, and this causes the
other circuit output to go high. The time @1 and 92 both remain low is equal to-
the combined delay of a nor gate and its associated buffer chain. Thus, even if
buffer gates are not required, gutes should be inserted at this point to provide a
delay.

02 is derived t'rom Clock going low and its width is dependent upon the time
Clock is low. Similarly, the width of 1 depends upon the time Clock is high.
These widths are reduced by the combined delay through 3 nor gate and its

" associated buffer chain. For example, assuming a Clock high and low time of
tp and equal buffer chain delays 1, significantly greater than all other gate delays,
thea the widths of §1 and $2 are approximately £, - t, with non-overiap times
of #¢. It therefore follows that by increasing the clock period, the circuit of
figure 5.6a can be guaranteed to produce twophase non-overlapping clocks,
regardless of the buffer chain delays.

The clock-genesation circuit of figure 5.6a can also be used to generate two-
phase clocks using one of the ring counter outputs as the Clock input, in order,
for example, 1o increment counters during 4 particular phase.

Clock signals normally fan cut to many places on a chip and consequently are
associated with long line lengths. It is essential that such lines are implemented
in metal to avoid the significant line delays associated with long diffusion or

_polysilicon lines. The delay down s metal ine is negligible and thus no timing
skew srises when distributing a clock to different parts of the chip. Running
clocks on meta! lines also ensures thzt any non-overlap of clock pulses is pre-
served.

5.5 Yestability

Chip testability is the ability to determine the correct functionality of 2 design.
. There is clearly no point in proceeding with a design unless it can be tested, and
" this section considers design festures thal allow a system to be tested. This is
" usually referred 1o as ‘designing for testability”.
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The testing of large sysiems presents many problems. The test time is propor-
tional to the number of gates 1o the power n, where i is between 2 and 3. Thus
the time 10 test makes it impossible 1o test exhaustively an entire system. For
this reason, if a largé system can be partitioned into sub-systems which can be
tested, then the test time can be very much reduced. It should bé noted that
there are likely to be few spare input and output pins available. This results in
the use of common input lines to the sub-systems plus common output lines. In
addition, an address to specify the sub-system is required.

This structure is exhibited by the processor example of figure 5.1. Here the
sub-systems are the segisters attached to the highways. The common input is the
data on highway A (or B) and the multiplexed output is the data on highway C.
Reading and writing 10 & register for test purposes can moet easily be accom-
plished by use of 2 microprogram controf, such as that shown in figure 3.3.

A request 10 monitor a register within the system ks treated as originating
from an external source. This causes a jump to a microprogram routine at the
end of the current microcode sequence. By amanging (or the register address
supplied with the monitor sequest 10 teplace that specified in the microprogram
for highways A, B and/or C, any addressable register in the CPU can be accessed
for reading from of writing to. In this way, the dats logic can be externally
tested. Furthermore, no additional hardware is needed as the necessary circuitry
is incorporated in the existing structure.

It should be noted that the structure of figure 5.1, when controlled by a
mictoprogram, is highly suited to testing itself. Here, & test pfogram is stored in
the microcode. Once initiated, each part of the data logic addressable by the
microcode is exercised and the results checked againsi those expected by the
system. This self-test runs to completion. if there are no errors, while a detected

" error causes.a halt with a Gault indication.
A system may not be suited to tesiing by pastitioning or by miciocede: for
example, if many flip Nlops are either not addressable or not consected 1o a data
highway. In this case, other methods for providing tesiability have ta be em-
ployed and three approaches are particularly suitable for chip designs.

The first approach is that of signature analysis. This takes a serial (or multiple)
stream of output test data from the system and compresses it using a feedback
shift register, 30 that a much smaller unigue signature (that is, s number) is
created. Testing is centred stound an n bit feedback shift register whicki is used
to penerate 2 (pseudo) random number. sequence of 27 — 1 different - states
before repeating. The randomness of the generated pattern is a result of wsing
particular feedback connections. These are combined by the use of exclusive-or
gates and feed 2 '0° or "1’ into the shift segister, depending upon its current state.

Figure 5.7 shows a 4-bit number generator with feedback coanections (rom
the first and fourth stages; each flip fop shown is a master-sisve device. Table
$.2 gives the (ifteen states it generstes. assuming that the extemal input D7 iz »
‘0" and hus has no effect on the sequence. The shift register omits the all-zeros
paniemn, since this would result-in no further changes in the register outputs. It
is thus necessary (o initialise the registes 10 a.non-zero value.
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" Figure 5.7 Fourdit pseudo randoin number generator

Table 5.2 Fifteen-state random number sequence

Register state " Feedback factor

FFI FF2 FF3. FF4 !
=11 0
[ 1
o0 1 0
¢ 1 0 1 ]
10 1 o ]
S T 0
6 1.1 o 0
e o0 1 1
i 0 0o 0
0 1 o o o
0 0 1 9 0
6 o o 1
1 86 o o )
31 0 o !
e § 1 i 0 1

When testing, the system and the number genérator are initiatised 1o a known
starting stare. Thereafter, inputs applied to the sysiem causé. the output data
-3tream applicd, via D7, 10 the number generator to-pass through a pre-determined
p# =m. This pattemn is superimposed upon the numbey generator sequence and,
-ie1 & specific number of clocks, a unique number o1 signature is held in the

aber generator. This can be compered with the expected signature 1o indi-
ate a 1est pass or fajl, ' 0T
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The ecror-detection fate is dependent upon the number of bits 2 in the
generator register and, for a data stream much Jonger than s, the probability of
an undetected error is approximately 1/2". Thus this method .can provide very
good er1or coverage cven with modest generator register tengths. Clearly, this
technique reveals no information conceming the nature or cause of any fault and
a correct design is necessary to form the expected signature. Hence this form of
testing is most svited to a production eaviconment where the design is proven.

Prototype designs require testability that can initislise the flip flops 1o a
known state and altows them to be monitored thereafter. The scan path approach
has both these attsibutes. Here all flip flops on the chip are reconfigured during
test mode to be a single shift register with an external input and output (see
figure 582). This implies additional circuitry 25 all flip flops now need to be
(D-type) master-slave devices. A multiplexor is also required to select either the
rormal data path or the adjacent slave flip flop output when in test mode (see
figure 5.8b). This logic also causes extra delay to be incurred in the normal data
path, which will reduce the operating speed.

Undeft_en. each {lip flop in the chip can be loaded with known data via the
shift register serial input. Thus the system can be initialised 1o any known state.
Furthermore, this state can be shifted out via the shift register serial output to
check that the system is corvectly initialised. 1€ the test path can be established
then the system switches to normal operation. A specific number of clocks sre
now applied at the normal operating speed, together with appropriate system
inputs. Finally, test mode is re-entered and the fip flop contents read via the
sevial test path and analysed for correctness.

Thus this testing 1echnique has excellent observability. The generality of this
approach makes it a very flexible and powerful aid to fauit detection and diag-
nosis. It also has the advantage of requiring only ene pin cach for the shift
register input and output, pius a pin to contro! whether the chip operates in
nomal or test mode,

The shift cegister. configuration of the chip during test mode leads to & con-
sidesable time 10 input and output data in a large system. The approach also
requires off-chip’ generation of input test data and analysis of the test results.
These features can be avoided or greatly reduced by combining the scan path
and sigriature analysis techniques so that test dana generation and testing is per-
(ormed on-chip. : '

This built-in self:test approach uses buili-in logic block obervation (BILBO)
registers and the elements of a four-bit BILBO register are shown in figure 5.9,
Each bit consists of a°multiplexor plus a master-sfave flip flop. allowing the
regisies o be configured in gpe of five-ways. Foc normal operations. iaput § of
the multiplexor is selected. Here. the input data D1 10 D4 is clocked into the
flip flops and appears.on QF te Q4 mespectively.

When input 3 is selected. the register s connected as 3 shift register with
feedback f from stages | and 4 10 the inpur of FFI. The register therefore
generates 2 pseudo randum number sequence of fifleen patterns. Input 2 of
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_Figure 5.8 Principle of a scan path: (2) system example, (b) logic for three bits
' of a register

the multiplexor also configures the registes as a shift mgister with feedback f,
but here the data inputs D/ 10 D4 ate superimposed upon the generated paltern
sequence using exclusive-or gates; this configuration is that of a muliiple input
sighature registes. _ ;

Input 4 is selected if 1he system is in the scan path mode. Here, the register
is configused as a shift register. This mode creates a senal test path from the
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kY ptohﬁly more comprehensive than tests dﬂ;iﬁq;y the Fesigner. Testing can be

A

e ol Demnarvws"sfm S DL

input of FF1 10 , the output of FF4. qully sys" m mmahs:tnon resulls from'
‘sejecting input 5 since all fip flops are ser. B . ;_-
When testing, the system is first initistised and Ilus can he chccked via'the -
serial test path, The chip then enters slmhtu:g rhndr. 5 {hwn in figure 5.103. -
By setting the multiplexor control biu appropnael’! vhltemale registerg in ,.;_.-_;
‘pipeline generste a random number pattern {dena a1.) orhold a signature .
(denoted Sig.). Thé number generator registers-are ¢ffectively isolated fxom the
_ preceding jogic block, and this is shown a;qhnﬂk inthe normal datapath, ~ . -
In f;lm 5.10a. the odd-numbered repit:ft [, number mmom and lhe
even-numbered. registers hold signamres. The- nuﬁbe: s:quer;u generated by

register 1 is applied to logic block " s the blpsk ouiputt are sypérimiposed
upon the number sequence pneraleti by :tgsler 2 T.hm"ifter g number of %
clocks, register. 2:holds 2 unique sf sigatire; Similasdy, oll other Mn-numbere&

.'J'

* yegisters will comain a unique signature” ap,ppm;nm; to the outputs from_
preceding logic block. Serial 1est. path mode is thén entered, allowing thm 8-,
natures held-by the cven-numbertd rmst‘hn ttfb: thcckcd.i comg!_,sj;h-mrc
‘indicates that the preceding (odd:numbﬂ:dl lopctlb@ fﬁnctioﬁl"“comcﬂy

To test the even-numbeied logic blocks; the epistets are again uﬁm‘haed. '.
‘checked and signbture mode reertencd, Fuiun‘m the qvgpt-nmbend registers
are configured as npmber ;encn!on ‘and the. ocfd-numbend registers. hold
signatures (see figure 5.10b). Testing proceeds in & similar manner as beforey

“Thus, random numbers generated by register 2. are qgeril!d onby Iopc block 2%
and the block outputs superimposed upon the pq,g, ué?m gencrated by
register 3. Again after 3 number &f clocks, thetyiem nn,;ches to serial test pam* .'
mode: to-allow the :i,pnture: in the oddmumberea -wdhm to be checltcd Ibr
comreciness, . - S AR

With this approach, the-test dtgp 1qu=apphed u‘inn;tcd mtcmall} and i

. relatively- fast, a8 the system nwﬁﬁonéd %0 thn haif the fogic blogks can he
tested in parallel. The checking of tést data is sifple anit yields 5 pag;!l'all indi.
-~ cation for each logic block; further; fault qiapi&ﬂg“of blocks lhat fnl is, of s

course; possible vithe serial tést pitlr ' )
. There is a considerable silivon mlmﬁm 2y 'th'BlLBO regule

As s result, it is lﬁtly that ‘only parts of an :\’chi)ﬁ:mtesu 8 to this approach

- (such as a datd"pipeiin€) would be implémented in this way, With other tech:
' nigues being used clmwhem Nevertheless che séiftit appmcdi“woulducm 1o
offer a viable mluuoﬁ 10 the p:pbhm of lesun.,VISI;dmyﬁﬁ . .

$.6 Further itudia(
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6 A Des_igk Ex_ample -

The best way of learning about chip design is by *doing’. With this in mind, this
chapter outlines a firtt stiempt at producing a small, conservatively designed,
*handcrafied” full custom chip. [t is hoped that this will give a comprehensive
view of the design process.

The correct implementation of any design sequires that gxeat care is taken at
all stages of the design hierarchy; it is essential that thorough checking (and
double checking) for errors be performed st cach stage and that any available
software aids be wsed. This carefulness and thoroughness are of particular
imponance when the design (or part of it) is to be integrated. Here, any design
ertory in any stage will cause the chip to malfunction and the fault cannot. of
course, be corrected on the manufactured chip.

Incortectly designed chips are costly in terms of both money and time.
Hence the design emphasis at all Jevels must be to implement a correctly working
chip at the first attempt. For this reason, the design proceeds systematically
through the levels.of the design hierarchy. In addition, the approach down to the
logic design stage is to successively partition the problem into smalier and more
manageable sctions. '

6.1 System Specification

The purpose of the chip is to incorporate controllability and observability into »
register so that the monitoring of its states can proceed in parallel with the
register’s sormsl operation. Since many registers need to increment and decre-
ment, the register is to be implemented as an up/down counter. The ability to
control and monitos the counter’s operation is achieved by the addition of a
shift register which operates indepepdently of the counter.

The system specification of the chip is shown in figure 6.1. The number of
counter and shift register bits, a, which can be accommodated on the chip is
not known av thik stage but is normally chosen to be 2 multiple of 4, If the design
is approached and discussed in terms of a 4-bit device, then s larger device is just
2 matter of duplicating the data architeciure.

To observe the counter's state, its contents are transfemd into the shift
tegister. This can then be shifted out serially while the counter continues to
operate normally. The shift register incorperates a two.way shift path to aid

127
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fault disgnosis on the shift register; 3 two-way path atlows the position of a
beeak in this path to be determined.

Controllability is achieved by loading the shift register via one of its serial
paths and then transferring its contents 1o the counter. This feature requites the
addition of a multiplexor on each input bit-of the counter to select between the
normal input dsta and the shift register data. Thus the sddition of s shifk register
and associated multiplexors incorporates excellent monitoring facilities into the
counter. Furthermore, since ali sequential elements on the chip can be initialised
to 2 known state and monitored thetealter, the design is fully testable. These
features also-enable testing and fault diagnosis of prototypé sysiems incorporating
this countes design. -~ 3 R - :

T ) Dazs In i7)
ok ’ L . multiplexos
o © - 1 CounterMods Control {2}
o T
. i — !
Tormined __ | it counter . Count Enable In
Count z i Froaze
_ Loc o
: Shift Aegister Cdntrol 12}
] |
Serial In Right  ——wed o . " Seripl OQut Right ..
Serisl Out Laft at] 7O DI OGIET | o Serinttn Latt

Figure 6.1 ‘System specifitation

‘e architecture can abo be used.for the conversion of a sedal bit stream 10
pasalie] data, by loading up the shift register with the seriakdata and then trans-
. férring it t6 the counter. Altermatively. 3 parallel-to-serial data conversion is
obtained by transferring the counter contehts. to. the shift registes and then
shifting dits out serially from this. Fhus the chip arcNitecture can be regarded
.:3: bﬁnggenen!"pupos!.\ L . v .
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1t can be seen from figure 6.1 that a large number of control lines are needed
{ten) This reflects lhq versatile natuse of the chip operation. The binary counter
is cascadable; this allows it to be used in conjunction with other similar chips 10
extend the counting range. In this case. ipcrementing or decrementing is only
performed on a chip when all bits of lesser significance than it in 2 count chain
are ejther all ones (if counting up) or all zeros (if counting down). This is indi-
cated by the Count Enable In signal, which is used (in conjunction with the
counter mode control bits} to enable counting on 3 chip,

Similarly, the Terminal Count output indicates that the counter bits of a chip
are either all ones if incrementing or all zeros if decrementing. This output signal
is used by chips of greater significance in a count chain for the formation of
their Coumt Enable In signal.

All operations on the chip are synchronised to thc Clock. Normal counter
operation is specified by two mode control bits. These either cause the existing
data to be incremented or decremented (if the Count Enable In input is also
active), or held, or the external data DI to Dla to be loaded. Similasly, two bits
determine the shift register function. Here, the shift regisier can be lozded from
the counter or the existing contents held, shified right or shified left.

The LDC signal overrides the counter mode control bits but allows normal
shift register operations; it causes the shift register contents to be transferred to
the counter. Similarly, the LDS signal transfers the counter contents to the shift
register; il overrides the shift register control bits but allows counter operations.
If both the LDC and LDS signals sre present, the counter and shift register
contents are swapped. Finally, the Freeze signal is used to inhibit afl counter
operations and thus overrides the LDC and the counter mode control bits: it has
no effect on the shift register actions.

6.2 Architecture

In this example, the functional blocks of the system srchitecture can be directly i
derived from the system speciﬁcanon Cleaﬂy. the design is oenutd around the
counter and shift register.

Table 6.1 shows the sixteen states of & 4-b1: binary couster when incnmenting
and decrememing Qle is the (slave) Aip flop output of the counter’s most sig-
nificant bit and Qdc is its Jesst significant bit: It can be seen that the least
significant bit changes at each count. When incrementing. 3 bit only changes
. state on the next count if al) bits of lesser significance ace ones. Similariy. if
dccrcmenung 2 bit only changes state on the next count if alf bits of lesser
significance are zeros. Thus when counting. the next state is dependent upon the
cmstmg state, The shift segister’s nexy state is also dependent upon its current
sate (when shifting). Hcme tht countse and shift register havc tohc orgams:d
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ona master—slave basis and sequire two-phase non-overlapping clocks. These 3,§
' provided by the clock-generation logic of figure 6,2, which forms the master and
slave clocks, §1 and 92, from 4 single Clock waveform. ‘
- - o
Table 6.1 Four-bit binary counter sequence

Dutaour :
Qlc Q2% Q3 Q4 " Count
— 0 0 0 0 — 0
0 0O o 1
0 0 1 H 2
0 0 ] | 3
0 Tt 0 0 4
0 ) -0 1 5
0 i 1 0 6
0 1 ) 1 7
Count 1 i ) )] 1} Count 8 -
ecp | 0 0 1 down 9
1. O 1 0 10
1 0 1 1 1t
1 1 0 0 12
| i 0 1 13
1 H 1 0 14
1 ) 1 - 15

Although figure 6.1 shows infommation toaded into the countes arising just
from the input data or the shift register, the counting requirement necessitates
that it also be derived from the existing counier outputs. 11 should be noted that
the ceunter’s true (slave) flip flop outputs ace required when incrementing and
the inverse outputs when decrementing. These ace used to change the state of
bits, rather than directly loading in information as in the case of the input data
ot shift register contents. ) R

- The formation of the data to be clocked into the counter is performed by the

counter's data-selection. ciscuitry. The information source selected by this

circuitry is.determined by control signals from the counter control logic; these
in turn are derived by the control logic from input signals to the chip sppertaining
10 the counter operation. The terminal count logic is activaled whei counting
wd indicates when the count is all ones if incrementing or all zeras if decs-
tin ) . . \ : 4

\&ukcﬁw logic is also required for the shift register input sigte its input
\\ts from the cousiter contents, or an adjacent bit of greater significance
A right), of an adjacent bit of lesser significance {if shifting left). This

s determined by the shift segister's control fogic. .~ :
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Figure 6.2 Floor plan of system architecture

Figure 6.2 shows the logic blocks of the system arranged as a floor plan which
reflects the flow of date through the chip. This plan indicates the ideal arrange-
ment of the systern blocks as their area is not known at this stage. It can be seen
that including thc power and ground pins, 24 pins- am required for a 4-bit chip
and 32 pins for an 8-bit chip. 7bit pads for these signals are placed around the
edge of the available chip arca (we figure 6.10).

At the commencement of a design, it is usual to know which fabrication line is
1o be used for manufacture. Furthermorg, it is likely that specific chip sizes are
associated with the line. For this exarmple, it is assumed that a chip size of 4 mm
x4 mimn is available from a 6 um NMOS process which supports a single metal
layer and buried contacts. After allowing for the manufacturer's para-metric test
gircuits, a chip area of 3.5 mm x 4mm remains. The area of an out-put pad: is
greater than the area of alt other pad types (input, power- and ground) and:fodan
NMOS process with a g of 3um, an output pad is typically 0.35 mm

-4
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wide and 0.5 tim long.ThukamahmnerdeﬂgnamaonSmmx 3mm o
accommodate the logic: the amount of logic that can be placed in this design
uudiﬂ:m:hcuumdbnuwhichmhmrpomedontheddp ,

Seven output or other pad Types can be comfortably sccommodated down a:
25mid¢wllikei¢htmb¢phwdalon;a3mm side. This gives a total pad
mmofnppmxmaehrwmmmn;thacmtmlwahmayhmtobe
encoded exremmally sed decoded on-chip to drive an 8-bit chip. :

63 Logic Design

‘l'he functional blocks of lbo architscture disgram have now 10 be transtated into
Togic clements. At thg_gﬁnt. there are many ways of implemeating a design. A
deﬁnmh}dpdmbcmﬁdiﬂtperfomdumuﬁedmknﬂw
required speed, conforms to sny interfacing requirements-and is completed
within the design schedule time. Thus the decisions made for this example at the
logic design level reflect only one of the approaches which can be taker,

" The preceding discussion has shown that the major blocks (in terms of g

circuitry) are the counter and shift yegister plus their data selection. The remain-
ing funcdonal blocks are small in comparison with these. The type of clocked.
snaster-slave Mip fNop used in the counter and shift register affects the design
of the data-selection logic and hence needs to be decided first.

- Existing data in the countes and shift register may have to be held indefi-
nitely. Thersfore, suitable flip flop types sre the clocked static devices) thatis, -
the D-type or J.K) or s dynsmic D-type flip flop with feedback applied so that
the data can be mllnlained The basis of such » dynamic flip Rop is shown tn
figure 6.3.

ﬁcmc 6.7 A dynamic flip flop with feedback:

#i and §f are uon-owrhppm; clocks and except for a short non-overlapping
time, §f is active when #i is inactive, and vice versa. The pass transistor T1 and
the invester A form a dynamic flip flop so that dusing $i, the inverse of Data In



A Design Example . 133

is wtansferred 1o (; T2 is off at this time. When @i is removed, T1 tumns of( and
the, state 91 @ is maintained by. the charge on C,. Afier the non-overlap time, §f
" is applied, turning the pass transistor T2 on, This completes the fecdback round
the- loop_from the output of gate A to its input. This reinforces the existing
charge on C, and hence the current state of 3. In this way, the flip flop state can
be indefinitely maintsined between applications of Pi; the device thus exhibits
static behaviour.
Two D-type flip flops per bit are required for the counter and shift teglster
It thould be noted that although the dynamic (lip flop of figure 6.3 requires less
area than the static D-type of figure 4,11, extra logic is needed to generate the
- feedback clocks §f, and Of, for the masier and slave flip flops.

In order 10hold os toggle a bit on particular clock pulses when using (dynamic
or static) D-ype flip flops. it is necessary to apply a gated clock to the master
device. This gating is different for each bit of the counter, introducing some
clock skew across it. The gated clocks sssociated with D-type devices would
necessitate the addition of two functional blocks on the architecture disgram
of figure 6.2 for their formation.

A J-K flip Mop does not have these features since holding, loading or toggling
can be achieved by simply driving the J and X inputs appropriztely. It follows
that it is not necessary 10 gate the clock, Thusno clock formation logic is required
and two-phase non-overfapping clocks, 1 and 02, can be directly applied 1w
the master and slave flip flops of the J-X device. The flexibility of operation of &
J-K ilip Nop best meets the requirements of the design and for this reason this
type of flip flop is used,

The design of the data-selection logic for the J and X inputs of the master flip
flops can now be discussed. Depending upon the control signals to the data-
selection logic, the data in » master @lip flop of the counter is either held (F = °0°,
K 20°), loaded, or toggled (J = *1°, K =*1") on B1. Consider loading dats into »
master {lip flop. If the data to be loaded is a ‘1", the desired effect can be
obtained if J is 21" and X is 2 *Q". If the existing data is a 1", then loading &
*1" canses no change of state and the same effect is obtained if J and X are both
‘0", If, however, the existing data is a *0’, then loading 3 *1' causes a change of
siate and this can be achieved by takingJ and X to 1",

Similarly, a ‘0" can be loaded by takingJ and X 10 a°1" if the existing state is
a1’ and by taking J and K to ‘Q" if the current state is “0". Thus if the data to
be loaded is the same as the existing dats, ioading can be effected withJ and X
both 07, while if e data to be loaded diﬂ'm from that curremily beld then
J and K must be *1° to Joad.

All operations can be performed on the counter with J and K equal. ln this
case, there is no need for the separate formgtion of the J and K inputs for each
bit. This is shown in figure 6.4 for the most significant bit of 2 4-bit counter and
shilt register,

ignoring the signals in brackets which relate to the data selection for the most
sighificant bit of the shift register. the loading of data into the counter from the
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external data (DI1) is enabled if contsol signal Clc (from the counter ¢ontrol
logic) is present. Here, the data to be loaded is compared with the currently held
counter data (Q1¢) by and gates A and B. If DII is equal to Qic, then both and
gate outputs remain low, so J and X are low. However, if Df1 and QI¢ are not
equal, then the output -of either gate A or B goes high which in tum causesJ
and KX to be high. Similarly, and gates C and D compare the most significant shift
register bit (Q1s) with -the counter contents if control signal C2¢ is present.
Effectively, and gates Aand BorC and D perform an exclusive-or operation if
enabled.

And gates E and F determine whether a bit toggies when counting up or
down respectively. These gates inspect the true and inverse state, of the counter
bits of lesser significance on the chip and ave enabled by C3e and Cac respece
tively, Thus, for example, if C3c is active, J and X for the most significant bit

are ‘1’ only if and gate E’s output is high; this occurs when Q2c to Qdc are
h.igh indicating an existing count state of seven or fifteen. Only one of the four

control signals can be present at any time and if none is activated, then J and K S

are *0" and a hold operation is obtained on 91.

The J and X inputs for the master flip flops of the shift.register can be
formed in .a simitar manner. Here, data is loaded in from one of three sources by
comparing 1t with the existing shift register state. Referring to figure 6.4, and
gates A and B, C and D of E and F peiform an exclusive-or function if enabled
by control signat Cls, C2s or C3s respectively; these control signals are formed
by the shift register conteol logic. Cls selects the counter data for loading while
C1s selects data from the adjacent bit of the shift register on the left (shift right)
~ and C3s selects the adjacent bit on the right (shift left); thus in figure 6.4, Qls

is compared with Qle, Serial In Right {SIR) and Q25 respectively. Again the
shaence of all three control signals causes the execution of a hold op-enuon on
Pl

The t‘ormauon of the J and K inguts for all Olhﬂ bits of the counter and shifi
register is slmilar to that shown in figure 6.4. This suggests that & common
elemnent be designed which can thea be used 21 times in the design.

The remaining functicaal blocks of the system architecture can be dealt with
more briefly. The counter and shift register control logic can easily be derived
from the equatioris relating the chip input signals 1o the control signals for the
© dataselection Yogic, These are given in table 6.2 and the relationships shown are
directly derived from the system specification. Thus for example, the enabled
count up and count down control signals, C3c and Cde, are only activated when
Count Enable In is present, and the Frecze signal inhibits all countet control .
signals. [t can be seen from table 6.2 that only primitive logic functions, such as
nand, nor, and-ornot and not (inven), are required for these sections. These
blocks can be implemenied in mndom logic andfor a transistor array.

The Terminal Count signal indicates when the count has reached the all-ones
state when incrementing angd all-zeros when decrementing. An n-input and gate
detects the former case while an n.nput hor gate indicates the latter state. The
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Figure 6.4 Data-selection logic for most ngmﬁcant bit of counter and shift
register ;

outputs from these gates are then combined with the count up and count down
signals respectively (CMCO. CMCi and CMCO, CMC1) in an andor-not element
which is then inverted to produce the Terminal Count output. Again only a small
number -of primitive logic functions are required to implement this logic.

Finally, the clock-genesation logic to produce Bl and 92 from a single clock
waveform is as described in section 5.4 with the‘opc shown in figure $.6. How-
.ever, a single superbuffer is used rather than a b‘uffer gate chain, as the master
and" slave clock loading -is relatively small. Apast {rom the superbuft‘crs only
2.input hor gates plu.s nventers are rcqutred

The logk: clementy to be-used in a design are d:pendem upon the devails of
the circuil implemencation.: Thus in effect. the logic diagram and logic simu-
fation £annot be contpleted until the circuit ‘design phase. This illystrates that in
2 pr:lcuual dcs:gn design wark on different levels overlaps and significantly
interagts,
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Table 6.2 Formation of the data selection control signals

Counter Corsrol logic block
{chip) Inputs: Freeze
: 1pC

-

Count Enable In (Co En In)
Counter Mode Control ~ CMCO CMC1 —decoded as
4] o hold
0 ) load DI +~ D14
1 0 count up '
- 1 1 count down

Outputs (10 counter’s data ulecﬁon logic):
Cle¢ = load DI1 to D14 = Goc. CMCO.CMC1
C2¢ = Joad shift register contents = Freeze . 1LDC
C3c = enabled count up = Goc.Co En In.CMCO.CMCI
C4¢ = enabled count down * Goc.Co En In.CMCO.CMCI
where Gog = Freeze +LDC

Shift Register Control logic block

(chip) Inputs: LDS .
Shift Register Contral — SMCD SMCE -~ decoded as

0 0 hold

0 1 load counter
1 0 shift right

1 | shift left

Outpuu (to shift zegister’s data selection logic):
Cis = load counter contents = LDS+SMCO. SMC1
C2s = shift right = LDS.SMC0. SMC1
C3s = shift left = IDS.SMC0.SMC1

6.4 Circuit Design

Again, there are many ways of implementing the logic and caly one particular
approach will be described. The counter and shift segister contain sequential
elements. These are the J-X flip flops described in section 4.5 and implemented
exactly as shown in figure 4.13. The remaining functional blocks contain combi-
national logic. Here, random Jogic and PLAs are preferred to pass transistor
arrays, because of thcir supcmn speed Again; the majomy of the combinational -
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logic vesides in the data-selection circuitry and hence its implementation repre-
sents the most impartani design decision at this level,

Considering figure 6.4, this logic is unswitable for implementation in a PLA
because many of the inputs are only used by one and gate and the others are
only common to two gates. A 16 X 6 AND plane would be required to implement
the most significant counter bit, of which csly 20 transistor pusitions would be
used. The inefficiency of such a sparse array would be iaproved by folding but,
even so, this will only halve the AND plane size at best.

Thus it is more sensible 10 design this function in sandom logic. Although the
logic can be designed in three levels of gating using seven nor gates and an
inverter, greater area efficiency is obtained by designing 2 complex function to
directly produce the inverse of the required J and X signals; this is then inverted
to obtain the true phase, Figure 6.5 shows the stick diagram of the J=Kformation
circuit directly derived from the logic diagram of figure 6.4. Each branch per.
forms an and function while the connection of the branthes to ¥, , forms a
nor of these products.

i Ve F= K
Qe —J Gt L... Q2 ~p— E: L
“—— Qg e
V11 on 01y st s = Odc e T
Clc C2c > 3¢ wwpn Clie =
= == . == = =
ov
Ky
— Diffysion
s=+++ Depletion imptant
{2 Buried contact
— Polysilicon
®_ _ Contsci cut

Meal N
Figure 6.5 Stick giagram of T-K formation -

The counter control and shift regisier control can likewise ﬁe_implemen'ted
with random logic or an AND plane. The shift cegister control signals Cls to
C3s and the counter control signals Clc. C3c and C4c can be efficiently imple-
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mented in two 6 x 3 AND plznc; but the remaining logic in these blocks requires
a random Jogic approach. The clock- -generation and terminal count logic both
requise 3 random logic approach. In view of the fact that there is little use for s
PLA approach in this design, it seems reasonable touse lmdom logic throughout -
the design.

Cleatly, while a large number of different random log:c l‘uncuons can be
designed and implemented, the effort and mansgability of a design is facilitated
by using just a few function types. Furthermore, the and-or-not, nand, nor and
invert functions can be implemented in one level of gating, wheress the and, or
and non-inverting buffés functions require two levels of gating. Bearing this in
mind, an inspection of the logic functions pesformed in each logic block shows
thar only ecight different logic elements sre required to efficiently implement
the entire design; these cells are listed in table 6.3.

Table 6.3 Logic elements

Cell Cell No. used in
width height 4-bit design
(um} {wn]
not 43 87 - 14
2 xnot . 87 a7 14
2-input not 75 84 3
4-input nand 81 123 B
3.input and-or-not 1057 120 2
inverting superbuffer 105 15 25
J-K formation : 216 150 8
J-K flip Nlop 219 213 8

It can be seen that apart from the 7-X formation and the 7-X Nip flop cells,
all other clements perform primitive Jogic functions which have been described
elsewhers in this text. (See section 2.9 for the invenier design, séction 4.2 for
nand, nor and and-or-not gates, and section 2.16 for a superbuffer.) The 2 x not
cell consists of two inverters and produces the true snd inverse of a signal. This

“function can be implemented with two inverters but its frequcnl"usewnade it
desirable 10 design an element occupying less area. ..

A cell approach introduces’ some inefficiency interms of the number of Togic

elements required; any- repeated inefficiencies that arise -can and should be

remedied by the introduction of ‘additional cell designs. Neverlhelcss the -
advantage of 2 cell approach is that only 2 few circuit elements- hmre to bé’
deslgned and these are specific 10 a design, Ofice | proven and "characterised, the
circuit can be regardéd in purely logical terms. This simiplifies the design there

~ after. as it reduces the 1ask to the inierconnection of logical elements,
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Having determined the logic clements for the system, the logic diagram ¢an
now be finstised. Figure 6.6 thows the data-selection plus the counter and
shift register logic for the most significant of four bits. This logic is repeated for
each bit on the chip.

The fan-out load of points can be estimated relauve to driving an inverter
which counts as s load of one. Thus a &input nand gate having a gate width
four times that of the inverter represents a Joad of four on a driving gate. Con-

- sidering the load on Ql¢, figure 6.6 shows that Qlc s an input to two 3-input
. and gates (load=5) in the counter’s J-K topmation and is input 1o one 3-nput
“and gate (load=3) in the shift register’s J-K formation. In sddition, the signal
is input to & 4-input nand gate (load=4) in the terminal count logic. This gives

an estimated total load of 13 on this point and necessitates that the signal be

buffered (by an inverting superbuffer),

In general, any point loaded with a fan out in excess of 10 is buffered. As Y

. result, all true and inverse outputs of the counter and shift register flip flops are
bulfered plus the counier control mgnals, Clc to Céce, and the shift. repsler
contzol signals, Cls to C3s.

The Togie can now be simulated by describing the system as » set of inter
connected logic elements. Appropriate input signals are applied and the resulting
output responses are compared with expected responses, so that any diffesences
sesult in an ervor indication. The accessibility of all sequential elements and the
relatively small size of this design ensbles exhaustive testing of the sysiem,

Functional tests can verify that the logic meets the system specificstion,
These tests can be used on the fabricated chips later to determine working
devices. If typical logic element delays are included in the simulation, then the
approximate operating speed emerges and any potential timing pfoblems within
the design can be identified and corrected.

A particutarly valuable feature ‘wrises if the logie description can be compared
with the circuit and/or layout it generates for discrepancies; this helps to ensure
consistency and integrity. thicughout the design process, When such 2 check is
not available, the logic simulation only validates the design down to the logic
design level of the hierarchy.

Circult simulation is necessary (and useful) to verify the loﬁca] opemion of

cells and characterise them, While most of the details for this simulation éan be

derived from the circuit diagram, the capacitance of points in 8 cell needs to be |

estimatad (o give an indication of the speed of operstion; unfortunsiely this
caleulstion requires the peomatric tayout. Again this illustrates the overlapping
nature of the design activity at the different levels in the hierarchy.

Unfortunately, circuit simulstion of large parts of the design is often not
practical because of the time 10 simulate and the amount of memory required.
Thus while it is leasible and desirable to check the logic functionality of cells,
it is not realistic 10 check the circuit design sgainst the system specification.
Likewise, validated circuits often cannot be checked for consistency with the
layouls genersted at the next level down. Thus circuit simulation only checks
the correctness of the design at the circuit Jevel.
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6.5 Layout, Flacement and Interconnections

The adoption of stick diagrams for the cell designs facilitates the layout stage
since they only requite (leshing out. Again, it is worth while concenirating on
minimising the ares of the J-X flip flop and the J-X formation circuit, since
these cells are much larger than any other,

These particular cells require more than one attempt at the layout 10 success-
jvely reduce wasted ares and climinate unpecessary contact cuts, Figure 6.7
shows the layout of the simpler of these two cells, the J-KX formation element.
Careful comparison with the stick diagram of figure 6.5 shows that they are
equivalent. The inverter ratio used throughout the cell is 5/1, Thus a logic 0’
voltage of (.35 V has been accepted in the interests of reducing the cell area and
the input and output capacitance,

It should be noted that there is a notional rectangular boundary surrounding
the cell. The cell inputs and output plus power and ground are routed 10 this
boundary in order to provide the cell with connection points. Taking the bottom
left comer of the boundary as the origin, the cell can be regarded as 2 rectangular
box with connection points at known positions. Furithenmore, the celis can be
abutied without infringing the layout rules if connection points are compatible.
Once designed, no other interconnection lines are allowed through the cell.
Again, this allows the cell to be wreated in Jogical terms, removing the necessity
10 be concerned about the circuit or the layout within. For this reason, these
design features have been used in all cell designs.

It should be noted that the cell has 3 5 'V and a 0 V rail unning horizontally
through it near the top and the bottom of the cell. Agsin, this is adopted for all
cells as it aids the distribution of power and ground throughout the design. It
can also be seen that the inputs and output run verticslly to connection points
at the top and the bottom of the cell. Again, this convention is sdopted for all
cells. All cel? inputs run vestically in polysiticon. Cell outputs also run vertically,
mostly in polysiticon and the remainder in diffusion. In addition, where the ceil
area permits, the output or input of primitive cells is routed 10 the top and
bottom of the cell to facilitate interconnecting.

‘The conventions adopted for the cell designs imposed some uniformity on the
Isyouts and table 6.3 lists the cell boundary sizes for a & of 3 pm. A check
should be made at this point to verify that lzyouts do pot infringe the design
rules of the fabrication line (section 3.7); this does not, of course, venfy that the
layout is correct from a circuil viewpoint. -

" Cell placement follows, This is based on the system srchitecture floor plan
(figure 6.2), since this reflects the flow of data through-the system and should
therefore lead 1o the shonest interconnections. l1 is sensible in 1erms of power
distribution and interconnections to orgaise the logic in rows, Thus the place-
ment is ideally organised as six rows of logic, where each row couesponds toa
levcl shown o the sysiem architecture floor plan. '
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It is essential that adequate space between cells is left to cater for intercon-
nections. Thus 2 gap is left for this purpose between rows. Some cells in a row
sbut. However, gaps between cells in a row are left when there is clearly to be
tracking from a ceil 1o rows above or below it. The different widths of cells
makes it difficult to form cell gaps at similar positions in the rows, introducing
deviations ip some of the vertical tracking. * . o
‘  Placerhent is performed using a co-ordinate grid of the design’ares to place
cells at a particular position. Figure 6.8 shows 3 scaled drawing of the placement
of elements for the countéfvoatrol logic; this occupies the top right-hand comer
of the design area. All co-drdinates shown are in gm and sssumne an origin at the
bottom left-hand comer of the design sress - -

~ Again, more than one attempt i the placement is normally necessary to
creste adequate inter-row and intercell gaps. Thus an aim of the placement
phase & to facilitate the intesconnection of cells; With this in mind, figure 6.8
shows that cefls have been rotsted 180°, 10 that the positions of inputs are in
general along the top of the cell ‘with the output(s) along the bottom; this
reflects the Nlow of data from the top of the design area to the bottom, Even
so, cells might have to be moved later at the interconnection stage to fit in
tracking in the congested areas’ T e

The size of the t count and the counter coantrol logic is too large
10 fit into & row width of 2.5 mm and these blocks therefore ecupy two rows.
The counter flip flops a0d their associated buffers sre allocated 10 a row, 35 are
the shift register fip flops and their buffers. The relative height of a flip flop
(273 um) and an inverting superbufter (75 um) atows the buffers for 3 fiip Mop
to be placed one sbove the other in the row; this increases the intec-cell gap for
vertical tracking. : . o

Even 50, table 6.3 shows that each (lip Nop and its buffers occupies a width
of 0.32 mm. This indicates that while four bits can be sccommodated on a row,
leaving 1.2 mm (out of a width of 2.5 mm) for tracking, eight bits and its
buffering cannot be accommodated. An eight-bit chip can be implemented in the
given design area by splitting this logic and placing the lip flops in one row with
its buffering in another row, However, this increases the aumber of rows of Jogic
from seven 10 nine which cannot comfortably be sccommodated in the vertical-
 direction. Thus it is not until this rather advanced stage in the design’ thit the

decision can be made to implement four sather than cight bits on the ‘chip.

The cells in the seven rows occupy 3 vertical height of spproxirnately
1.22mm (=2 x273 gm + 2 % 150 gm + 3 x 123 um). This leaves 1.78Gnm for
inter-tow gaps and space at the top and bottom of the design area for tracking
to the input and output pads, Thus the sverage inter-row gap is 0.2 mm
(= 1.78 mny8). B

A single layer of metal makes it sensible to adopt the conventions used within
the cell layouts for routing. Thus metal interconpections run horizomtally, while
polysilicon and diffusion intescoanections run vertically. This allows horizontal
teacks to run over vertical routing without electrical effect (see-figure 6.8).
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Figure 6.9 shows that ithe area of meta) surrounding a contact cut is 4A X 4N A X
of 3 um alfows metal tracks of width 12 uny 1o be placed 6 pm apart, Thus an
inter-row gap of 220 um can accommodate twelve horizontal metal tracks.

Complex cells tend to generate a small but concentrated number of inter.
connections, while a la:gg number of connections are associated with the primi-
tive cells, This indicates that there will be a high concentration of tracks around
the J-K formation ceil; this can be appreciated from figure 6.6 and proves o be
the case in practice.

top and bottom of the cell which require connectioas, Allowance has abso 1o
be made for tracks to conjection points in the logic directly above and below
the formation cells, Since signals can approach a coanection point from the left
of the right, an inter-row gap of 220 um should be adequate for these rows, and
again this proves to be the case in practice. A smaller inter-row spacing can be
used where the rows on each side of it contain primitive cells; there is a lower
density of interconnections associated with these rows.

One consequence of routing horizontal tracks in metal and vertical tracks in
polysilicon is that every time an interconnection changes dircction, the con-
ducting layer also changes. The other feature that arises is that the maximum
polysilicon and diffusion length of any track is confined to the height of the
design area. Furthermore, the sysiem floor pian shows that verticelly, the maxi.
mum distance data flows is scross four rows. Thus the longest polysilicon and
diffusion lines encountered should be 1.5 mm,

It had been hoped to approach the interconnection phase of the design in a
hizrarchical manner, so that, for example, having defined the interconnecijons
for one bit of the data, this can be repeated for Ml bits. Whils this is true for
small sections where the data flowed vertically from one row to the next row
down, the interconnections for each J-X formation cel] of the counter are dis-
similar, Also, control inlerconnections are irregular, This leads to individual
routing for all sections of the chip, making the interconnecting phase the most
time consuming task in the design process.

Figure 6.8 shows the routing for the counter control logic Plus the external

‘data bits Di3 and DI, The cell outputs are indicated and an inspection reveals

that it implements the relationships of table 6.2. Communication with other
blocks of the system are also indicated. Thus CMCO, CMC) and CMCT are semt
to the terminal count logic, while the counter control signals, Cle to C4e, plus
the true and inverse of DI3 and DI4 are sent to the Jo formation cells on the
next row down, '

The cells in the sows are arranged so that the OV and 5 V Jines align. How.
ever, the different height of cells in the second row requircs a connection from
the 5V nail 10 the power rail of cells of smafler height. It can b. scen that the
effective height of 3 row is determined by the tallest cell, since it is difficult to
utilise the spare row area created by cells of lesser height.
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in figure 6.8, the 4-input nand gates have polysilicon inputs 6 um wide spaced
6 um apart. To maintain this density of vertical tracking when it connects to
metal tracks requires some consideration. Figure 6.9 illustrates the configuzation
consistently used to achieve this. It can also be seen that the density of vertical
tracks is optimised by alternating diffusion and polysilicon lines.

After defining the routing for the interconnections in the design area, the
input, output, ground and power pads have to be placed around the design acea
and tracked 10 connection points within the design. In particular, the positioaing
of the ground and power pads have to be made bearing in mind any packaging
conventions, . '

6.6 Fabrication and Testing

In order to submit a design for mask making, the content of each layer heeds to
be described in textual form. Here, the layout is usually described in terms of
the polygons and reclangles comprising each layer, Thus for example, in the
tayout of figure 6.7, the 5 V ling can be described as 3 metal rectangle of height
15 um and leagth 216 ym, startlog st an X, Y co.ordinate 0,123 um with
“respect 10 the cell origin. This textual description can usually be automatically
generated {rom a graphical description of the layout, or can be input directly.

The chip description is now checked for layout and electrical consistency.
During layout checking. each design rule is taken in turn and its associated fea.
tures located on the different fayers; each occurrence of the featuses is examined
to see that it conforms to the rule, For example, to check the averiap of metal
around a contact cut requires that contact cuts and metal regians are located;
their coincidence indicates positions where an overlap is required. Any errors
detected during the layout checks cause an error message (or an error plot)
giving the type of fauit and its jocation. - - ' :

The layou