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Face Detection using Color and Symmetry 
Information 

A.H.M. Sajedul Hoque, Md. Moynul Haque Bhuiyan and Md. Al-Amin Bhuiyan 

Abstract—The localization of human faces in digital images is a fundamental step in the process of face recognition. This paper 
presents a face detection method based on color, local symmetry and geometry information of human face. The algorithm first 
detects most likely face regions or ROIs (Region- Of-Interest) from the image using skin color model and face outline model and 
produces a face color similarity map. Then it performs local symmetry detection within these ROIs to obtain a local symmetry 
similarity map. These two maps are fused to obtain potential facial feature points. Finally similarity matching is performed to 
identify faces between the fusion map and face geometry model under affine transformation. The output results are the detected 
faces with confidence values. Experimental results demonstrate its validity and robustness to identify faces under certain 
variations. 

 Index Terms— Face detection, Face color symmetry, Local symmetry information 

 

1 INTRODUCTION

ACE detection is concerned with finding whether or 
not there are any faces in a given image and, if 

present, returns the image location and content of each 
face. This is the first step of any fully automatic face 
recognition system that analyzes the information 
contained in faces (e.g., identity, gender, expression, age, 
race and pose).  
Face detection is a key problem in face and facial 
expression recognition. It has become a popular area of 
research due to its emerging applications in human-
computer interface, surveillance systems, secure access 
control, video conferencing, financial transaction, forensic 
applications, image database management systems and so 
on. Various approaches to face detection and facial 
feature extraction have been reported in literature over 
the last few decades, ranging from the geometrical 
description of salient facial features to the expansion of 
digitized images of the face on appropriate basis of 
images [1]. Different techniques have been introduced 
recently, for example, principal component analysis [2], 
neural networks [3], color analysis [4] and so on. Face 
detectors based on Markov random fields and Markov 
chains [5] make use of the spatial arrangement of pixel 
gray values. Color based approaches reduce the search 
space in face detection algorithm. The neural network-

based approaches require a large number of face and non-
face training examples, and are designed primarily to 
locate frontal faces in grayscale images.  
Different approaches to face detection can be classified 
into two categories. The first is called feature-based 
approach where the face is located by first locating some 
of its important features.  Once the features are identified, 
the overall location of face is determined using face 
geometric information[6-9]. Its main disadvantage is, 
under different imaging conditions, it is difficult to detect 
those facial features robustly and reliably. In second type 
of approaches, the face is examined as a whole, usually 
using model based vision techniques. Model based 
approaches assume that the initial location of the face is 
known. The models used often involve color, geometric 
shape, motion information etc. Actually, the model-based 
approach is simpler than feature-based approach in 
implementation and the face detected is less reliable than 
feature-based approach in implementation and the face 
detection is less reliable than feature-based  approach if a 
simple model is selected, or it will take much longer time 
if a complex model is employed. We believe that if we 
combine the feature-based  method and the model-based 
method, and use a coarse-to-fine processing procedure, a 
better detection result should be achieved. 
This paper explores a face detection system which 
integrates the detection of human faces in complex 
backgrounds and localization of facial features on it. The 
approach is based on the combination of the feature-
based method and the model-based method. The 
algorithm first detects ROIs potentially containing faces 
from the image using face color model and face outline 
model, producing a face color similarity detection within 
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those ROIs detected by color segmentation to get a local 
symmetry similarity map, fuses these two maps to obtain 
potential facial feature points. Finally, it performs 
similarity matching and identifies faces based on face 
geometry model under affine transformation. The output 
results are the detected faces associated with the 
confidences and descriptions. Experimental results 
indicate that the system is capable of detecting and 
locating the face parts from complex backgrounds with a 
high degree of variability in expression, pose, and facial 
details. 

2 FACE DETECTION METHODOLOGY 
Face detection is concerned with determining which part 
of an image contains face. This is the first step of face 
recognition which requires both high and low-level visual 
and geometric information processing. Fig. 1 illustrates 
the information processing flow of the whole system.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
First, preprocessing is essential to reduce the influences 
caused by noise and lighting. It is followed by two paral-
lel processing channels: color similarity map formation 
and local symmetry similarity map formation. In color 
similarity map formation, face Gaussian color model and 

normalized color RGB values are employed to compute a 
distance map. Where at each pixel the distance value rep-
resents the possibility of the pixel belonging to a face re-
gion. On this distance map, a threshold operation is per-
formed to identify the ROIs over the potentially contain-
ing faces. Then the region clustering in L-a-b color space 
and region grouping are conducted within those ROIs. 
Each of resulted regions is assigned a confidence value 
according to the shape of the region. The more elliptic the 
region is, the higher confidence value it is assigned. At 
last, this confidence value is refined on each pixel accord-
ing to the possibility that the pixel belongs to a facial fea-
ture region.  
In local symmetry similarity map formation, local sym-
metry detection on Gaussian edge image within the ROIs 
is performed. To ensure a consistent local symmetry simi-
larity value on each pixel, the size of the local symmetry 
filter is chosen according to the size of those ROIs. Nor-
mally the potential facial features will have a higher local 
symmetry value. 
The two similarity maps from its respective processing 
channels are fused by a fuzzy-like operation to form a 
new fusion map. The pixel with high value in this fusion 
map shows high possibility being a facial feature. The 
similarity matching is to match between the fusion map 
and the face geometry model under affine transformation. 
After these processing steps, the faces associated with the 
confidence values are detected and some necessary de-
scriptions about those detected faces are also obtained. 

3 IMAGE PREPROCESSING 
The imaging conditions of the face detection process may 
vary from time to time or from place to place. These 
changes include changes in scale, position and orienta-
tions of the faces as well as the lighting condition. There-
fore various kinds of image processing operations are 
needed. The fundamental steps employed for the image 
processing operations, as shown in Fig. 2, are described as 
follows. 
 

 
 
 
 
 
 
 
 
 

3.1 Pre-processing 
The original image is obviously a color image. It is first 
converted into gray scale image. While registering imag-
es, the eyes, tip of the nose, and the corners of the mouth 
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Fig. 1 Organization of the System 
Fig. 2 Fundamental steps employed for image 

processing for face detection. 
 

Original 
Color 

Image 

Image 
Enhancement 

Pre- 
Processing 

 
Filtering 



SAJEDUL ET AL.:  FACE DETECTION USING COLOR AND SYMMETRY INFORMATION 3 

 

of each face is labeled. These points are then used to nor-
malize each face to same scale, orientation and position. 
The normalization is performed by mapping the facial 
features to some fixed locations in an MN image. Each 
normalized image is then subjected to some image pro-
cessing operations to account for different lighting condi-
tions and contrast. 
 
3.2 Image Enhancement  
The face images may be of poor contrast because of the 
limitations of the lighting conditions. So histogram equal-
ization is used to compensate for the lighting conditions 
and improve the contrast of the image [10]. Let the histo-

gram 
n
p

rh i
i )(  of a digital face image consists of the 

color bins in the range ]1,0[ C , where ir  is the i-th color 
bin, ip  is the number of pixels in the image with that col-
or bin and n is the total number of pixels in the image. For 
any r in the interval [0,1], the cumulative sum of the bins 
provides with some scaling constant. Histogram equaliza-
tion is performed by transforming the function ),(rTs   
which produces the mapping with the allowed range of 
pixel values, i.e., a level s for every pixel value r in the 
original image and ,101)(0  rforrT  as shown in 
Fig. 3. 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

4 Filteri 
 
 
3.3 Filtering  

Various sources of noise may exist in the input image. The 
fine details of the image represent high frequencies which 
mix up with those of noise. So low-pass filters are used to 
obliterate some details in the image. In this experiment, 
Prewitt filter is used to suppress the noise.  

4 COLOR SIMILARITY MAP 
Although skin colors of different people vary over a wide 
range in color space, the variation of human face color 
with respect to hue and saturation is much less than that 
of brightness. Furthermore, when the skin color values 
are normalized, the distribution of face skin color values 
follow a 2D Gaussian distribution function even in the 
case of different races. Another advantage of color nor-
malization is that it can reduce the lighting effect because 
the normalization process is actually a brightness elimina-
tion process. For input images represented in RGB color 
space, the normalized values are using Eq. 1.  
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where R, G, B are the three primary colors, red, green and 
blue and r, g, b are normalized red, green and blue color 
values, respectively. Depending on the normalized color 
values, a face color model represented by a Gaussian 
model )Σ,( 2mN  is obtained in advance, where 
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where N is the total number of pixels measured in face 
regions, and  is the covariance of the 2D Gaussian distri-
bution model. 
Thus a distance map is obtained by measuring the dis-
tance between the normalized pixel color value and the 
Gaussian face color model. Fig. 2 illustrates the brighter 
pixel area meaning that it is more likely to locate in a face 
area. Since an arbitrary image may make it impossible to 
distinguish faces from background reliably only by nor-
malized color values, a further color clustering process is 
essential. Assuming that in a particular image, the pixels 
within a face has consistent color values in L-a-b color 
space, especially in it’s a and b dimensions. The color 
clustering process is done in L-a-b color space and the 
initial cluster centres are assigned at the peaks of the his-
tograms. Thus we can obtain the results of consistent re-
gion partitions and treat each as a potential face region. 
The process of forming color similarity map is actually a 
process of weighting the pixel values on the color distance 
map. The pixel with its high value in the color similarity 
map corresponds to potential facial feature regions. The 
weighting operation is done three times. At the first time, 
the weighting is determined according to the following 
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Fig. 3 Histogram equalization of a face image. 
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Where T1 is a threshold, and 1,1, 21  αα d  is the dis-
tance value to face color model. This rule is applied to 
each ROIs, so even the face regions with different races 
should get almost the same weights at this step. Here we 
obtain a segmented binary image by T1. After region 
grouping operation (Rule 2), this binary image has two 
functions. First it can be used to guide the region of local 
symmetry operation to shorten the processing time. Sec-
ond, we can adjust the values of color similarity map 
again based on the shapes of the grouped regions in that 
binary image. A higher value is assigned if it is more ellip-
tic.  
 
Rule 2: Merge the face and non-face regions if  

positionspecialvaluecolormergemerge dαdαDTD 212 ,       (4)                                                                                                   

Finally, in each grouped region, we re-assign the color 
similarity value to each pixel mainly based on its distance 
to face color model in L-a-b space (Rule 3) and a final col-
or similarity map is obtained. In real implementation, 
considering the fact there may exist errors in ellipse fit-
ting, and furthermore, face region may be occluded by 
eyeglasses, beard, or moustache, once the region is fitted 
by an ellipse, all pixels within this ellipse should be pro-
cessed as potential face areas. The pixels near the ellipse 
boundary will also be assigned high similarity values in 
the way of descending gradually. Now the pixels most 
likely in facial regions should have high values. This is 
also an output result of model-based face detection using 
color and geometry information. 
Rule 3: The color similarity value 321 SSSfcolor  , where 

1S  is related to the distance between the normalized color 
pixel value and Gaussian face color model, 2S  is related 
to the shape of grouped face-like region, 3S  is related to 
the distance between L-a-b color value and the current 
face color model. 

5 LOCAL SIMILARITY MAP 
There are some symmetric attributes on human faces. For 
instance, the two eyes and two ears are symmetrical about 
the face middle-line, as well as one nose and one mouth 
locate at the middle-line. Rather than these global sym-
metry attributes on human faces, we only focus on the 
local symmetry attributes on human faces which have 
been used for facial feature detection. The former ap-
proach provided a theoretic measure on local symmetry 
which both magnitudes and orientations of the image 
gradients around are utilized, the latter proposed a sim-

plified detection mechanism using the orientations of the 
gradients only. We propose a new method for local sym-
metry operator and then scan whole gradient image to get 
a local symmetry similarity map. To obtain better detec-
tion performance our modifications are as follows: 
To ensure that all potential facial features can be detected 
effectively, the size of local symmetry operator is deter-
mined by the size of ROI obtained from color segmenta-
tion and ellipse fitting, normally 3×3 or 5×5. If the size of 
the operator needs to be very large, we scale down the 
image to speed the detection process either. In order to 
obtain accurate results, real number is used to calculate 
the orientation of the gradient image although the orien-
tation mask is still and index type (integer). Besides the 
information of the orientation map, we also utilize the 
information of the magnitude of image gradient. Similar 
to the orientation mask operator, a distance-weighted 
operator is formed at the beginning of local symmetry 
detection. These two operators are used jointly to detect 
the attributes of local symmetry within the ROIs. 

6 FUSION OF COLOR & SYMMETRY INFORMATION 
Once both similarity map and local symmetry similarity 
map are obtained, the detection process is to fuse these 
two maps to get a fusion map where each point with high 
value will be considered as potential facial feature point. 
The fusion operation actually is a fuzzy-like operator: 
After a threshold and grouping operation on the obtained 
fusion map, we can get potential facial features points. 
Taking each possible combination, the face geometry 
model is affinely transformed based on the current hy-
pothesis on facial feature positions. Then matching opera-
tion is performed between the transformed face geometry 
model and the fusion map directly according to the fol-
lowing matching criterion: 
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where N is the total number of matching pixels involved, 
and map(i), model(i) are the corresponding pixel values 
in the fusion map and transformed face geometry model, 
respectively. This normalized measure is used to adjust 
the confidence of the detected face. A ROI is identified to 
be a face if its overall confidence value is higher than 
some threshold value.  

7 EXPERIMENTAL RESULTS & PERFORMANCE 
The effectiveness and robustness of this approach have 
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been justified using different images with various kinds 
of expressions. Experiments are carried out on a Pentium 
Dual Core 1.80GH PC with 2 GB RAM. The algorithm has 
been implemented using Visual C++. When a complex 
image is subjected in the input, the face detection result 
highlights the facial part of the image, as shown in Fig. 4. 
The system can also cope with the problem of partial oc-
clusion of mouth and wearing sunglasses. Images of dif-
ferent persons are taken at their own work places and at 
different environments both in shiny and gloomy weath-
er. Most of the images are taken using a digital camera, 
but some are from scanner, and some from video tapes 
recorded from different television channels. The algo-
rithm is capable of detecting single face in an image. For 
multiple faces, the system finds the dominant face only. A 
total of 360 images, including more than 80 different per-
sons, are used to investigate the capacity of the proposed 
algorithm. Among them only 6 faces are found false.  Ex-
perimental results demonstrate that the success rate of 

approximately 98% 







 %33.98%100
360
354

 is achieved. 

The main reason behind the failure of those images in 
finding face regions is the occlusion. Face detection is per-
formed by using both color and grayscale modes. The 
detection result is summarized in Table 1.  
 

TABLE 1 
EXPERIMENTAL RESULTS 

Image Condition No of 
Images 

Correctly 
Detected 

Accuracy (%) 

Bright Sunny  120 119 99.2% 

Foggy Weather  120 117 97.5% 

Dark Environ-
ment  

120 118 98.3% 

 
 
 

 
 
 
 
         (a)                                  (b) 

 
 
 
 
 

 
         (c)    (d) 

 
 

 
 

7 CONCLUSION 
Detection of human faces is a problem that appears time. 

Although human beings accomplish these tasks countless 
times a day, they are still very challenging for machine 
vision. Most of the researchers attack this kind of problem 
with face localization and feature selection with frontal 
view faces and without facial expression and normal 
lighting conditions although the variation between the 
images of the same face is too large due to facial expres-
sion, hair style, pose variation, lighting conditions, make-
up, etc. In this paper, face detection has been implement-
ed using color symmetry algorithm to search for the face 
of a particular individual in an image. The effectiveness of 
the face detection algorithm has been tested both in sim-
ple and complex backgrounds for different types of face 
and non-face images of 320×240 resolution. The algorithm 
is capable of detecting the faces in the images with differ-
ent backgrounds and lighting conditions. Our next ap-
proach is to extend the algorithm for multi-face detection 
and overlapping faces in images and to detect facial pos-
es. 
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Fig. 4 Face detection for the children at their own environment: 
(a)-(c): original image, and (b)-(d): detected face image. 
 


