
Chapter 5

Junctions

Most semiconductor devices contain at least one junction between p-type and
n-type materiaLThesc p-n junctions are fundamental to the performance of func-
tions such as rectification, amplification, switching, and other operations in elec-
tronic circuits, In this chapter we shall discuss the equilibrium state of the junction
and the flow of electrons and holes across a junction under steady state and tran-
sient conditions. This is followed by a discussion of metal-semiconductor junc-
tions and hetcrojunctions between semiconductors having different band gaps.
With the background provided in this chapter on junction properties, we can
then discuss specific devices in later chapters.

5.1 Although this book deals primarily with how devices work rather than how
FABRICATION OF they are made, it is instructive to have an overview of the fabrication process
p-n JUNCTIONS in order to appreciate device physics. We have already discussed in Chapter

I how single-crystal substrates and epitaxial layers needed for high quality
devices are grown, and how the doping can he varied as a function of depth.
However, we have not discussed how doping can be varied laterally across
the surface, which is key to making integrated circuits on a wafer. Hence, it
is necessary to be able to form patterned masks on the wafer corresponding
to the circuitry, and introduce the dopants selectively through windows in
the mask. We will first briefly describe the major process steps that form the
underpinnings of modern integrated circuit manufacturing. Relatively few
unit process steps can be used in different permutations and combinations to
make everything from simple diodes to the most complex microprocessors.

S. 11.11 Thermal Oxidation

Many fabrication steps involve heating up the wafer in order to enhance a
chemical process. An important example of this is thermal oxidation of Si to
form Si02 . This involves placing a batch of wafers in a clean silica (quartz)
tube which can he heated to very high temperatures (-800-1000°C) using
heating coils in a furnace with ceramic brick insulating liners. An oxygen-
containing gas such as dry 0 2 or H20 is flowed into the tube at atmospher-
ic pressure, and flowed out at the other end. Traditionally, horizontal furnaces
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Figure 5—la
Silicon wafers
being loaded into
o furnace. For 8-
inch and larger
wafers, this type
of horizontal load-
ng is often re-

p laced by a

Figure 5—lb
Vertical furnace
for large Si
wafers. The silica
wafer holder is
loaded with eight.
inch Si wafers
and moved into
the furnace above
for oxidation, dif-
fusion or deposi-
tion operations.
(Photograph cour-
tesy of Tokyo Elec-
tron Ltd.)
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were used (Fig. 5-Ia). More recentI', it has become common to emplo y ver-
tical furnaces (Fig. 5-1 b). A batch of Si wafers is placed in the silica svatr
holders, each facing down to minimize particulate contamination. The wafers
are then moed into the furnace. The gases flow in from the top and flow out
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at the bottom, providing more uniform flow than in conventional horizontal
furnaces-The overall reactions that occur during oxidation are:

Si + 02 -4 SiO2 (dry oxidation)

Si + 2H20 -* Si02+ 2H2 (wet oxidation)

In both cases, Si is consumed from the surface of the substrate. For

every micron of Si02 grown,0.44 p.m of Si is consumed, leading to a 2.2X vol-
ume expansion of the consumed layer upon oxidation. The oxidation pro-

ceeds by having the oxidant (0 2 or H20) molecules diffuse through the

already grown oxide to the Si-Si0 2 interface, where the above reactions take
place. One of the very important reasons why Si integrated circuits exist (and
by extension why modern computers exist) is that a stable thermal oxide can
be grown on Si with excellent interface electrical properties. Other semi-
conductor materials do not have such a useful native oxide. We can argue
that modem electronics and computer technology owe their existence to this

simple oxidation process.
Plots of oxide thickness as a function of time, at different temperatures,

are shown for dry and wet oxidation of (100) Si in Appendix VI.

5.1.2 Diffusion

Another thermal process that was used extensively in IC fabrication in the
past is thermal in-diffusion of dopants in furnaces such as those shown in
Fig. 5-1a, The wafers are first oxidized and windows are opened in the oxide
using the photolithography and etching steps described in Sections 5.1.6 and
5.17, respectively. Dopants such as B, P or As are introduced into these pat-
terned wafers in a high temperature (-.800-1 100°C) diffusion furnace, gen-

erally using a gas or vapor source- The dopants are gradually transported
from the high concentration region near the surface into the substrate
through diffusion, similar to that described for carriers in Section 4.4. The
maximum number of impurities that can be dissolved (the solid solubility) in
Si is shown for various impurities as a function of temperature in Appendix
VII. The diffusivity of dopants in solids, D, has a strong Arrhenius depen-

dence on temperature, T. It is given by D = D 0 exp -(EAT), where D is a

constant depending on the material and the dopant, and EA is the activation

energy. The average distance the dopants diffuse is related to the diffusion
length as in Section 4.4.4. In this case, the diffusion length is \/Df, where tis

the processing time. The product Dt is sometimes called the thermal budget.

The Arrhenius dependence of diffusivity on temperature explains why high
temperatures are required for diffusion: otherwise, the diffusivitieS are far

too low. Since D varies exponentially with T, it is critical to have very precise

control over the furnace temperatures, within several degrees, in order to
have control over the diffusion profiles (Fig. 5-2). The dopants are effec-
tively blocked or masked by the oxide because their diffusivity in oxide is very
low. The diffusivitieS of various dopants in Si and Si0 2 are shown as a func-
tion of temperature in Appendix Viii. Difficulty with profile control and the
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very high temperature requirement has led to diffusion being supplanted by
ion implantation as a doping technique, as discussed in Section 5.1.4.

The trend of using larger Si wafers has changed many processing steps.
For example, eight-inch and larger wafers are best handled in a verLfur-
nace (Fig. 5-1b) rather than the traditional horizontal furnace (Ng. 5-1a).
Also, large wafers are often handled individually for a variety of deposition,
etching, and implantation processes. Such single-wafer processing has led to
development of robotic systems for fast and accurate wafer handling,

The distribution of impurities in the sample at any time during the dif-
fusion can be calculated from a solution of the diffusion equation with ap-
propriate boundary conditions. If the source of dopant atoms at the surface
of the sample is limited (e.g., a given number of atoms deposited on the Si sur-
face before diffusion), a gaussian distribution as described by Eq. (4-44) (for
x > 0) is obtained. On the other hand, if the dopant atoms are supplied con-
tinuously, such that the concentration at the surface is maintained at a con-
stant value, the distribution follows what is called a complementary error
function. In Fig. 5-2, there is some point in the sample at which the intro-
duced acceptor concentration just equals the background donor concentra-
tion in the originally n-type sample. This point is the location of the p-n
junction.To the left of this point in the sample of Hg. 5-2, acceptor atoms pre-
dominate and the material isp-type, whereas to the right of the junction, the
background donor atoms predominate and the material is n-type. The depth
of the junction beneath the surface of the sample can he controlled by the
time and temperature of the diffusion (Prob. 5.2).

In the horizontal diffusion furnace shown in Fig. 5-la, Si wafers are
placed in the tube during diffusion, and the impurity atoms are introduced
into the gas which flows through the silica tube. Common impurity source ma-
terials for diffusions in Si are B 20, BBr. and BCI3 for boron phosphorus
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Figure 3-2
Impurity concen-
tration profile for
fabricating a p'n
junction by
diffusion.
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sources include PH 3 . P20 5 , and FOCI3. Solid sources are placed in the silica
tube upstream from the sample or in a separate heating zone of the furnace;
gaseous sources can be metered directly into the gas flow system; and with
liquid sources inert carrier gas is bubbled through the liquid before being
introduced into the furnace tube. The Si wafers are held in a silica "boat"
(Fig. 5—Ia) which can be pushed into position in the furnace and removed by

a silica rod.
It is important to remember the degree of cleanlinesS required in these

processing steps. Since typical doping concentrations represent one part per
million or less, cleanliness and purity of materials is critically important. Thus
the impurity source and carrier gas must be extremely pure; the silica tube,
sample holder and pushrod must be cleaned and etched in hydrofluoric acid
(HF) before use (once in use, the tube cleanliness can be maintained if no un-
wanted impurities are introduced); finally, the Si wafers themselves must un-
dergo an elaborate cleaning procedure before diffusion, including a final etch
containing HF to remove any unwanted SiO, from the surface.

5.1.3 Rapid Thermal Processing

increasingly, many thermal steps formerly performed in furnaces are being
daiie .using what is called rapid thermal processing (RTP). This includes

rapid thermal oxidation, annealing of ion imp4antation, and chemical vapor
deposition, which are discussed in the following paragraphs. A simple RTP
system is shown in Fig.-5-3. Instead of having a large batch of wafers in a
conventional furnace where the temperature cannot be changed rapidly, a
single wafer is held (face down to minimize particulates) on low-thermal-
mass quartz pins, surrounded by a bank of high-intensity (tens of kW) tung-

IR pyrometer

Figure 5-3
Schematic diagram of a rapid thermal processor, and typical time-temperature profile.
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sten-halogen infrared lamps, with gold-plated reflectors around them. By
turning on the lamps, the high intensity infrared radiation shines through
the quartz chamber and is absorbed by the wafer, causing its temperature
to rise very rapidly (-50-100°CIs). The processing temperature can be
reached quickly, after the gas flows have been stabilized in the chamber. At
the end of the process, the lamps are turned off, allowing the wafer tem-
perature to drop rapidly, once again because of the much lower thermal
mass of an RTP system compared to a furnace. In RTP therefore, temper-
ature is essentially used as a "switch" to start or quench the reaction. Two
critical aspects of RiP are ensuring temperature uniformity across large
wafers, and accurate temperature measurement, for example with thermo-
couples or pyrometers.

A key parameter in all thermal processing steps is the thermal budget,
Dr. Generally speaking, we try to minimize this quantity because an exces-
sive Dt product leads to loss of control over compact doping profiles, which
is detrimental to ultra-small devices. In furnace processing, thermal bud-
gets are minimized by operating at as low a temperature as feasible so that
D is small. On the other hand, RTP operates at higher temperatures
(-1000°C) but does so for only a few seconds (compared to minutes or
hours in a furnace).

5.1.4 ion Implantation

A useful alternative to high-temperature diffusion is the direct implantation
of energetic ionsnto the semiconductor. In this process a beam of impurity
ions is accelerated to kinetic energies ranging from several keV to several
MeV and is directed onto the surface of the semiconductor. As the impuri-
ty atoms enter the crystal, they give up their energy to the lattice in colli-
sions and finally come to rest at some average penetration depth, called the
projected range. Depending on the impurity and its implantation energy, the
range in a given semiconductor may vary from a few hundred angstroms to
about 1 p.m. For most implantations the ions come to rest distributed almost
evenly about the projected range R, as shown in Fig. 5-4a. An implanted
dose of 4) ions/cm2 is distributed approximately by a gaussian formula

1 x—R 2

N(x) =
	 R[2( R)]
	 (5-1 a)

where AR, called the straggle, measures the half-width of the distribution at
e- 112 of the peak Fig. (5-4a). Both R and AR, increase with increasing im-
plantation energy. These parameters are shown as a function of energy for
various implant species into Si in Appendix IX. By performing several im-
plantations at different energies, it is possible to synthesize a desired impu-
rity distribution, such as the uniformly doped region in Fig. 5-4b.
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Figure 5-4
Distributions of im-
planted impurities
(a) gaussian distri-

bution of boron
atoms about a
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ple, a dose of
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140 keV); (b) a

relatively Flat dis-	 io
tribution obtained
by summing four

gaussions implant-
ed at selected en-
ergies and doses.
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Figure 5-5
Schematic diagram of an ion implantation system.

An ion implanter is shown schematically in Fig. 5-5. A gas containing
the desired impurity is ionized within the source and is then extracted into the
acceleration tube After acceleration to the desired kinetic energy, the ions are
Passed through a mass separator to ensure that only the desired ion species
enters the drift tube,' The ion beam is then focused and scanned electrostati-
cally over the surface of the wafer in the target chamber. Repetitive scanning
in a raster pattern provides exceptionally uniform doping of the wafer surface.
The target chamber commonly includes automatic wafer-handling facilities to
speed up the process of implanting many wafers per hour.

An obvious advantage of implantation is that it can be done at relatively
low temperatures; this means that doping layers can be implanted without dis-
turbing previously diffused regions. 'The ions can be blocked by metal or pho-
toresist layers; therefore, the photolithographic techniques described in Section
5.1.6 can be used to define ion implanted doping patterns. Very shallow (tenths
of a micron) and well-defined doping layers can be achieved by this method. As
we shall see in later chapters, many devices require thin doping regions and
may be improved by ion implantation techniques. Furthermore, it is possible to
implant impurities which do not diffuse conveniently into semiconductors.

One of the major advantages of implantation is the precise control of
doping concentration it provides. Since the ion beam current can be mea-
sured accurately during implantation, a precise quantity of impurity can be
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introduced. This control over doping level, along with the uniformity of the
implant over the wafer surface, make ion implantation particularly attrac-
tive for the fabrication of Si integrated circuits (Chapter 9).

One problem with this doping method is the lattice damage which re-
sults from collisions between the ions and the lattice atoms- However, most
of this damage can be removed in Si by heating the crystal after the implan-
tation- This process is called annealing. Although Si can be heated to tem-
peratures in excess of 1000°C without difficulty, GaA's and some other
compounds tend to dissociate at high temperatures. For example, As evapo-
ration from the surface of GaAs during annealing damages the sample-There-
fore, it is common to encapsulate the GaAs with a thin layer of silicon nitride
during the anneal. Another approach to annealing either Si or compounds is
to heat the sample only briefly (e.g., 10 s) using RTP, rather than a conven-
tional furnace. Annealing leads to some unintended diffusion of the im-
planted species. It is desirable to minimize this diffusion by optimizing the
annealing time and temperature. The profile after annealing is given by

r 1/(xR)2\1
N(x) =	 --	 --exp --( — - J (5-1 b)

± 2Dt ) U'2 	 L 2	 + 2DtJJ

5.1 .5 Chemical Vapor Deposition (CVD)

At various stages of device fabrication, thin films of dielectrics, semiconduc-
tors and metals have to be formed on the wafer and then patterned and
etched. We have already discussed one important example of this involving

thermal oxidation of Si. Si02 films can also be formed by low pressure (-100

mTorr)2 chemical vapor deposition (LPCVD) (Fig. 5-6) or plasma-enhanced
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Figure 5-6
Low pressure chemical vapor deposition (LPCVD) reactor.
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CVD (PECVD).fte key differences are that thermal oxidation consumes Si
from the substrate, and very high temperatures are required, whereas CVD
of Si0 2 does not consume Si from the substrate and can he done at much
lower temperatures.The CVD process reacts a Si-containing gas such as SiH4
with an oxygen-containing precursor, causing a chemical reaction, leading
to the deposition of Si0 2 on the substrate. Being able to deposit SiO is very
important in certain applications. As a complicated device structure is built
up. the Si substrate may not he available for reaction, or there may be met-
allization on the wafer that cannot withstand very high temperatures In such
cases, CVD is a necessary alternative.

Although we have used deposition of Si0 2 as an important example.
LPCVD is also widely used to deposit other dielectrics such as silicon ni-
tride (Si 3 N 4 ), and polycrystalline or amorphous Si. It should also he clear
that the VPE of Si or MOCVD of compound semiconductors discussed in
Chapter 1 is really a special, more challenging example of CVD where
not only must a film he deposited, but single-crystal growth must also be
maintained.

5.1.6 Photolithography

Patterns corresponding to complex circuitry are formed on a wafer using
photolithography.Ihis involves first generating a reticle which is a transpar-
ent silica (quartz) plate containing the pattern (Fig. 5-7a). Opaqugns
on the mask are made up of an ultraviolet light-absorbing layer, such as iron
oxide. The reticle typically contains the patterns corresponding to a single
chip or die, rather than the entire wafer (in which case it would he called a

151

Figure 5-7a
A photolitho-
gaphic reticle
used for one step
in the processing
of a 16 Mb dy-
namic random ac-
cess memory
(DRAM). In a
stepper" projec-

tion exposure Sys-
tem, ultraviolet
light shines
through the gloss
plate and the
image is project-
ed Onto the wafer
to expose pho-
toresist for one
die in the array of
circuits, then steps
to the next. (Photo-
graph courtesy of.
IBM Corp.)



Figure 5-7b
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mask). It is usually created by a computer controlled electron beam driven
by the circuit layout data, using pattern generation software. A thin layer of
electron beam sensitive material called electron beam resist is placed on the
iron-oxide--covered quartz plate, and the resist is exposed by the electron
beam. A resist is a thin organic polymer layer that undergoes chemical
changes if it is exposed to energetic particles such as electrons or photons. The
resist is exposed selectively, corresponding to the patterns that are required.
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After exposure, the resist is developed in a chemical solution. There are two
types of resist. The developer is either used to remove the exposed (positive
resist) or unexposed (negative resist) material. The iron oxide layer is then Se-
lectively etched off in a plasma to generate the appropriate patterns. The ret-
icle can be used repeatedly to pattern Si wafers. To make a typical integrated
circuit, a dozen or more reticles are required, corresponding to different
process steps.

The Si wafers are first covered with an ultraviolet light-sensitive or-
ganic material or photoemulsion called photoresist by dispensing the liquid
resist Onto the wafer and spinning it rapidly (-3000 rpm) to form a uni-
form coating (-0.5 jsm). As mentioned above, (here are two types of resist
—negative, which forms the opposite polarity image on the wafer compared
to that on the reticle, and positive (same polarity). Currently, positive re-
sist has supplanted negative because it can achieve far better resolution,
down to -0.25 Am using ultraviolet light from mercury lamps (wavelength
-0.365 p.m). The light shines on the resist-covered wafer through the reti-
cle, causing the exposed regions to become acidified. Subsequently, the ex-
posed wafers are developed in a basic solution of NaOH, which causes the
exposed resist to etch away. Thereby, the pattern on the reticle is trans-
ferred to the die on the wafer. After the remaining resist is cured by bak-
ing at -125°C in order to harden it, the appropriate process step can be
performed, such as implanting dopants through windows in the resist pat-
tern or plasma etching of the underlying layers.

The exposure of the wafers is achieved die-by-die in a step-and-repeat
system called a stepper (Fig. 5- 7b). As the name implies, the ultraviolet light
shines selectively through the reticle onto a single die location. After the
photoexposure is done, the wafer mechanically translates on a precisely con-
trolled x-y translation stage to the next die location and is exposed again. It
is very important to be able to precisely align the patterns on the reticle with
respect to pre-existing patterns on the wafer, which is why these tools are
also sometimes known as mask aligners. An advantage of such a "stepper"
projection system is that re-focusing and realignment can he done at each die
to accommodate slight variations in surface flatness across the wafer, This is
especially important in printing ultra-small linewidths over a very large wafer.
The success of modern IC manufacture has depended on numerous advances
in deep ultraviolet light sources, precision optical projection systems, tech-
niques for registration between masking layers, and stepper design.

What makes photolithography (along with etching) so critical is that it
obviously determines how small and closely packed the individual devices
(e.g. transistors) can be made. We shall see that smaller devices operate bet-
ter in terms of higher speed and lower power dissipation. What makes mod-
ern lithography so challenging is the fact that pattern dimensions are
comparable to the wavelength of light that is used. Under these circum-
stances we cannot treat light propagation using simple geometrical ray optics:
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rather, the wave nature of light is manifested in terms of diffraction, which
makes it harder to control the patterns. The diffraction -limited minimum

geometry is given by

= 0.8 X/NA	 (5-2a)

where X is the wavelength of the light and NA (-0.5) is the numerical aper-
ture or "size" of the lens used in the aligner. This expressitn implies that for
finer patterns, we should work with larger (and, therefore,more expensive)
lenses and shorter wavelengths. As a result, smaller geometries require short-
er wavelengths. This has led the push to replace UV mercury lamp sources
(0.365 p..m) with argon fluoride (ArF) excimer lasers (0.193 pi.m),or extreme
ultraviolet (EUV) sources (0.154 pm). Novel exposure techniques employ-
ing phase shifting and Fourier optics allow resolutions near the dimension of
the wavelength being used. For a common ultraviolet wavelength of 0.365
tim, for example, one ma y achieve linewidths of about 0.25 p.m. An ArF laser

can be used for 0.15 p.m linewidths.
The other key parameter in lithography is the so-called depth-of-focus

(DOE), which is given by

DOE 2 (NA)2	
(5-2h)

The OF tells us the range of distances around the focal plane where the
image quality is sharp. Unfortunately, this expression implies that exposure
with very short wavelengths leads to poor DOF. This is a big challenge be-
cause the topography or the "hills and valleys" on a chip during processing
can be larger than the DOE allowed by the optics.

We must therefore add steps in the fabrication process to planarize the
surface using chemical mechanical polishing (CMP). As the name implies,
the planarizing process is partly chemical in nature (using a basic solution),
and partly mechanical grinding of the layers using an abrasive slurry. As de-
scribed in Section 1.3.3. CMP can he achieved using a slurry of fine SiO 2 par-

ticles in an NaOH solution.
The expression for diffraction-limited geometry (Eq. 5-2a) explains

why there is so much interest in X-ray and electron beam lithography. The
de Broglie theorem states that the wavelength of a particle varies inversely
with its momentum:

= !	 (5-2c)
P

Thus more massive particles or energetic photons should be considered to
achieve shorter wavelengths. Viable candidates for this application are elec-
trons, ions, or X-rays. For example, electron beams are easily generated, fo-
cused, and deflected. The basic technology for this process has been
developed over many years in scanning electron microscopy. Since a 10-keV
electron has a wavelength of about 0.1 A, the linewidth limits become the size
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of the focused beam and its interaction with the photoresist layer. It is pos-
sible to achieve linewidths of 0.1 p.m by direct electron beam writing on the
wafer photoresist. Furthermore, the computer-controlled electron beam ex-
posure requires no masks. This capability allows extremely dense packing of
circuit elements on the chip, but direct writing of complex patterns is slow.

Because of the time required for electron beam wafer exposure, it is usu-
ally advantageous to use electron beam writing to make the reticle (Fig. 5-7a),
but to expose the wafer photoresist using photons In addition to the advances
in deep ultraviolet sources mentioned previously. X-rays offer the promise of
even smaller dimensions. For example, if a heavy metal is used in the mask,
X-rays (X 1 A) can he used to expose the wafer with 0.1 p.m resolution. A
particularly high flux of X-rays can be obtained from the synchrotron radiation
emitted by electrons accelerated in a storage ring or synchrotron.

5.1.7 Etching

After the photoresist pattern is formed, it can be used as a mask to etch the ma-
terial underneath. In the early days of Si technology, etching was done using
wet chemicals. For example, dilute HF can be used to etch Si0 2 layers grown on

a Si substrate with excellent selecriviiy.The term selectivity here refers to the fact
that HF attacks Si02, hut does not affect the Si substrate underneath or the pho-
toresist mask. Although many wet etches are selective, they are unfortunately
isotropic, which means that they etch as fast laterally as they etch vertically.This
is unacceptable for ultra-small features. Hence, wet etching has been largely
supplanted by dry, plasma-based etching which can be made both selective and
anisotropic (etches vertically but not laterally along the surface). In modem IC
processing the main use of wet chemical processing is in cleaning the wafers.

Plasmas are ubiquitous in IC processing.The most popular type of plasma-
based etching is known as reactive ion etching ( RIE) (Fig. 5-8). In a typical
process, appropriate etch gases such as chlorofluorocarbons (CFCs) flow
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Etch Gas	 i	 I	 ._:-• Pump

Anode (Chamber)

Cathode

Wafer

Power Supply

Figure 5-8
Reactive ion etch-
er. Single or multi-
ple wafers are
placed on the rf
powered cathode
to maximize the
ion bombardment.
Shown in the fig-
ure is a simple
diode etcher in
which we have
just two elec-
trodes. We can
also use a third
electrode to sup-
ply rF power sepa-
rately to the etch
gases in a triode
etcher. The most
commonly used rf
frequency is
13.56 MHz,
which is a fre-
quency dedicated
to industrial use
so that there is
minimal interfer-
ence with radio
communications.
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into the chamber at reduced pressure (-1-100 mTorr). and a plasma is struck
by applying an rf voltage across a cathode and an anode. The rf voltage ac-
celerates the light electrons in the system to much higher kinetic energies
(-10 CV) than the heavier ions. The high energy electrons collide with neu-
tral atoms and molecules to create ions and molecular fragments called rad-
icals. The wafers are held on the rf powered cathode, while the grounded
chamber walls act as the anode. From a study of plasma physics, we can show
that although the hulk of the plasma is a highly conducting, equi-potential re-
gion, less conducting sheath regions form next to the two electrodes. It can
also be shown that the sheath voltage next to the cathode can he increased
by making the (powered) cathode smaller in area than the (grounded) anode.
A high d-c voltage (-100-boo V) develops across the sheath next to the rf
powered cathode, such that positive ions gain kinetic energy by being accel-
erated in this region, and bombard the wafer normal to the surface. This bom-
bardment at normal incidence contributes a physical component to the etch
that makes it anisotropic. Physical etching, however, is rather unselective ..Si-
multaneously, the highly reactive radicals in the system give rise to a chem-
ical etch component that is very selective, but not anisotropic. The result is
that RIF. achieves a good compromise between anisotropy and selectivity, and
has become the mainstay of modern IC etch technology.

5.1.8 Metallization

After the semiconductor devices are made by the processing methods de-
scribed previously, they have to be connected to each other, and ultimately
to the IC package, by metallization. Metal films are generally deposited by
a physical vapor deposition technique such as evaporation (e.g., Au on GaAs)
or sputtering (e.g., Al on Si). Sputtering of At is achieved by immersing an Al
target (typically alloyed with -1% Si and -4% Cu to improve the electrical
and metallurgical properties of the Al, as described in Section 9.3. 1) in an
Ar plasma. Argon ions bombard the Al and physically dislodge Al atoms by
momentum transfer (Fig. 5-9). Many of the Al atoms ejected from the tar-
get deposit on the Si wafers held in close proximit y to the target. The Al is
then patterned using the metallization reticle and subsequently etched by
RIE. Finally, it is sintered at - .450°C for -30 minutes to form a good electri-
cal, ohmic Contact to the Si.

After the interconnection metallization is complete, a protective over-
coat of silicon nitride is deposited using plasma-enhanced CVD. Then the
individual integrated Circuits caii be separated by sawing or b y scribing and
breaking the wafer. Ihe final steps of the process are mounting individual de-
vices in appropriate packages and connecting leads to the Al contact regions.
Very precise lead bonders are available for bonding Au or Al wire (about
one thousandth of an inch in diameter) to the device and then to the pack-
age leads. This phase of device fabrication is called back-end processing, and
is discussed in more detail in Chapter 9.
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Figure 5-9
Aluminum sputtering by At* ions. The Ar ions with energies of -1-3 keV physically dislodge Al atoms
which end up depositing on the Si wafers held in close proximity. The chamber pressures are kept low
such that the mean free path of the e jected Al atoms is long compared to the target-to-wafer separation.

The main steps in making p-n junctions using some of these Unit
processes are illustrated in Fig. 5-10. Similarly, we will discuss how the key
semiconductor devices are made using these same unit processes in subse-
quent chapters.

In this chapter we wish to develop both a useful mathematical description of 52
the p-n junction and a strong qualitative understanding of its properties. EQUIUBRIUM
There must be some compromise in these two goals, since a complete math- COMMONS
cmatical treatment would obscure the essentially simple physical features of
junction operation, while a completely qualitative description would not be
useful in making calculations. The approach, therefore, will be to describe
the junction mathematically while neglecting small effects which add little to
the basic solution. In Section 5.6 we shall include several deviations from the
simple theory.

The mathematics of p-n junctions is greatly simplified for the case of the
step junction, which has uniform p doping on one side of a sharp junction
and uniform n doping on the other side. This model represents epitaxial junc-
tions quite well; diffused or implanted junctions, however, are actually grad-
ed (Nd - N. varies over a significant distance on either side of the junction).
After the basic ideas of junction theory are explored for the step junction, we
can make the appropriate corrections to extend the theory to the graded
junction. In these discussions we shall assume one-dimensional current flow
in samples of uniform cross-sectional area.
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Figure 5-10
Simplified description of steps in the fabrication of p-n junctions, For simplicity, only four diodes per
wafer are shown, and the relative thicknesses of the oxide, PR, and the Al layers are exaggerated.

In this section we investigate the properties of the step junction at equl-
!ihrium (i.e., with no external excitation and no net currents flowing in the de-
vice). We shall find that the difference in doping on each side of the junction
causes a potential difference between the two types of material. This is a rea-
sonable result, since we would expect some charge transfer because of dif-
fusion between the p material (many holes) and the n material (many
electrons). In addition, we shall find that there are four components of cur-
rent which flow across the Junction due to the drift and diffusion of electrons
and holes. These tour components combine to give zero net current for the
equilibrium case. However, the application of bias to the junction increases
some of these current components with respect to others, giving net current
flow. If we understand the nature of these four Current components, a sound
view of p-n junction operation. with or without bias, will follow.
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Figure 5-11
Properties of on
equilibrium p-n
junction (a) isolat-
ed, neutral re-
gions of p-type
and n-type materi-
al and energy
bonds for the iso-
lated regions; (b)
junction, showing
space charge in
the transition re--
gion W, the result-
ing electric field
and contact po-
tential V0, and the
separation of the
energy bands; (c)
directions of the
four components
of particle flow
within the transi-
tion region, and
the resulting cur-
rent directions.

5.2.1 The Contact Potential

Let us consider separate regions of p- and n-type semiconductor material,
brought together to form a junction (Fig. 5-11 ).This is not a practical way of
forming a device, but this "thought experiment" does allow us to discover
the requirements of equilibrium at a junction. Before they are joined, the n
material has a large concentration of electrons and few holes, whereas the
converse is true for the p material. Upon joining the two regions (Fig. 5-11),
we expect diffusion of carriers to take place because of the large carrier con-
centration gradients at the junction. Thus holes diffuse from the p side into
the n side, and electrons diffuse from 11 to p. The resulting diffusion current
cannot build up indefinitely, however, because an opposing electric field is
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created at the junction (Fig. 5-Jib). If the two regions were boxes of red airmolecules and greenmolecules (perhaps due to appropriate types of pollu-
tion), eventually there would be a homogeneous mixture of the two after the
boxes were joined. This cannot occur in the case of the charged particles in
a p-n junction because of the development of space charge and the electric
field W. if we consider that electrons diffusing from n to p leave behind un-
compensated 3 donor ions (NJ) in the n material, and holes leaving the p re-
gion leave behind uncompensated acceptors (Ne,), it is easy to visualize the
development of a region of positive space charge near the n side of the junc-
tion and negative charge near the p side. The resulting electric field is di-
rected from the positive charge toward the negative charge. Thus W is in the
direction opposite to that of diffusion current for each type of carrier (recall
electron current is opposite to the direction of electron flow). Therefore, the
field creates a drift component of current from n to p, opposing the diffu-
sion current (Fig. 5-1 1c).

Since we know that no net current can flow across the junction at equi-
librium, the current due to the drift of carriers in the W field must exactly
cancel the diffusion current. Furthermore, since there can be no net buildup
of electrons or Wes on either side as a function of time, the drift and diffu-
sion currents must cancel for each type of carrier.

J(drift) + J(dif1) = C)	 (5-3a)
J5 (drift) + J(diff.) = 0	 (5-3b)

Therefore, the electric field builds up to the point where the net current is
zero at equilibrium. The electric field appears in some region W about the
junction, and there is an equilibrium potential difference V0 across W. In the
electrostatic potential diagram of Fig. 5-11b, there is a gradient in potential
in the direction opposite to W, in accordance with the fundamental relation4

= -d'V(x)/dx. We assume the electric field is zero in the neutral regions
outside W.Thus there is a constant potential °V in the neutral n material, a con-stant V in the neutral p material, and a potential difference V. = cp - V. be-tween the two. The region W is called the transition region s and the potentialdifference V0 is called the contact potential The contact potential appearingacross W is a built-in potential barrier, in that it is necessary to the maintenance

'We recall that neutrality is maintained in the bulk rnororiok of Fig, 5-i lo by the presence of one electron
for each ionized donor (a = N) in then material and one We for each ionized acceptor (p 

N;) inthe p material neglecting minority corriersj. Thus, if electrons leave n, some of the positive donor ions near
the jinction are left uncompensated, as in Fig. 5-11 b. The donors and acceptor, ore Fixed in the lattice, in
contrast to the mobile electrons and holes

'When we write '{x), we refer to the value of Z as computed in the *direction. This value will of course
be negative, since it is directed opposite to the true direction OF59 as shown in Fig. 5-17 b.
'Other names for this region ore the space charge region, since space charge exists within Wwhilo neu-

p	 corners
trality is maintained outside this region, and the depletion region, since Wi, almost deleted ofcompared with the rest of the crystal. The contact potential V. is also called the diffusion potential, since itrepresents a potential barrier which diffusing carriers must surmount in going horn one side of the junction
to the other.
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of equilibrium at the junction; it does not imply any external potential. In-
deed, the contact potential cannot be measured by placing a voltmeter across
the devices, because new contact potentials are formed at each probe, just
canceling Vt,. By definition V0 is an equilibrium quantity, and no net current
can result from it.

The contact potential separates the bands as in Fig. 5-11b; the valence
and conduction energy bands are higher on the p side of the junction than
on the n side6 by the amount q V0 . The separation of the bands at equilibri.
urn is just that required to make the Fermi level constant throughout the de-
vice. We discussed the lack of spatial variation of the Fermi level at
equilibrium in Section 3.5. Thus if we know the band diagram, including EF,
for each separate material (Fig. 5-1 la), we can find the band separation for
the junction at equilibrium simply by drawing a diagram such as Fig. 5-lib
with the Fermi levels aligned.

To obtain a quantitative relationship between V0 and the doping con-
centrations on each side of the junction, we must use the requirements for
equilibrium in the drift and diffusion current equations For example, the
drift and diffusion components of the hole current just cancel at equilibrium:

]	 -

	

J(x) q p.p(x)(x) - D dx
dp(x) j

	
('-4a)

This equation can be rearranged to obtain

li-p	 1	 dp(x)
=

	

	 (4h)
p(x) dx

where the x-direction is arbitrarily taken from p to n. The electric field can
be written in terms of the gradient in the potential,'(x) = -d°li(x)Idx, so that
Eq. (5-4b) becomes

q d°l/'(x)	 1	 dp(x)
(-5)

kT dx	 p(x) dx

with the use of the Einstein relation for AID , . This equation can he solved
by integration over the appropriate limits. In this case we are interested in the
potential on either side of the junction, V. and °Vn , and the hole concentra-
tion just at the edge of the transition region on either side, ph,, and p. For a
step junction it is reasonable to take the electron and hole concentration in
the neutral regions outside the transition region as their equilibrium values.
Since we have assumed a one-dimensional geometry,p and V can be taken
reasonably as functions of x only. Integration of Eq. (5-5) gives

'The electron energy diagram of Fig 5-11 b is related to the electrostatic potential diagram by -q, the
rsegatm charge on the electron. Since Y. iso higher potential than Y by the amount V5 , the electron en-
orgies on the n side are lower than thos, on the p side by qV0.
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_jd0v =

(56)
kT	 Pp

The potential difference °V 1r is the contact potential V0 (Fig. 5-11b).
Thus we can write V0 in terms of the equilibrium hole concentrations on ei-
ther side of the junction:

	

V0 = 
kT 

In 
P
— 	(5-7)

q	 p.

If we consider the step junction to be made up of material with N
acceptors/cm 3 on the p side and a concentration of Nd donors on the n side,
we can write Eq. (5-7) as

kT	 Nk7-NaNd
V0 —In 

nt/Nd 

by considering the majority carrier concentration to be the doping concen-
tration on each side.

Another useful form of Eq. (5-7) is

= eqVIkT(5-9)

pn

By using the equilibrium condition ppnp = = p,i,, we can extend Eq. (5-9)
to include the electron concentrations on either side of the junction:

= e qVdkT (5-JO)
p,,	 n

This relation will he very valuable in calculation of the 1-V characteristics of
the junction.

EXAMPLE 5-1 An abrupt Si p-n junction has N = io' cm-' on the p side and Nd = 1016 cm3
on the n side. At 300 K, (a) calculate the Fermi levels, draw an equilibrium
band diagram and find V0 from the diagram; (b) compare the result from (a)
with V0 calculated from Eq. (5-8).

SOLUTION	 (a) Find EF on each side

Eip - EF = kT ln = 0.0259 In

	

	 = 0.407 eV
(1.5 x iO'°)
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1016
EF - 	 = kT 1n- = 0.0259 In	 = 0.347 eV

(1.5x10 ,

qV0 = 0.407 + 0.347 = 0.754 eV

	

_'\___	 *_

\ ().7S4 eV

Lft 407

El
E,	 A -------------

0 147

- -

E',.

(b) Find V0 from Eq. (5-8)

loll____

qV0 = kT In 
N 

2
Na 

= 0.0259 In

	

ni	 2.25 x 1020 
0.754 eV

P52.2 Equilibrium Fermi Levels

We have observed that the Fermi level must be constant throughout the de-
vice at equilibrium.This observation can be easily related to the results of the
previous section. Since we have assumed that p,, and p. are given by their
equilibrium values outside the transition region, we can write Eq. (5-9) in
terms of the basic definitions of these quantities using Eq. (3-19):

p.j	 (E;,. E. )/kTe

	

- =	 =	 ( 5- 11 ^0N,,e,)1kT

=	 5-I 1h

qV0 =	 -	 (5-12)

The Fermi level and valence band energies are written with subscripts to in-
dicate the p side and the n side of the junction.

From Fig. 5-1 lb the energy bands on either side of the junction are
separated by the contact potential V0 times the electronic charge q; thus the
energy difference E, - E,, is just qV0 . Equation (5-12) results from the fact
that the Fermi levels on either side of the junction are equal at equilibrium
(EF - EFF = 0). When bias is applied to the junction, the potential barrier is
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raised or lowered from the value of the contact potential, and the Fermi lev-
els on either side of .the junction are shifted with respect to each other by an
energy in electron volts numerically equal to the applied voltage in volts.

5.2.3 Space Charge at a Junction

Within the transition region, electrons and holes are in transit from one side
of the junction to the other. Some electrons diffuse from n top, and some are
swept by the electric field from p to n (and conversely for holes); there are,
however, very few carriers within the transition region at any given time,
since the electric field serves to sweep out carriers which have wandered
into W. To a good approximation, we can consider the space charge within
the transition region as due only to the uncompensated donor and acceptor
ions. The charge density within W is plotted in Fig. 5-12b. Neglecting carri-
ers within the space charge region, the charge density on the n side is just q

- 1p0	 ',,	 x

Figure 5-12
Space charge

and electric field
distribution within

the transition re-
gion of a p-n junc-
tion with Nd > N,,:

(a) the transition
region, with x = 0

defined at the
metallurgical junc.

tion; (b) charge
density within the
transition region,

neglecting the
free carriers; )c)
the electric field

distribution,
where the 'tefer-

ence direction for
is arbitrarily
taken as the
+x-direction.

Charge density

qN

(hi	

(+	 Q =

X..qt,1

& (.x)

(c)	
_0	 /x
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times the concentration of donor ions N, and the negative charge density on

the p side is -q times the concentration of acceptors N. The assumption of

carrier depletion within W and neutrality outside W is known as the deple-

tion approximation.
Since the dipole about the junction must have an equal number of

charges on either side? (Q, = IQ.;), the transition region may extend into the
p and n regions unequally, depending on the relative doping of the two sides.
For example, if the p side is more lightly doped than the n side (Ne < Nd), the
space charge region must extend farther into the p material than into the n.
to "uncover" an equivalent amount of charge. For a sample of cross-sectional

area A, the total uncompensated charge on either side of the junction is

qAx 1 N, = qAx,,Nj 	(5-13)

where x,,0 is the penetration of the space charge region into the p material.

and x. 0 is the penetration into n.Thc total width of the transition region (W)

is the sum of x,0 and
To calculate the electric field distribution within the transition region,

we begin with Poisson's equation, which relates the gradient of the electric
field to the local space charge at any point x:

d(x) =- n + N - N.;)	 (5-14)
dx	 €

This equation is greatly simplified within the transition region if we neglect
the contribution of the carriers (p - n) to the space charge. With this ap-
proximation we have two regions of constant space charge:

=	 0 < x < x,, 11	 (5-I5a)
dx €

= -N. -x <x<0	 (5-I5h)
dx	 €

assuming complete ionization of the impurities (Nj' = N. and (N.; Ne).
We can see from these two equations that a plot of (x) vs.x within the tran-
sition region has two slopes, positive ( increasing with x) on then side and
negative ( becoming more negative as x increases) on the p side. There is
some maximum value of the field at .x = 0 (the metallurgical junction be-
tween the p and n materials), and (x) is everywhere negative within the
transition region (Fig. 5-12c).These conclusions come from Gauss's law, but
we could predict the qualitative features of Fig. 5-12 without equations. We

simple way of remembering ttris equal charge requirement is to floe that electric flux lines must begin
and end on charges of opposite sign. Therefore, if G. arc Q were nom of equal magnitude, the electric
Field would not be contained within W but would este'rd farther i he p or n regions untl the enclosed
charges become equal
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expect the electric field (x) to be negative throughout W, since we know that
the field actually points in the -x-direction, from n to p (i.e., from the pos-
itive charges of the transition region dipole toward the negative charges).
The electric field is assumed to go to zero at the edges of the transition re-
gion, since we are neglecting any small field in the neutral n or p regions.
Finally, there must be a maximum at the junction, since this point is be-
tween the charges Q, and Q on either side of the transition region. All the
electric flux lines pass through the x = U plane, so this is the obvious point of
maximum electric field.

The value ofWo can be found by integrating either part of Eq. (5-15)
with appropriate limits (see Fig. 5-12c in choosing the limits of integration).

10

	

J 
d = Naj dx,	 0 < x < x0€	

0

j d = N. 	 x 0 < x <0	 (5-16h)

Therefore, the maximum value of the electric field is

=	 =	 15-17)

It is s i mple to relate the electric field to the contact potential V0 , since
the	 field at any x is the negative of the potential gradient at that point:

I
-	 or -V(, =	 (x)dx	 (5-IS)dx	 j

Thus the negative of the contact potential is simply the area under the (r)
vs. x triangle. This relates the contact potential to the width of the deple-
tion regionT

	

=	 L . JXW	 (5-l)

Since the balance of charge requirement isx,,Va = (,N, and %V is simpl y x
x,., we can write .v, = WVj(N 4 N) in Eq. (5-19):

V-	
.i

 2 € AT --- Nd

By solving for W. we have an expression for the width of the transition
region in terms of the contact potential, the doping concentrations, and
known constants q and e.
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= [2€V 0 (N_+_Nd \1 12	[2V,7 1	 1 '1h2

	

q 'i.. NNd 	 (.5-21)

There are several useful variations of Eq. (5-21): for example, V0 can
be written in terms of the doping concentrations with the aid of Eq. (5-8):

W 
= [2ekT( 1 NNa)(1 ± 1)1 1/2	 (5-22)

	

/IT	 N	 N

We can also calculate the penetration of the transition region into the n and
p materials:

-	 I 	 -	 W	 =	
N	 111/2 (5-23a)X113

—N + Nd I + Na/Nd	 q N(N + N)JJ

	

WN	 W	 I2eVorN	 11/2

	

= N + Nd = 1 ± Nd/Na =	 [Nd(N + Na)j	
(5-23h)

As expected, Eqs. (5-23) predict that the transition region extends far-
ther into the side with the lighter doping. For example, if N 4 Nd , X) is large
compared with x,. This agrees with our qualitative argument that a deep pen-
etration is necessary in lightly doped material to "uncover" the same amount
of space charge as for a short penetration into heavily doped material.

Another important result of Eq. (5-21) is that the transition width W
varies as the square root of the potential across the region. In the derivation
to this point, we have considered only the equilibrium contact potential V0.

In Section 5.3 we shall see that an applied voltage can increase or decrease
the potential across the transition region by aiding or opposing the equilib-
rium electric field. Therefore, Eq. (5-21) predicts that an applied voltage will
increase or decrease the width of the transition region as well.

Boron is implanted into an n-type Si sample (N = 1016 cm 3), forming an EXAMPLE 5-2
abrupt junction of square cross section, with area = 2 x 10 cm2 . Assume that
the acceptor concentration in the p-type region is N = 4 X 1018 cm — '. Cal-
culate V0, x,,, x,,, Q,, and ' for this junction at equilibrium (300 K). Sketch

(x) and charge density to scale, as in Fig. 5-12.

From Eq. (5-8),

kT NNd 4x10
V0 =—ln	 = 0.0259 In

q	 ,	
225 

x

= 0.0259 ln(1.78 x 10 1 ) = 0.85 V
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From Eq. (5-21),

W
[2e	

±
V )( 1	 ) liZ

= I —i - -

	

! q \N	 Nd

- [2(11.8 X 8.85 X 10)(0.85)	
10	 + 1016)]

1/2

- L	 1.6 x 10

= 3.34 X 10 cm = 0.334 .z.m

P (x)

(x)

From Eq. (5-23),

3.34 x io-
I + 0.(X)25	

0.3 33 m

XPO	
334 10 -s _=	 -8.3 X 10 - ' cm = 8.3A

Note that x, 1	 W.
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= -Q = qAxN = (1.6 )< 10)(2 x 10 - )(3.33 x 10_5)(10I6)

= 1.07 x 10°C

qNx = —(1.6 X 109)(1016)(3.3 x )_5)

€	 (11.8)(8.85 x 10	 )

= —5.1 X 104 V/cm

On useful feature of a p-n junction is that current flows quite freely in the
p to n direction when the p region has a positive external voltage bias rela-
tive to n (forward bias and forward current), whereas virtually no current
flows when p is made negative relative to n (reverse bias and reverse current).
This asymmetry of the current flow makes the p-n junction diode very use-
ful as a rectifier. While rectification is an important application, it is only the
beginning of a host of uses for the biased junction. Biased p-n junctions can
be used as voltage-variable capacitors, photocells, light emitters, and many
more devices which are basic to modem electronics. Two or more junctions
can be used to form transistors and controlled switches.

In this section we begin with a qualitative description of current flow
in a biased junction. With the background of the previous section, the basic
features of current flow are relatively simple to understand, and these qual-
itative concepts form the basis for the analytical description of forward and
reverse currents in a junction.

5.3.1 Qualitative Description of Current Flow at a Junction

We assume that an applied voltage bias V appears across the transition re-
gion of the junction rather than in the neutral n and p regions. Of course,
there will be some voltage drop in the neutral material, if a current flows
through it. But in most p-n junction devices, the length of each region is small
compared with its area, and the doping is usually moderate to heavy; thus the
resistance is small in each neutral region, and only a small voltage drop can
be maintained outside the space charge (transition) region. For almost all
calculations it is valid to assume that an applied voltage appears entirely
across the transition region. We shall take V to be positive when the exter-
nal bias is positive on the p side relative to the n side.

5.3
FORWARD- AND
REVERSE-BIASED
JUNCTIONS;
STEADY STATE
CONDITIONS
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Since an applied voltage changes the electrostatic potential barrier and
thus the electric field within the transition region, we would expect changes
in the various components of current at the junction (Fig. 5-13). In addition,
the separation of the energy hands is affected by the applied bias, along with
the width of the depletion region. Let us begin by examining qualitatively the
effects of bias on the important features of the junction.

The electrostatic potential barrier at the junction is lowered by a for-
ward bias Vf from the equilibrium contact potential V0 to the smaller value
V, - Vf.This lowering of the potential barrier occurs because a forward bias
(p positive with respect to n) raises the electrostatic potential on the p side
relative to the n side. For a reverse bias (V = -Vt) the opposite occurs; the
electrostatic potential of the p side is depressed relative to the n side, and
the potential barrier at the junction becomes larger (V0 + V,).

The electric field within the transition region can be deduced from the
potential barrier. We notice that the field decreases with forward bias, since
the applied electric field opposes the built in field. With reverse bias the field
at the junction is increased by the applied field, which is in the same direc-
tion as the equilibrium field.

The change in electric field at the junction calls for a change in the tran-
sition region width W, since it is still necessary that a proper number of pos-
itive and negative charges (in the form of uncompensated donor and acceptor
ions) be exposed for a given value of the Z field. Thus we would expect the
width W to decrease under forward bias (smaller t, fewer uncompensated
charges) and to increase under reverse bias. Equations (5-21) and (5-23) can
be used to calculate W,x,,,, and x,, if V0 is replaced by the new barrier height8
VU - V.

The separation of the energy bands is a direct function of the elec-
trostatic potential barrier at the junction. The height of the electron en-
ergy barrier is simply the electronic charge q times the height of the
electrostatic potential barrier. Thus the bands are separated less [q(V0 - Vf]
under forward bias than at equilibrium, and more [q(V0 + V,)] under re-
verse bias. We assume the Fermi level deep inside each neutral region is
essentially the equilibrium value (we shall return to this assumption later):
therefore, the shifting of the energy bands under bias implies a separa-
tion of the Fermi levels on either side of the junction, as mentioned in
Section 5.2.2. Under forward bias, the Fermi level on the in side EF,, is
above EF by the energy qV1 ; for reverse bias. EFP is qV joules higher
than EF,,. In energy units of electron volts, the Fermi levels in the two neu-
tral regions are separated by an energy, (eV) numerically equal to the ap-
plied voltage (V).

'With bias applied to the junction, the 0 in the subscripts of x, and x O doe, not imply equilibrium. ln
stead, it signifies the origin of a new set of coordinates. x, -0 and Y, - 0, as defined later in Fig. 5-15.
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Figure 5-13
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The diffusion current is composed of majority carrier electrons on the
n side surmounting the potential energy barrier to diffuse to the p side, and
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holes surmounting their barrier from p to n.9 There is a distribution of ener-
gies for electrons in the n-side conduction band (Fig. 3-16), and some elec-
trons in the high-energy "tail" of the distribution have enough energy to
diffuse from n to p at equilibrium in spite of the barrier. With forward bias,
however, the barrier is lowered (to V0 - Vf), and many more electrons in
the n-side conduction band have sufficient energy to diffuse from n to p over
the smaller barrier. Therefore, the electron diffusion current can be quite
large with forward bias. Similarly, more holes can diffuse from p to n under
forward bias because of the lowered barrier. For reverse bias the barrier be-
comes so large (V0 + V,) that virtually no electrons in the n-side conduction
band or holes in the p-side valence band have enough energy to surmount
it. Therefore, the diffusion current is usually negligible for reverse bias.

The drift Current is relatively insensitive to the height of the potential
barrier. This sounds strange at first, since we normally think in terms of ma-
terial with ample carriers, and therefore we expect drift current to be simply
proportional to the applied field. The reason for this apparent anomaly is the
fact that the drift current is limited not by how fast earners are swept down the
harrier, but rather how often. For example, minority carrier electrons on the p
side which wander into the transition region will be swept down the barrier by
the T field, giving rise to the electron component of drift current. However, this
current is small not because of the size of the barrier, but because there are very
few minority electrons in the p side to participate. Every electron on the p
side which diffuses to the transition region will be swept down the potential
energy hill, whether the hill is large or small. The electron drift current does
not depend on how fast an individual electron is swept from p to n, but rather
on how many electrons are swept down the barrier per second. Similar com-
ments apply regarding the drift of minority holes from the n side to the p side
of the junction. To a good approximation, therefore, the electron and hole drift
currents at the junction are independent of the applied voltage.

The supply of minority carriers on each side of the junction required to
participate in the drift component of current is generated by thermal exci-
tation of electron-hole pairs. For example, an EFIP created near the junc-
tion on the p side provides a minority electron in the p material. If the EHP
is generated within a diffusion length L. of the transition region, this electron
can diffuse to the junction and be swept down the barrier to the n side. The
resulting current due to drift of generated earners across the junction is com-
monly called the generation current since its magnitude depends entirely on

'Remember that the potential energy barriers for electrons and holes are directed oppositely. The barrier for
electrons is apparent from the energy band diagram, which is always drown for electron energies. For holes,
the potential energy barrier at the junction has th* some shape as the electrostatic potential boater (the con,
v.rsion factor between electrostatic potential and hole energy is +q). A simple check of these two barrier di-
rections can be made by asking the directions in which carriers are swept by the S held within the transition
region—a hole is swept in the direction 0f, from n to p (swept down the potential 'hill' 6 holes); an elec-
tron is swept opposite to 5, from plo n (swept down the potential energy 'hilt' for electrons).
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the rate of generation of EHPs. As we shall discuss later, this generation cur-
rent can be increased greatly by optical excitation of EHPs near the junction

(the p-n junction photodiode).
The total current crossing the junction is composed of the sum of the dif-

fusion and drift components. As Fig. 5-13 indicates, the electron and hole
diffusion currents are both directed from p to n (although the particle flow
directions are opposite to each other), and the drift currents are from n to p.

The net current crossing the junction is zero at equilibrium, since the drift and
diffusion components cancel for each type of carrier (the equilibrium elec-
tron and hole components need not be equal, as in Fig. 5-13, as long as the
net hole current and the net electron current are each zero). Under reverse
bias, both diffusion components are negligible because of the large barrier at
the junction, and the only current is the relatively small (and essentially voltage-
independent) generation current from n to p. This generation current is shown
in Fig. 5-14, in a sketch of a typical I-V plot for a p-n junction. In this figure
the positive direction for the current I is taken from p to n, and the applied

voltage V is positive when the positive battery terminal is connected to p
and the negative terminal to n. The only current flowing in this p-n junction

diode for negative V is the small current l(gen.) due to carriers generated in
the transition region or minority carriers which diffuse to the junction and are

collected.The current at V = 0 (equilibrium) is zero since the generation and

diffusion currents cancel:10

I = J(diff.) - jl(gen.)I = 0 for V = 0	 (5-24)

i'_

Ifi

I(Jiff.)

 ll(ge.n.)I(,,1T - 1)

F- I(gcn.)
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Figure 5-14
I—V characteristic
of a p-n junction.

"'The total current / is the 
sun, of the generation and diffusion components. However, these components

are oppositely directed, l(diff.) being positive and ligen.) be i ng negative For the chosen reference d,rec-
tion. To avoid confusion of signs, we use here the magnitude of the drift current l(gen.)i and include its
negative sign in Eq. (5-24). Thus when we write the term _4Iger ), there is no doubt that the generation

current is in the n.gotive current direction. This approach emphasizes the fact that the two components of
current add with opposite signs to give the total current.
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As we shall see in the next section, an applied forward bias V = Vj in-
creases the probabilit y that a carrier can diffuse across the junction, by the
factor exp (qV1 /kl').Thus the diffusion current under forward bias is given
by its equilibrium value multiplied by exp (qVIkl); similarly, for reverse bias
the diffusion current is the equilibrium value reduced by the same factor,
with V = -V,.. Since the equilibrium diffusion current is equal in magnitude
to 1(gen.), the diffusion current with applied bias is simply 1(gen.)I
exp(qV/kfl. The total current 1 is then the diffusion current minus the ab-
solute value of the generation current, which we will now refer to as 1:

/ = lo(eFrT - 1)	 (5-25)

In Eq. (5-25) the applied voltage Vcan be positive or negative, V= Vj
or V = -V,. When V is positive and greater than a few k TJq (kTIq = 0.0259 V
at room temperature), the exponential term is much greater than unity. The
current thus increases exponentially with forward bias. When V is negative (re-
verse bias), the exponential term approaches zero and the current is -
which is in the n top (negative) direction, This negative generation current
is also called the reverse saturation current. The striking feature of Fig. 5-14
is the nonlinearity of the I-V characteristic. Current flows relatively freely
in the forward direction of the diode, but almost no current flows in the re-
verse direction.

5.3.2 Carrier Injection

From the discussion in the previous section, we expect the minority carrier
concentration on each side of a p-n junction to vary with the applied bias
because of variations in the diffusion of carriers across the junction.The equi-
librium ratio of hole concentrations on each side

PP = qV0/kT	 (5-26)

becomes with bias (Fig. 5-13)

p( -x,,)
= e'*T	 (5-27)

p(x0)

This equation uses the altered barrier V0 - V to relate the steady state
hole concentrations on the two sides of the transition region with either for-
ward or reverse bias (V positive or negative). For low-level injection we can
neglect changes in the majority carrier concentrations. Although the absolute
increase of the majority carrier concentration is equal to the increase of the
minority carrier concentration in order to maintain space charge neutrality,
the relative change in majority carrier concentration can be assumed to vary
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only slightly with bias compared with equilibrium values. With this simplifi-
cation we can write the ratio of Eq. (5-26) to (5-27) as

p(xo) = eqv 11T taking p(-x ) ) = Pr,	 (

With forward bias, Eq. (5-28) suggests a greatl y increased minority carrier hole
concentration at the edge of the transition region on the n side p(ç) than was
the case at equilibrium Conversely, the hole concentration p(x,) under reverse
bias (V negative) is reduced below the equilibrium value p,,.The exponential in-
crease of the hole concentration at x,,r, with forward bias is an example of ,n,norztv

carrier injection. As Fig. 5-15 suggests, a forward bias V results in a steady state
injection of excess holes into the n region and electrons into the p region. We can
easily calculate the excess hole concentration at the edge of the transition
region x.0 by subtracting the equilibrium hole concentration from Eq. (5-28).

-= p(x)-p=p,,(e7 -
	

(5-29)

and similarly for excess electrons on the p side,

= n(-x)-nr,= n(e kl -	 3(i)

From our study of diffusion of excess carriers in Section 4.4.4. we expect
that injection leading to a steady concentration of Ap,, excess holes atx,,r, will
produce a distribution of excess holes in the n material. As the holes diffuse
deeper into the in region, they recombine with electrons in the n material,
and the resulting excess hole distribution isohtained as a solution of the dif-
fusion equation. Eq. (4-34b). If the a region is long compared with the hole
diffusion length L, the solution is exponential, as in Eq (4-36). Similarly, the
injected electrons in the p material diffuse and recombine, giving an expo-
nential distribution of excess electrons. For convenience, let us define two
new coordinates (Fig. 5-15): Distances measured in the x-direction in the n
material from x 0 will be designated x; distances in the p material measured
in the -x-direction with -xo as the origin will be called xr,.This convention will
simplify the mathematics considerably. We can write the diffusion equation
as in Eq. (4-34) for each side of the junction and solve for the distributions
of excess carriers (n and p) assuming long p and a regions:

n(x) =	 = ri(e . Al - l)e	 L,	 I a.)

= p(e1)eH	 5-lh)
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Figure 5-15
Forward-biased junction: (a) minority carrier distributions on the two sides of the transition region and
definitions of distances X. and x, measured from the transition region edges; (b) variation of the quasi-
Fermi levels with position.

The hole diffusion current at any point x,,, in the n material can be cal-
culated from Eq. (4-40):

d&p(x,,)	 Dp
I,,(x,,) = -qAD,, dx,, = qA	 p,,eL; qA - 5p(x5) (5-32)

where A is the cross-sectional area of the junction. Thus the hole diffusion
current at each position x is proportional to the excess hole concentration
at that point. 11 The total hole current injected into then material at the junc-
tion can be obtained simply by evaluating Eq. (5-32) at x,,0:

qADqAD
= O) = L
	

" 
=	

PpfrQV/kT 1)	 (5-33)

With carrier injection due 10 bias, it is clear that the equilibrium Fermi level, cannot be used to describe
carrier concentrations In the device. It is necessary to use the concept of quasi-Fermi levels, taking into ac-
count the spatial variations of the carrier concentrations.
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By a similar analysis, the injection of electrons into the p material leads
to an electron current at the junction of

qAD,,	 qAD

= 0) = - !,,--An	 = - L,, 
np( e" 	 1)	 (5-34)

The minus sign in Eq. (5-34) means that the electron current is opposite to

the xe-directiOn; that is, the true direction of 1,, is in the +x-direction, adding
to Iin the total current (Fig. 5-16). If we neglect recombination in the transi-
tion region, which is known as the Shockley ideal diode approximation, we
can consider that each injected electron reaching -xpo must pass through x,,1

Thus the total diode current I at x,, can be calculated as the sum of I(x = 0)

and _I(x = 0). If we take the +x-direction as the reference direction for the
total current I. we must use a minus sign with I(x) to account for the fact that

xi,, is defined in the --x-direction:

qAD	 qAD
I = I(x = 0) -	 = 0) = --7--p,,-7--p,,+  ----n	 (5-35)

(s36)

Equation (5-36) is the diode equation, having the same form as the
qualitative relation Eq. (5-25). Nothing in the derivation excludes the pos-
sibility that the bias voltage V can he negative; thus the diode equation de-
scribes the total current through the diode for either forward or reverse bias.
We can calculate the current for reverse bias by letting V =

I	 qA(-j-P +	 1)	 (5-37a)

If V, is larger than a few kT/q. the total current is just the reverse satura-

tion current

1 = -qA(-j P +	 10	 (5-37h)

One implication of Eq. (5-36) is that the total current at the junction
is dominated by injection of carriers from the more heavily doped side into
the side with lesser doping. For example, if the p material is very heavily
doped and the n region is lightly doped, the minority carrier concentration
on the p side (np) is negligible compared with the minority carrier concen-
tration on the n side (p,). Thus the diode equation can be approximated by
injection of holes only, as in Eq. (5_33).This means that the charge stored in
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Figure 5-16
Two methods for
calculating junc-
fiOn current from

the excess minor-
ly carrier distribu-
tions: (a) diffusion

currents at the
edges of the tran-
sition region; (b)

charge in the dis-
tributions divided

by the minority
carrier lifetimes;

c) the diode
equation.
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the minority carrier distributions is due mostly to holes on the n side. For
example, to double the hole current in this p t -n junction one should not
double the p doping, but rather reduce the n-type doping by a factor of two.
This structure is called a p-n junction, where the + superscript simply
means heavy doping. Another characteristic of the p-n or n'-p structure is
that the transition region extends primarily into the lightly doped region,
as we found in the discussion of Eq. (5-23). Having one side heavily doped
is a useful arrangement for many practical devices, as we shall see in our dis-
cussions of switching diodes and transistors. This type of junction is com-
mon in devices which are fabricated by counterdoping. For example, an n-type
Si sample with Nd 

= 1014 cm 3 can be used as the substrate for an implanted
or diffused junction. If the doping of the p region is greater than 101"cm
(typical of diffused junctions), the structure is definitely p' -n. with n more
than five orders of magnitude smaller than N. Since this configuration is
common in device technology, we shall return to it in much of the follow-
ing discussion.

Figure 5-1 Sb shows the quasi-Fermi levels as a function of position for
a p-n junction in forward hias.The equilibrium EF is split into the quasi-Fermi

levels, F,, and F,, which are separated within W by an energy q V caused by the

applied bias, V. This energy represents the deviation from equilibrium (see
Section 4.3.3). In forward bias in the depletion region we thus get

pn =n 2 
e

Eki	 2qV.kfl	 (5-38)

On either side of the junction, it is the minority carrier quasi-Fermi level that
varies the most. The majority carrier concentration is not affected much, so
the majority carrier quasi-Fermi level is close to the original EF. We see that
the quasi-Fermi levels are more or less flat within the depletion region, which
appears to he inconsistent with what we learned in Section 4.4.6 about the
current flow being proportional to the gradient of the quasi-Fermi levels.
Keeping in mind that for an ideal diode, the electron (and hole) current is
constant across the depletion region, we see that within the depletion region
the product of the gradient of the quasi-Fermi level and the carrier concen-
tration must he independent of position. For a given current, the gradient in
the quasi-Fermi level must he significant for minorit y carriers, since the car-
rier concentration is small (see Eq. 4-52). On the other hand, for majority car-
riers, very little gradient is needed in the quasi-Fermi level. Within W there
is an intermediate situation, where the carrier concentration is changing from
majority on one side to minority on the other. Although there is some vari-
ation in F,, and F within Wit doesn't show upon the scale used in Fig. 515.
A homework problem with typical values should help clarify the concept
(Prob. 5.21). Outside of the depiction regions, the quasi-Fermi levels for the
minority carriers vary linearly and eventually merge with the Fermi levels. In
contrast, the minority carrier concentrations decay exponentially with dis-
tance. In fact it takes man y diffusion lengths for the quasi-Fermi level to cross
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E,, where the minority carrier concentration is equal to the intrinsic carrier
concentration, let alone approach EF, where for example p(x,) = p,,

Another simple and instructive way of calculating the total current is
to consider the injected current as supplying the carriers for the excess dis-
tributions (Fig. 5-16b). For example, I(x = 0) must supply enough holes per
second to maintain the steady state exponential distribution p(x) as the
holes recombine. The total positive charge stored in the excess carrier dis-
tribution at any instant of time is

= qAJ p(x,,)dx,, = qApJe_dx = qALp,, (-39)

The average lifetime of a hole in the n-type material is 'r,,. Thus, on
the average, this entire charge distribution recombines and must be re-
plenished every T seconds. The injected hole current at x,, = 0 needed to
maintain the distribution is simply the total charge divided by the average
time of replacement:

= 0) = ---- = qA—p,, = qA---p,,	 (5-40)

using fl/I, = L,/T,,.
Ibis is the same result as Eq. (5-33), which was calculated from the dif-

fusion currents. Similarly, we can calculate the negative charge stored in the
distribution an(x) and divide by T. to obtain the injected electron current in
the p material. This method, called the charge control approximation, illus-
trates the important fact that the minority earners injected into either side of
a p-n junction diffuse into the neutral material and recombine with the ma-
jority carriers. [be minority carrier current [for example, l,(x)] decreases ex-
ponentially with distance into the neutral region. Thus several diffusion lengths
away from the junction, most of the total current is carried by the majority car-
riers. We shall discuss this point in more detail later in this section.

In summary, we can calculate the current at a p-n junction in two ways
(Fig. 5-16): (a) from the slopes of the excess minority carrier distributions at
the two edges of the transition regions and (b) from the steady state charge
stored in each distribution. We add the hole current injected into the n mate-
rial i/i,, 0) to the electron current injected into the p material 1,,(x = 0), after
including a minus sign with I,,(x) to conform with the conventional definition
of positive current in the +x-direction. We are able to add these two currents
because of the assumption that no recombination takes place within the tran-
sition region. Thus we effectively have the total electron and hole current at
one point in the device (x.,). Since the total current must be constant through-
out the device (despite variations in the current components), I as described
by Eq. (5-36) is the total current at every position x in the diode.

The drift of minority carriers can be neglected in the neutral regions out-
side W, because the minority carrier concentration is small compared with that
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of the majority carriers. If the minority carriers contribute to the total current
at all, their contribution must be through diffusion (dependent on the gradient
of the carrier concentration). Even a very small concentration of minority car-
riers can have an appreciable effect on the current if the spatial variation is large.

Calculation of the majority carrier currents in the two neutral regions
is simple, once we have found the minority carrier current. Since the total
current .1 must be constant throughout the device, the majority carrier com-
ponent of current at any point is just the difference between I and the mi-
nority component (Fig. 5-17). For example, since I(x) is proportional to the
excess hole concentration at each position in the 11 material [Eq. (5-32)], it
decreases exponentially in x with the decreasing p(x). Thus the electron
component of current must increase appropriately with x to maintain the
total current I. Far from the junction, the current in the n material is carried
almost entirely by electrons. The physical explanation of this is that electrons
must flow in from the ii material (and ultimately from the negative terminal
of the battery), to resupply electrons lost by recombination in the excess hole
distribution near the junction. The electron current I,,(x,,) includes sufficient
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Figure 5-17

Electron and hole components of current in a forward-biased p-n lunction. In this example, we have a
higher injected minority ho4e current on the n .side than electron current on the p side because we have a
lower n doping than p doping.
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electron flow to supply not only recombination nearx,, but also injection of
electrons into the p region. Of course, the flow of electrons in the n materi-
al toward the junction constitutes a current in the +x-direction, contributing
to the total current I.

One question that still remains to be answered is whether the majori-
ty carrier current is due to drift or diffusion or both, at different points in
the diode. Near the junction (just outside of the depletion regions) the ma-
jority carrier concentration changes by exactly the same amount as minori-
ty carriers in order to maintain space charge neutrality. The majority carrier
concentration can change rather fast, in a very short time scale known as the
dielectric relaxation time, m (=pe), where p is the resistivity and € is the di-
electric constant. The relaxation time TD is the analog of the RC time constant
in a circuit. Very far away from the junction (more than 3 to 5 diffusion
lengths), the minority carrier concentration decays to a low, constant back-
ground value. Hence, the majority carrier concentration also becomes inde-
pendent of position. Here, clearly the onl y possible current component is
majority carrier drift current. When approaching the junction there is a spa-
tially varying majority (and minority) carrier concentration and the majori-
ty carrier current changes from pure drift to drift and diffusion, although
drift always dominates for majority carriers except in cases of very high lev-
els of injection. Throughout the diode, the total current due to majority and
minmAy carriers at any cross section is kept constant.

We thus note that the electric field in the neutral regions cannot be
zero as we previously assumed; otherwise, there would be no drift currents.
Thus our assumption that all of the applied voltage appears across the tran-
sition region is not completely accurate. On the other hand, the majority car-
rier concentrations are usually large in the neutral regions, so that only a
smal field is needed to drive the drift currents. Thus the assumption that
junction voltage equals applied voltage is acceptable for most calculations.

EXAMPLE 5-3	 Find an expression for the electron current in the n-type material of a forward-
biased p-n junction.

SOLIJ11OP4	 The total current is

I = qA(!p + !!np) (e 1T - 1)

The hole current on the n side is

D
I(x,,) = qA_	 - 1)

LP
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Thus the electron current in the n material is

D	 D
/(x) = / - I(x,,)

I LP
I -
	 + fnp](ekT - 1)

This expression includes the supplying of electrons for recombination
with the injected holes. and the injection of electrons across the junction
into the p side.

5.3.3 Reverse Bias

In our discussion of carrier injection and minority carrier distributions.
we have primarily assumed forward bias. The distributions for reverse bias
can be obtained from the same equations (Fig. if a negative value of
V is introduced. For example. if V = -V (p negativel y biased with respect to
n), we can approximate Eq. (5-29) as

Lp - p,(, VkT - I)	 -p,, for V, >> kT/q	 (5-41)

and similarly Ari,
Thus for a reverse bias of more than a few tenths of a volt, the minori-

ty carrier concentration at each edge of the transition region becomes Cs-

sentiall y zero as the excess concentration approaches the negative of the
equilibrium concentration. The excess minorit y carrier concentrations in the
neutral regions are still given by Eq. (5-31),so that depletion of carriers below
the equilibrium values extends approximately a diffusion length beyond each
side of the transition region. This reverse-bias depletion of minority carriers
can be thought of as minorit y carrier extraction, analogous to the injection of
forward bias. Physically, extraction occurs because minority carriers at the
edges of the depletion region are swept down the barrier at the junction to
the other side and are not replaced by an opposing diffusion of carrier-, For
example, when holes at x, 0 are swept across the junction to the p side by the

field, a gradient in the hole distribution in the n material exists, and holes
in then region diffuse toward the junction. The steady state hole distribution
in the n region has the inverted exponential shape of Fig. 5-18a. It is impor-
tant to remember that although the reverse saturation current occurs at the
junction by drift of carriers down the barrier, this current is fed from each
side by diffusion toward the junction of minority carriers in the neutral re-
gions. The rate of carrier drift across the junction (reverse saturation current)
depends on the rate at which holes arrive at X ) ( and electrons at x,,) by dif-
fusion from the neutral material.These minority carriers are supplied by ther-
mal generation, and we can show that the expression for the reverse saturation
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Figure 5-18
Reverse-biased p-n unction: (a) minority carrier distributions near the reverse-biased junction; (b) varia-
tion of the quasi-Fermi levels.
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current. Eq. (5-39). represents the rate at which carriers are generated ther-
mally within a diffusion length of each side of the transition region.

Consider a volume of n-type material of area A. with a length of one hole dif- EXAMPLE 5-4
fusion length L,,. The rate of thermal generation of holes within the volume is

Pr,	 .	 1	 PI
since g, = a,fl = r;.np =

Assume that each thermally generated hole diffuses out of the volume be-
fore it can recombine. The resulting hole current is 1 = qAL,,p,,Ir, which is
the same as the saturation current for a V-n junction. We conclude that sat-
uration current is due to the collection of minority carriers thermally gen-
erated within a diffusion length of the junction.

In reverse bias, the quasi-Fermi levels split in the opposite sense than
in forward bias (Fig. 5-18b)The F moves farther away from E (close to E.)

and F,, moves farther away from E, reflecting the fact that in reverse bias
we have fewer carriers than in equilibrium, unlike the forward bias case where
we have an excess of carriers. In reverse bias, in the depletion region.we.have

pn = ne' Pr)/kT	 0	 (5-42)

It is interesting to note that the quasi-Fermi levels in reverse bias can go in-
side the bands. For example, F,, goes inside the conduction band on the n-side
of the depletion region. However, we must remember that F,, is a measure of
the hole concentration, and should be correlated with the valence band edge.
E,., and not with E. Hence, the band diagram simply reflects the fact that we
have very few holes in this region, even fewer than the already small equi-
librium minority carrier hole concentration (Fig. 5-18a). Similar observa-
tions can be made about the electrons.

We have found thatap-ri junction biased in the reverse direction exhibits a 5.4
small, essentially voltage-independent saturation current.This is true until a crit- REVERSE-BIAS
ical reverse bias is reached, for which reverse breakdown occurs (Fig. 5-19) BREAKDOWN
At this critical voltage (Vhf) the reverse current through the diode increases
sharply, and relatively large currents can flow with little further increase in
voltage. The existence of a critical breakdown voltage introduces almost a
right-angle appearance to the reverse characteristic of most diodes.

There is nothing inherently destructive about reverse breakdown. If the
current is limited to a reasonable value by the external circuit, the p-njurlctiOfl
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Figure 5-19
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can be operated in reverse breakdown as safely as in the forward-bias condi-
tion. For example, the maximum reverse current which can flow in the device
of Fig. 5-19 is (E - Vbr)IR; the series resistance R can be chosen to limit the
current to a safe level for the particular diode used. If the current is not limit-
ed externally, the junction can be damaged by excessive reverse current, which
overheats the device as the maximum power rating is exceeded. It is important
to remember, however, that such destruction of the device is not necessarily due
to mechanisms unique to reverse breakdown; similar results occur if the device
passes excessive current in the forward direction. 12 As we shall see in Section
5.4.4, useful devices called breakdown diodes are designed to operate in the re-
verse breakdown regime of their characteristics.

Reverse breakdown can occur by two mechanisms, each of which re-
quires a critical electric field in the junction transition region. The first mech-
anism, called the Zener effect, is operative at low voltages (up to a few volts
reverse bias). If the breakdown occurs at higher voltages (from a few volts
to thousands of volts), the mechanism is avalanche breakdown. We shall dis-
cuss these two mechanisms in this section.

5.4.1 Zoner Breakdown

When a heavily doped junction is reverse biased, the energy bands become
crossed at relatively low voltages (i.e., the n-side conduction band appears

"'The dissipated power IIY) in the junction is of course greater for a given current in th* breakdown r.gisse
than would be the case for forward bias, simpty because V is greater.
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opposite the p-side valence band). As Fig. 5-20 indicates, the crossing of the
bands aligns the large number of empty states in the n-side conduction band
opposite the many filled states of the p-side valence band. If the barrier sep-
arating these two bands is narrow, tunneling of electrons can occur, as dis-
cussed in Section 2.4.4. Tunneling of electrons from the p-side valence band
to the n-side conduction band constitutes a reverse current from n top; this
is the Zener effect.

The basic requirements for tunneling current are a large number of
electrons separated from a large number of empty states by a narrow bar-
rier of finite height. Since the tunneling probability depends upon the
width of the barrier (din Fig. 5-20), it is important that the metallurgical
junction be sharp and the doping high, so that the transition region W ex-
tends only a very short distance from each side of the junction. If the junc-
tion is not abrupt, or if either side of the junction is lightly doped, the
transition region Wwill he too wide for tunneling.

As the bands are crossed (at a few tenths of a volt for a heavily doped
junction), the tunneling distance d may be too large for appreciable tun-
neling. However, d becomes smaller as the reverse bias is increased, be-
cause the higher electric fields result in steeper slopes for the band edges.
This assumes that the transition region width W does not increase appre-
ciably with reverse bias. For low voltages and heavy doping on each side of
the junction, this is a good assumption. However, if Zener breakdown does
not occur with reverse bias of a few volts, avalanche breakdown will be-
come dominant.

In the simple covalent bonding model (Fig. 3-1), the Zener effect can be
thought of asfield ionization of the host atoms at the junction. That is, the re-
verse bias of a heavily doped junction causes a large electric field within W;
at a critical field strength, electrons participating in covalent bonds may be torn
from the bonds by the field and accelerated to the n side of the junction. The
electric field required for this type of ionization is on the order of 106 V/cm.
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5.4.2 Avalanche Breakdown

For lightly doped junctions electron tunneling is negligible, and instead, the
breakdown mechanism involves the impact ionization of host atoms by en-
ergetic carriers. Normal lattice-scattering events can result in the creation of
EHPs if the carrier being scattered has sufficient energy. For example, if the
electric field 'f,in the transition region is large, an electron entering from the
p side may be accelerated to high enough kinetic energy to cause an ioniz-
ing collision with the lattice (Fig. 5-21a). A single such interaction results in
carrier multiplication; the original electron and the generated electron are
both swept to the n side of the junction, and the generated hole is swept to

ECP

Figure 5-21
Electron-hole pairs
created by impact

ionization: (a)
band diagram of
a p-n lunciton in

reverse bias show-
ing (primary) elec-
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kinetic energy in

the field of the de-
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and creating a

(secondary)
electron-hole pair
by impact ioniza-
tion, the primary

electron losing
most of its kinetic

energy in the
process; (b) a sin-
gle ionizing colli-

sion by an
incoming electron

in the depletion
region of the unc-

tion; (c) primary,
secondary and

tertiary collisions.
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the p side (Fig. 5-21b). The degree of multiplication can become very high if
carriers generated within the transition region also have ionizing collisions
with the lattice. For example, an incoming electron may have a collision with
the lattice and create an EHP each of these carriers has a chance of creat-
ing a new EHP, and each of those can also create an EHP, and so forth (Fig.
5-21c). This is an avalanche process, since each incoming carrier can initiate
the creation of a large number of new carriers.

We can make an approximate analysis of avalanche multiplication by
assuming that a carrier of either type has a probability P of having an ioniz-
ing collision with the lattice while being accelerated a distance W through the
transition region. Thus for n electrons entering from the p side, there will be
Pn 1 ionizing collisions and an EHP (secondary carriers) for each collision.
After the Pn, collisions by the primary electrons, we have the primary plus
the secondary electrons, z,,,( I + P). After a collision, each EHP moves effec-
tively a distance of W within the transition region. For example, if an EHP is
created at the center of the region, the electron drifts a distance W/2 to n
and the hole W12 to p. Thus the probability that an ionizing collision will
occur due to the motion of the secondary carriers is still P in this simplified
model. For n1 P secondary pairs there will be (nP)P ionizing collisions and
nmP2 tertiary pairs. Summing up the total number of electrons out of the re-
gion at n after many collisions, we have

= n,(1 + P +	 + P3 + ...)	 (543)

assuming no recombination. In a more comprehensive theory we would
include recombination as well as different probabilities for ionizing colli-
sions by electrons and holes. In our simple theory, the electron multipli-
cation M is

Mt=1+p+p2+p3+...=l	 (5-44a)

as can be verified by direct division. As the probability of ionization P ap-
proaches unity, the carrier multiplication (and therefore the reverse current
through the junction) increases without limit. Actually, the limit on the cur-
rent will be dictated by the external circuit.

The relation between multiplication and P was easy to write in Eq.
(5-44a); however, the relation of P to parameters of the junction is much
more complicated. Physically, we expect the ionization probability to increase
with increasing electric field, and therefore to depend on the reverse bias.
Measurements of carrier multiplication M in junctions near breakdown lead
to an empirical relation

I
M 

=- (V/Vbx	
(5-44b)

where the exponent n varies from about 3 to 6, depending on the type of ma-
terial used for the junction.

189



190	 Chapter 5

Figure 5-22
Variation of
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tions, as a func-

tion of donor	 in2
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tors. [After S.M.
Sze and G. Gib-
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In general, the critical reverse voltage for breakdown increases with
the band gap of the material, since more energy is required for an ionizing
collision. Also, the peak electric field within W increases with increased dop-
ing on the more lightly doped side of the junction. Therefore, Vb decreases
as the doping increases, as Fig. 5-22 indicates.

5.4.3 Rectifiers

The most obvious property of a p-n junction is its unilateral nature; that is,
to a good approximation it conducts current in only one direction. We can
think of an ideal diode as a short circuit when forward biased and as an open
circuit when reverse biased (Fig. 5-23a). The p-n junction diode does not
quite fit this description, but the 1-V characteristics of many junctions can be
approximated by the ideal diode in series with other circuit elements to form
an equivalent circuit. For example, most forward-biased diodes exhibit an
offset voltage F1, (see Fig. 5-33), which can be approximated in a circuit model
by a battery in series with the ideal diode (Fig. 5-23h). The series battery in
the model keeps the ideal diode turned off for applied voltages Ic-sc than E0.

From Section 5.6.1 we expect F. to be approximately the contact potential
of the junction. In some cases the approximation to the actual diode char-
acteristic is improved by adding a series resistor R to the circuit equivalent
(Fig. 5-23c). The equivalent circuit approximations illustrated in Fig. 5-23
are called piecewise-linear equivalents, since the approximate characteristics
are linear over specific ranges of voltage and current.
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Figure 5-23
Piecewise-linear
approximations of
junction diode
characteristics: (a)
the ideal diode;
(b) ideal diode
with an offset volt-
age; (c) ideal
diode with an off-
set voltage and a
resistance to ac-
count for slope in
the forward
characteristic.

An ideal diode can be placed in series with an a-c voltage source to
provide rectification of the signal. Since current can flow only in the forward
direction through the diode, only the positive half-cycles of the input sine
wave are passed. The output voltage is a half-rectified sine wave. Whereas
the input sinusoid has zero average value, the rectified signal has a positive
average value and therefore contains a d-c component. By appropriate fil-
tering, this d-c level can be extracted from the rectified signal.

The unilateral nature of diodes is useful for many other circuit appli-
cations that require waveshaping. This involves alteration of a-c signals by
passing only certain portions of the signal while blocking other portions.

Junction diodes designed for use as rectifiers should have I—V charac-
teristics as close as possible to that of the ideal diode. The reverse current
should be negligible, and the forward Current should exhibit little voltage
dependence (negligible forward resistance R). The reverse breakdown volt-
age should be large, and the offset voltage E0 in the forward direction should
be small. Unfortunately, not all of these requirements can be met by a single
device; compromises must be made in the design of the junction to provide
the best diode for the intended application.

From the theory derived in Section 5.3 we can easily list the various
requirements for good rectifier junctions. Band gap is obviously an impor-
tant consideration in choosing a material for rectifier diodes. Since n• is
small for large band gap materials, the reverse saturation current (which
depends on thermally generated carriers) decreases with increasing Eg. A
rectifier made with a wide band gap material can be operated at higher
temperatures, because thermal excitation of EHPs is reduced by the in-
creased band gap. Such temperature effects are critically important in rec-
tifiers, which must carry large currents in the forward direction and are
thereby subjected to appreciable heating. On the other hand, the contact po-
tential and offset voltage E0 generally increase with E,. This drawback is usu-
ally outweighed by the advantages of low n: for example, Si is generally
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Figure 5-24
Beveled edge and
guard ring to pre-
vent edge break-

down under
reverse bias: (a)

diode with
beveled edge; (b)

closeup view of
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duction of deple-
tion region near

the bevel; (c)
guard ring.

preferred over Ge for power rectifiers because of its wider band gap, lower
leakage current, and higher breakdown voltage, as well as its more conve-
nient fabrication properties.

The doping concentration on each side of the junction influences the
avalanche breakdown voltage, the contact potential, and the series resistance
of the diode. If the junction has one highly doped side and one lightly doped
side (such as a p-n junction), the lightly doped region determines many of
the properties of the junction. From Fig. 5-22 we see that a high-resistivity
region should be used for at least one side of the junction to increase the
breakdown voltage 't,r' However, this approach tends to increase the for-
ward resistance R of Fig. 5-23c, and therefore contributes to the problems of
thermal effects due to 12R heating. To reduce the resistance of the lightly
doped region, it is necessary to make its area large and reduce its length.
Therefore, the physical geometry of the diode is another important design
variable. Limitations on the practical area for a diode include problems of ob-
taining uniform starting material and junction processing over large areas. Lo-
calized flaws in junction uniformity can cause premature reverse breakdown
in a small region of the device. Similarly, the lightly doped region of the junc-
tion cannot be made arhiranily short. One of the primary problems with a
short, lightly doped region is an effect called punch-through. Since the tran-
sition region width W increases with reverse bias and extends primarily into
the lightly doped region, it is possible for W to increase until it fills the en-
tire length of this region (Prob. 5.33). The result of punch-through is a break-
down below the value of Vhr expected from Fig. 5-22.

In devices designed for use at high reverse bias, care must be taken to
avoid premature breakdown across the edge of the sample. This effect can be
reduced by beveling the edge or by diffusing a guard ring to isolate the junc-
tion from the edge of the sample (Fig. 5-24). The electric field is lower at the
beveled edge of the sample in Fig. 5-24b than it is in the main body of the de-
vice. Similarly, the junction at the lightly doped p guard ring of Fig. 5-24c
breaks down at higher voltage than the p-n junction. Since the depletion
region is wider in the p ring than in the p region, the average electric field
is smaller at the ring for a given diode reverse voltage.

-

(a)	 (b)	 (c)
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In fabricating a p-n or a p-n junction, it is common to terminate the
lightly doped region with a heavily doped layer of the same type (Fig-5-25a),
to ease the problem of making ohmic contact to the device. The result is a
p-n-n structure with the p t-n layer serving as the active junction, or a p-p-n
device with an active p-n junction. The lightly doped center region deter-
mines the avalanche breakdown voltage. If this region is short compared
with the minority carrier diffusion length, the excess earner injection for
large forward currents can increase the conductivity of the region signifi-
cantly. This type of conductivity modulation, which reduces the forward re-
sistance R, can be very useful for high-current devices. On the other hand, a
short, lightly doped center region can also lead to punch-through under re-
verse bias, as in Fig. 5-25c.

The mounting of a rectifier junction is critical to its ability to handle
power. For diodes used in low-power circuits, glass or plastic encapsulation
or a simple header mounting is adequate. However, high-current devices that
must dissipate large amounts of heat require special mountings to transfer
thermal energy away from the junction. A typical Si power rectifier is mount-
ed on a molybdenum or tungsten disk to match the thermal expansion prop-
erties of the Si. This disk is fastened to a large stud of copper or other
thermally conductive material that can be bolted to a heat sink with appro-
priate cooling.

5.4.4 The Breakdown Diode

As we discussed earlier in this section. the reverse-bias breakdown voltage
of a junction can be varied by choice of junction doping concentrations. The
breakdown mechanism is the Zener effect (tunneling) for abrupt junctions
with extremely heavy doping; however, the more common breakdown is
avalanche (impact ionization), typical of more lightly doped or graded junc-
tions. By varying the doping we can fabricate diodes with specific breakdown
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Figure 5-26
A breakdown
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application as a

voltage regulator.
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voltages ranging from less than one volt to several hundred volts. If the junc-
tion is well designed, the breakdown will be sharp and the current after break-
down will be essentially independent of voltage (Fig. 5-26a). When a diode
is designed for a specific breakdown voltage, it is called a breakdown diode.
Such diodes are also called Zener diodes, despite the fact that the actual
breakdown mechanism is usually the avalanche effect. This error in termi-
nology is due to an early mistake in identifying the first observations of break-
down in p-n junctions.

Breakdown diodes can be used as voltage regulators in circuits with
var y ing inputs. The 15-V breakdown diode of Fig. 5-26 holds the circuit out-
put voltage v l constant at 15 V, while the input varies at voltages greater than
15 V. For example, if v is a rectified and filtered signal composed of a 7-V
d-c component and a 1-V ripple variation above and below 17 V, the output
V ) will remain constant at 15 V. More complicated voltage regulator circuits
can be designed using breakdown diodes, depending on the type of signal
being regulated and the nature of the output load. In a similar application,
such a device can he used as a reference diode; since the breakdown voltage
of a particular diode is known, the voltage across it during breakdown can be
used as a reference in circuits that require a known value of voltage.

5.5 We have considered the properties of p-n junctions under equilibrium con-
TRANSIENT AND ditions and with steady State current flow. Most of the basic concepts of junc-

A-C CONDITIONS tion devices can be obtained from these properties, except for the important
behavior of junctions under transient or a-c conditions. Since most solid state
devices are used for switching or for processing a-c signals, we cannot claim
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to understand p-n junctions without knowing at least the basics of time-
dependent processes. Unfortunately, a complete analysis of these effects involves
more mathematical manipulation than is appropriate for an introductory dis-
cussion. Basically, the problem involves solving the various current flow equations
in two simultaneous variables, space and time. We can, however, obtain the basic
results for several special cases which represent typical time-dependent appli-
cations of junction devices.

In this section we investigate the important influence of excess carriers
in transient and a-c problems. The switching of a diode from its forward state
to its reverse state is analyzed to illustrate a typical transient problem. Fi-
nally, these concepts are applied to the case of small a-c signals to determine
the equivalent capacitance of a p-n junction.

5.5.1 Time Variation of Stored Charge

Another look at the excess carrier distributions of a p-n junction under bias
(e.g., Fig. 5-15) tells us that any change in current must lead to a change of
charge stored in the carrier distributions. Since time is required in building
up or depleting a charge distribution, however, the stored charge must in-
evitably lag behind the current in a time-dependent problem. This is inher-
ently a capacitive effect, as we shall see in Section 5.5.4.

For a proper solution of -a transient problem, we must use the time-
dependent continuity equations, Eqs. (4-31). We can obtain each component
of the current at position x and time t from these equations; for example,
from Eq. (4-31a) we can write

- 3J(x, t)p(x, t)	 äp(2, t)
ax 

= q	 + q	 (5-45)

To obtain the instantaneous current density, we can integrate both sides
at time t to obtain

	

fTh&p(x.t)	 p(x,t)l
+J(0) - J( fx) = qj [
	 &	 dx	 (5-46) j

For injection into a long n region from a p region, we can take the cur-
rent at x = 0 to be all hole current, and J,, at x = to be zero.Then the total
injected current, including time variations, is

i(s) = i(x = 0, t) = -j &p(x, t)dx,, + qA-J öp(x. t)dx
P0	 0

L =
	 +

	

dt	 (5-47)
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This result indicates that the hole current injected across the p-n junc-
tion (and therefore approximately the total diode current) is determined by
two charge storage effects: (1) the usual recombination term QPr in which
the excess carrier distribution is replaced every 'r seconds, and (2) a charge
buildup (or depletion) term dQ,,/dt, which allows for the fact that the distri-
bution of excess carriers can be increasing or decreasing in a time-dependent
problem. For steady state the dQ,/dt term is zero, and Eq. (5-47) reduces to
Eq. (5-40), as expected. In fact, we could have written Eq. (5-47) intuitively
rather than having obtained it from the continuity equation, since it is rea-
sonable that the hole current injected at any given time must supply minor-
ity carriers for recombination and for whatever variations occur in the total
stored charge.

We can solve for the stored charge as a function of time for a given cur-
rent transient. For example, the step turn-off transient (Fig. 5-27a), in which a cur-
rent I is suddenly removed at t = 0, leaves the diode with stored charge. Since the
excess holes in the n region must die out by recombination with the matching ex-
cess electron population, some time is required for Q(t) to reach zero. Solving
Eq. (5-47) with Laplace transforms with i(t> 0) =0 and Q(0) = h, we obtain

0 = 1Q(s) + sQ,,(s) -
TP

Q(s) 
= S +

Q(t) = 11e" T, (5-48)

As expected, the stored charge dies out exponentially from its initial value
ITP with a time constant equal to the hole lifetime in the n material.

Figure 5-27
Effects of a step

turn-off transient in
a p-n diode: (a)

current through
the diode; (b)

decay of stored
charge in the

n-region;
(c) excess hole

distribution in the
n-region as a func-
tion of time during

the transient.
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An important implication of Fig. 5-27 is that even though the current is sud-
denly terminated, the voltage across the junction persists until Q p disappears.
Since the excess hole concentration can be related to junction voltage by formulas
derived in Section 53.2, we can presumably solve for v(r). We already know that
at any time during the transient, the excess hole concentration at x" = 0 is

p(t) =p,,(eT - 1) (5-49)

so that finding Ap,(:) will easily give us the transient voltage. Unfortunate-
ly,it is not simple to obtain Ap n (t) exactly from our expression for Q(t).The
problem is that the hole distribution does not remain in the convenient ex-
ponential form it has in steady state. As Fig. 5-27c suggests, the quantity
p(x,,, t) becomes markedly nonexponential as the transient proceeds. For

example, since the injected hole current is proportional to the gradient of
the hole distribution at x = 0 (Fig. 5-16a), zero current implies zero gradi-
ent.Thus the slope of the distribution must be exactly zero at 

Xn = 0 through-
out the transient. 13 

This zero slope at the point of injection distorts the
exponential distribution, particularly in the region near the junction. As time
progresses in Fig. 5-27c, 6p (and therefore 8n) decreases as the excess elec-
trons and holes recombine. To find the exact expression for p(x, z) during
the transient would require a rather difficult solution of the time-dependent
continuity equation.

An approximate solution for v(t) can be obtained by assuming an ex-
ponential distribution for 8p at every instant during the deca y. This type of
quasi-steady state approximation neglects distortion due to the slope re-
quirement at Xn = 0 and the effects of diffusion during the transient.Thus WC
would expect the calculation to give rather crude results. On the other hand,
such a solution can give us  feeling for the variation of junction voltage dur-
ing the transient. If we take

8p(x, t)	 p,,(te".-	 (5-50)

we have for the stored charge at any instant

Q(') = qAj p(t)ew'dx = qALp pu(t)	 (5-51)

Relating zp(t) to v(t) by Eq. (5-49) we have

= p(etT - 1) = (5-52)qAL

notice that while the ,nog,,ffi4e Of 8P cannot change instantaneously, the slope must go to zero i,rnmd..
aisly. This con occur in 5.not region ns the junction with negligible redistribution of charge at t -0,
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Thus in the quasi-steady state approximation, the junction voltage
varies according to

kT / J'r
v(t)	 In I	 +	 (5-53)

q	 \.qALp,,

during the turn-off transient of Fig. 5-27. This analysis, while not accurate in
its details, does indicate clearly that the voltage across a p-n junction cannot
he changed instantaneously, and that stored charge can present a problem in
a diode intended for switching applications.

Many of the problems of stored charge can be reduced by designing a
p-n diode (for example) with a very narrow n region. If then region is short-
er than a hole diffusion length, very little charge is stored. Thus, little time is
required to switch the diode on and off. This type of structure, called the nar-

row base diode, is considered in Prob. 5.35. The switching process can he
made still faster by purposely adding recombination centers, such as Au atoms
in Si, to increase the recombination rate.

5.5.2 Reverse Recovery Transient

In most switching applications a diode is switched from forward conduction
to a reverse-biased State, and vice versa. The resulting stored charge tran-
sient is somewhat more complicated than for wsimple turn-off transient, and
therefore it requires slightly more anal ysis. An important result of this ex-
ample is that a reverse current much larger than the normal reverse satura-
tion current can flow in a junction during the time required for readjustment
of the stored charge.

Let us assume a p-n junction is driven by a square wave generator that
periodically switches from iE to —L volts (Fig. 5.-28a). While E is positive

the diode is forward biased, and itt steady state the current I f  through

the junction. If E is much larger than the small forward voltage of the junc-
tion, the source voltage appears almost entirely across the resistor, and the
current is approximately i = If FIR. After the generator voltage is reversed
(r > 0), the current must initially reverse to  = 4 = - EIR.The reason for this
unusually large reverse current through the diode is that the stored charge
(and hence the junction voltage) cannot be changed instantaneously. There-
forc,just as the current is reversed, the junction voltage remains at the small
forward-bias value it had before t = 0. A voltage loop equation then tells us
that the large reverse current —E/R must flow temporarily. While the current
is negative through the junction, the slope of the 5p(x) distribution must be

positive at x,, 0.
As the stored charge is depleted from the neighborhood of the junction

(Fig. 5-28h), we can find the junction voltage again from Eq. (5-49). As long
as Ap, is positive, the junction voltage v(t) b positive and small; thus i

- E!R until p_ goes to zero. When the stored charge is depleted and hp,, he-
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comes negative, the junction exhibits a negative voltage. Since the reverse-
bias voltage of a junction can be large, the source voltage begins to divide be-
tween R and the junction. As time proceeds, the magnitude of the reverse
current becomes smaller as more of - F appears across the reverse-biased
junction, until finally the only current is the small reverse saturation current
which is characteristic of the diode. The time t,d required for the stored charge
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Figure 5-29
Effects of storage

delay time on
switching signal:
(a) switching volt-

age; (b) diode	 (a)
current.

(and therefore the junction voltage) to become zero is called the storage
delay time. This delay time is an important figure of merit in evaluating diodes
for switching applications. It is usually desirable that t d be small compared
with the switching times required (Fig 5-29). The critical parameter deter-
mining t d is the carrier lifetime (ri, for the example of the p t-n junction).
Since the recombination rate determines the speed with which excess holes
can disappear from the n region. we would expect td to be proportional to
r1,. In fact, an exact analysis of the problem of Fig. 5-28 leads to the result

td = rp[ej + ir) ] 2	 (5-54)

where the error function (erf) is a tabulated function. Although the exact so-
lution leading to Eq. (5-54) is too lengthy for us to consider here, an ap-
proximate result can be obtained from the quasi-steady state assumption.

EXAMPLE 5-5 Assume a p-n diode is biased in the forward direction, with a current 1p At
time t = 0 the current is switched to - 1,.. Use the appropriate boundary con-
ditions to solve Eq. (5-47) for Q(t). Apply the quasi-steady state approxi-
mation to find the storage delay time t.
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From Eq. (5-47),

+ dQ(r) 
fort < 0, Q,, =i(t) =	 ____

	

T	 dt

Using Laplace transforms,

_!L =	 + sQ(s) - IfTpS

	

Ifp•_	 I,Q(s) -- s + 1/7P s(s +
Q(t) = If1,,e"' + J,T(e'' - 1) = r[ -1, + (I +

Assuming that Q(t) = qAL,4p(t) as in Eq. (5-52),

=
+ (1 +qALP

This is set to equal zero when t = t, and we obtain:

=+)

An important result of Eq. (5-54) is that r,, can be calculated in a
straight-forward way from a measurement of storage delay time. In fact, mea-
surement of t d  an experimental arrangement such as Fig. 5--28a is a
common method of measuring lifetimes. In some cases this is a more conve-
nient technique than the photoconductive decay measurement discussed in
Section 4.3.2.

As in the case of the turn-off transient of the previous section, the stor-
age delay time can be reduced by introducing recombination centers into
the diode material, thus reducing the carrier lifetimes, or by utilizing the nar-
row base diode configuration.

5.5.3 Switching Diodes

In discussing rectifiers we emphasized the importance of minimizing the
reverse-bias current and the power losses under forward bias. In many ap-
plications, time response can be important as well. If a junction diode is to be
used to switch rapidly from the conducting to the nonconducting state and
back again, special consideration must be given to its charge control prop-
erties. We have discussed the equations governing the turn-on time and the
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reverse recovery time of a junction. From Eqs. (5-47) and (5-54) it is clear
that a diode with fast switching properties must either store very little charge
in the neutral regions for steady forward currents, or have a very short car-
rier lifetime, or both.

As mentioned above, we can improve the switching speed of a diode by
adding efficient recombination centers to the bulk material. For Si diodes. Au
doping is useful for this purpose. To a good approximation the carrier lifetime
varies with the reciprocal of the recombination center concentration. Thus,
for example, a p-n Si diode may have T = 1 p.s and a reverse recovery time
of 0.1 p.s before All doping. If the addition of 10" Au atoms/cm 3 reduces the
lifetime to 0.1 p.s and t d to 0.01 p.s. lollCM-3 Au atoms could reduce to 0.01
p.s and t d to 1 ns (10 - s).This process cannot be continued indefinitely, how-
ever. The reverse current due to generation of carriers front Au centers
in the depletion region becomes appreciable with large Au concentration
(Section 5.6.2). In addition, as the An concentration approaches the lightest
doping of the junction, the equilibrium carrier concentration of that region
can be affected.

A second approach to improving the diode switching time is to make
the lightly doped neutral region shorter than a minority carrier diffusion
lcngth.This is the narrow base diode (Prob. 5.35). In this case the stored charge
for forward conduction is very small, since most of the injected carriers dif-
fuse through the lightly doped region to the end contact. When such a diode
is switched to reverse conduction, very little time is required to eliminate the
stored charge in the narrow neutral region. The mathematics involved in Prob.
5.35 is particularly interesting, because it closely resembles the calculations
we shall make in analyzing the bipolar junction transistor in Chapter 7.

5.5.4 Capacitance of p-n Junctions

There are basicall y two types of capacitance associated with a junction: (1)
the junction capacitance due to the dipole in the transition region and (2)
the charge storage capacitance arising from the tagging behind of voltage as
current changes, due to charge storage effects) 4 Both of these capacitances
are important, and the y must be considered in designing p-n junction de-
vices for use with time-varying signals. The junction capacitance (1) is dom-
inant under reverse-bias conditions, and the charge storage capacitance (2)
is dominant when the junction is forward biased. In many applications of p-n
junctions, the capacitance is a limiting factor in the usefulness of the device:
on the other hand, there are important applications in which the capacitance
discussed here call useful in Circuit applications and in providing impor-
tant information about the structure of the p-n junction.

"The capacitance Ii above is also referred to as transition region capacitance or depletion layer capaci-
tance; 2) i s often coiled the dih'usio,. copocitorrce.
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The junction capacitance of a diode is easy to visualize from the charge

distribut ion in the transition region (Fig. 5-12). The uncompensated accep-
tor ions on the p side provide a negative charge, and an equal positive charge
results from the ionized donors on the n side of the transition region. The
capacitance of the resulting dipole is slightly more difficult to calculate than
is the usual parallel plate capacitance, but we can obtain it in a few steps.

Instead of the common expression C = QIV, which applies to capaci-
tors in which charge is a linear function of voltage, we must use the more
general definition

(5-35)
-	 dV

since the charge Q on each side of the transition region varies nonlinearly
with the applied voltage (Fig. 5-30a). We can demonstrate this nonlinear de-
pendence by reviewing the equations for the width of the transition region

(W) and the resulting charge. The equilibrium value of W was found in Eq.

(5-2 I) to be

1 ii
2€l/0(N,, t')l"2 (equilibrium)	 (5. So)

q

Since we are dealing with the nonequilibrium case with voltage V applied,
we must use the altered value of the electrostatic potential barrier (V - V), as

discussed in relation to Fig. 5-3. The proper expression for the width of the

transition region is then

2E(Vn-VXN,,_+_N	 (with bias)	 (537)W	
N,,N '

In this expression the applied voltage V can be either positive or negative to
account for forward or reverse bias. As expected, the width of the transition
region is increased for reverse bias and is decreased under forward bias Since
the uncompensated charge Q on each side of the junction varies with the
transition region width, variations in the applied voltage result in corre-
sponding variations in the charge, as required for a capacitor. The value of Q
can be written in terms of the doping concentration and transition region
width on each side of the junction (Fig. 5-12):

IQI qAx,,0Na = qAx 0JV,.	 (5-58)

Relating the total width of the transition region W to the individual

widths x,0 and x from Eqs. (5-23) we have

-	 Na	 =	 Nd w	 (5 _59)
N,,+N

and therefore the charge on each side of the dipole is
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Figure 5-30
Depletion capacitance of a lunction: (a) p-n junction showing variation of depletion edge on a side with
reverse bias. Electrically, the structure looks like a parallel plate capacitor whose dielectric is the deple-
tion region, and the plates are the space charge neutral regions; (b) variation of depletion capacitance
with reverse bias [Eq. (5-63)]. We neglect x. 0 in the heavily-doped p material.

NdN	 [	 11/2
QqA + NW = A2€(Vo V NdN

+ Nj	
(5-60)

Thus the charge is indeed a nonlinear function of applied voltage. From
this expression and the definition of capacitance in Eq. (5-55), we can cal-
culate the junction capacitance C1 . Since the voltage that varies the charge in
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the transition region is the barrier height (V0 - V), we must take the deriv-
ative with respect to this potential difference:

	

dQ	 I	 A[ 2q€	 NdN, 1212c=	
=—1	

I
- V)	 2 L ( V O - V) Nd + Nj	

(561)

The quantity C is a voltage-variable capacitance, since C1 is propor-
tional to (V0 - V)' 2 . There are several important applications for variable
capacitors, including usc in tuned circuits. The p-n junction device which
makes use of the voltage-variable properties of C1 is called a varactor. We
shall discuss this device further in Section 5.5.5.

Although the dipole charge is distributed in the transition region of
the junction, the form of the parallel plate capacitor formula is obtained from
the expressions for C1 and W (Fig. 5-30a):

	

EA 
I	 q	 NdN 11/2 - EA

C1 =	 - V) Nd + Nj - -
	 (52)

In analogy with the parallel plate capacitor, the transition region width W
corresponds with the plate separation of the conventional capacitor.

In the case of an asymmetrically doped junction, the transition region
extends primarily into the less heavily doped side, and the capacitance is de-
termined by only one of the doping concentrations (Fig. 5- .30a). For ar-n
junction, N '- N i and x, 0 W, while is negligible. The capacitance is then
(Fig. 5-30b)

r = 
[vv Nd]	 orp-n	 (563)

It is therefore possible to obtain the doping concentration of the lightly doped
n region from a measurement of capacitance. For example, in a reverse-
biased junction the applied voltage V -V, can be made much larger than
the contact potential V0 , so that the latter becomes negligible. If the area of
the junction can be measured, a reliable value of Nd results from a mea-
surement of C. However, these equations were obtained by assuming a sharp
step junction. Certain modifications must be made in the case of a graded
junction (Section 5.6.4 and Prob. 5.38).

The junction capacitance dominates the reactance of a p-n junction
under reverse bias; for forward bias, however, the charge storage, or diffusion
capacitance C becomes dominant, it has been recently shown" that the var-
ious time-dependent current components as well as the boundary conditions
affect the diffusion capacitance in forward bias. We need to specify where
the stored charges are extracted, and where the relevant voltage drops occur.

S. Laux and K. Hess,"Revisiting th Analytic Theory of P.N Junction Impedance - hnprovemerit Guided
by Computer Simulation Leading to a New Equivalent Circuit, " IEEE Trans. Elec. 0ev. 46(2), p. 396 (Feb
1q99).
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To illustrate the calculation let us look at the simplified case of a symmetric,
abrupt p-n junction where the doping levels N and Nd are equal.

We will consider two cases. For the long diode, which we have been
dealing with so far, the diffusion lengths are assumed to be small compared
to the lengths of the p and n regions. in this case, the injected minority carri-
ers on either side of the depletion region decay exponentially to their equi-
librium value long before they reach the ohmic contacts (Fig. 5-31a). On the
other hand, the diffusion lengths in a short diode are asumed to be long
compared to the length of the p and n regions (Fig. 5-31 b). In the short diode,
the injected excess minority carrier concentrations decrease almost linearly
to zero at the ohmic contacts designated x = -a and x = c in Fig. 5-31b. Mi-
nority carrier distributions are discussed in Probs. 5.34-5.36 and Section 5.3.2.
We will discuss the almost linear excess carrier distribution in a narrow re-
gion in Section 7.4.1.

The total current in the diode is the sum of the particle currents and the
displacement current evaluated at any suitable location (chosen here at x = 0).

J = J(0) + J(0) + (5-64)

For the general case of time-dependent voltage and currents we need to solve
the hole and electron current continuity equations (Eq. 4-31 a and 4-31b) for J
and J, and also take the time-derivative of Poisson's equation (Eq. 5-14) to ob-
tain thcdisplacement current:

Jd(x) =

	

	 (5••65a)at

We can integrate Poisson's equation between 0 and c, and take the derivative
with respect to time to get

40) = qj(n — p)dx + J d(c)	 (55b)

We notice that the dopant charges do not appear here because they are time
independent. Laux and Hess show in their paper that for most practical cases
Jd(c ) = 0, and that the displacement current J(0) originates from a time -varying
voltage across the depletion capacitance that was discussed earlier in this section.

Integrating the electron continuity equation (Eq. 4-31b) from -a to 
in the p-region, and the hole continuity equation (Eq. 4-31a) from 0 to c in
the n-region, we can get the sum of the electron and hole particle current
densities, at x = 0.

r	
roa

	

at	 at
J(0) + J(0) = q J Rdx + q —dx + q j —dx + J,(-a) + J(c)

0
(5-65c)

where R is the net recombination rate at each point x.
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Figure 5-31
Diffusion capacitance in pn junctions (a) Steady-state minority carrier distribution for a forward bios, V

(colored lines) and reduced forward bias, V-.V (dashed colored lines) in along diode. The transient
case when the current is reduced suddenly is shown by the block, dashed lines. Although the carrier dis-
tributions can change quickly near the junctions, they stay close to the original steady-state distributions
for from the junctions at first. Gradually, the carrier distributions approach the new steady-state distribu-
tions for V-AV (dashed colored lines); (b) minority coiner distributions in a short diode; (c) diffusion co-
pacitorice as o function of forward bias in long and short diodes
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Let us see what the ph ysical interpretation of each term in Eq (5-65c)
is, Fora long base diode, since the minority carrier concentrations reduce to
zero before we reach the ohmic Contacts at -a and c, the terms J,(-a) and
J(c) are zero. Furthermore, for the steady state case, the terms

qJ
dx + qjdxat 	 at

are also zero because the time derivatives are zero. We see' then that the dc
current is given by the first term, which is the integrated carrier recombina-
tion rate. This is exactly the charge control model of the diode that we dis-
cussed in regard to Fig. 5-16.

For the time-dependent case, the integrands in the second and third
terms in Eq. (5-65c) can be expressed, for example for the holes, by the
chain rule as

ip 9V - 

a { 
fC	 lay

	

q - -dx=qJ ----dx-q-- J pdx -	 (5-06)av Jat

We have interchanged the order of integration with respect to x and differ-
entiation with respect to t. Equation (5-66) is in the form of a current, with
a (diffusion) capacitance times the voltage ramp rate. There is a similar con-
tribution from the electrons.

4nconventional theories of the diffusion capacitance due to stored mi-
nority carriers, the second and third terms in Eq. (5-65c) are erroneously
considered to be the only contributors. Furthermore, the stored charge, for
example for holes, is approximately set equal to

q LPdx

in the neutral region, rather than the correct expression in Eq. (5-65c) which
considers both the neutral and the depletion regions. Also, in conventional
theories, we assume that all the applied voltage is dropped across the deple-
tion region. In reality, there can be a significant fraction of the applied bias
dropped across the neutral region from x, O to c and from -a to -x1,0.

More importantly, Laux and Hess have shown that the first term in Eq.
(5-65c) due to carrier recombination cancels most of the diffusion capacitance
in long base diodes Physically, the reason for this cancellation of the capacitance
effect is that if the injected minority carriers (holes) recombine on the n side be-
tween 0 and c, they cannot be fully "reclaimed" at the injecting ohmic contact at
-a where the external voltage is changed, and similarly for electron injection.

For steady state, holes lost due to EHP recombination in the diode
must be replenished at -a (and electrons at c). For capacitive effects to be
manifested, however, we must consider the transient case. We must deter-
mine the transfer of charge through the external terminals, as a function of
the applied voltage variation at those terminals. To understand why the re-
claimable charge is less than the total stored minority carrier charge, let us
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consider the transient conditions in a p-n diode, as discussed in Section 5.5.2.
As shown in Fig. 5-28, when the forward bias is reduced, the minority carri-
er hole concentration at the edge of the depiction region is reduced, and
therefore the slope of the hole distribution changes near the junction. This
reduction occurs by some holes near x,, = 0 moving to the left towards the p
ohmic contact. The arrival of holes at the p contact is referred to as reclaimed
charge. Not all of the reduction in the hole distribution (shown in color in Fig.
5-31a) occurs by reclaiming holes at the p' contact, however. From the shape
of the hole distribution within the n region, there obviously continues to be
a diffusion of holes to the right also, toward the n' ohmic co'n' tact. In a long
diode, these holes do not make it all the way to the n ohmic Contact because
they recombine with electrons on the way.These recombined electrons have
to be replenished by the n ohmic contact. The key point is that because some
of the holes are diffusing to the right, not all the holes in the stored distrib-
ution can be extracted (reclaimed) at the p ohmic contact at the left, when
the forward bias is reduced by a small amount in the transient case. 'Re re-
sulting capacitance -voltage behavior (Fig. 5 31c) for long base diodes shows
almost zero diffusion capacitance.

The situation is somewhat different for narrow or short-base diodes
Since the minority carrier diffusion lengths are much longer than the length
of the diode, there is negligible carrier recombination within the charge dis-
trihution, and the term

qJ Rdx

in Eq. (5-65c) is small. On the other hand, since most of the injected minority
carriers now reach the ohmic contacts, the fourth and fifth terms in Eq. (5--65c)
are large, unlike for the long base case. To understand physically why the re-
claimed hole charge at -a is less than the total stored charge in the short diode,
we must recognize once again that for capacitive effects to be manifested, we
need to consider the transient case. When the current is reduced suddenl y, the
slope of the hole distribution at .ç, = () reduces, but the slope at x = c does not (Fig.
5-31 b). Because most holes reach the n contact (at c). there is a reduction in the
"reclaimable" hole charge at the p*oIImic contact (at -a). Hence, the net charge
that is driven through the external circuit is reduced, and the diffusioncapaci-
tance due to minoj-itv carrier storage is reduced for the shoit diod'% although not
as drastically as for the long diode case. An exact solution of the continuity equa-
tion in this case shows that the reclaimable charge is 2/3 of the total stored charge.

There is an exponentially increasing diffusion capacitance with applied
forward bias for the short diode (Fig. 5-31c). For a triangular minority carri-
er charge distribution (Fig. 5-31 b), the stored hole charge on the n side is given
by half the product of the height times the base of the triangle (Prob. 5.34).

Q = qA(c x)(p,) = qA(c - .,)p(e T - i) (5-(7a)
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Since the reclaimable charge is 2/3 of this, the diffuion capacitance is:

dQ	 1	 qV

dV 3 k	
- x)p,e	 (5-67b)C

There is a similar contribution from the stored electrons on the p-side. Laux
and Hess show in their paper that because of the voltage drop in the neu-
tral regions, and the possibility of conductivity modulation occurring there
due to high carrier concentration at large forward biases,the diffusion ca-
pacitance becomes negative around the built-in voltage, V0. Most Si p-n
junctions in practice behave like short-base diodes, while laser diodes made
in direct bandgap (short lifetime) semiconductors often correspond to the
long base case.

Similarly, we can determine the a-c conductance by allowing small
changes in the current. For example, for a long diode, we get:

dlqALp ±(
=	 =	

V/kT) -1-1
r	 dV	 =	 (5-67c)

kTdV

5.5.5 The Varoctor Diode

The term varactor is a shortened form of variable reactor, referring to the
voltage-variable capacitance of a reverse-biased p-n junction. The equations
derived in Section 5.5.4 indicate that junction capacitance depends on the ap-
plied voltage and the design of the junction. In some cases a junction with
fixed reverse bias may be used as a capacitance of a set value. More corn-
inonly the varactor diode is designed to exploit the voltage-variable prop-
erties of the junction capacitance. For example, a varactor (or a set of
varactors) may be used in the tuning stage of a radio receiver to replace the
bulky variable plate capacitor. The size of the resulting circuit can be great-
ly reduced, and its dependability is improved. Other applications of varac-
tom include use in harmonic generation, microwave frequency multiplication,
and active filters.

If the p-n junction is abrupt, the capacitance varies as the square root
of the reverse bias V, [Eq. (5-61)]. In a graded junction, however, the ca-
pacitance can usually be written in the form

C x V for Vr >> V0 (5-68a)

For example, in a linearly graded junction the exponent n is one-third (Prob.
5.38). Thus the voltage sensitivity of C1 is greater for an abrupt junction than
for a linearly graded junction. Fr this reason, varactor diodes are often made
by epitaxial growth techniques, or by ion implantation. The epitaxial layer and
the substrate doping profile can be designed to obtain junctions for which the
exponent a in Eq. (5-68a) is greater than one-half. Such junctions are called
hyperabrupt junctions.

In the set of doping profiles shown in Fig. 5-32, the junction is assumed
p-n so that the depletion layer width W extends primarily into the n side.
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Three types of doping profiles on the a side are illustrated, with the donor dis-
tribution Nd(x) given by Gxtm , where G is a constant and the exponent m is
0. 1, or -i. We can show (Prob. 5.37) that the exponent n in Eq. (5-8a) is
1I(m + 2) for the p'-n junction. Thus for the profiles of Fig. 5-32, n is 12 for the
abrupt junction and 1 for the linearly graded junction.The hvperabrupt junc-
tion 6 with m = - 2 is particularly interesting for certain varactor applica-
tions, since for this case n = 2 and the capacitance is proportional to v; 2

When such a capacitor is used with an inductor L in a resonant cigcui the
resonant frequency varies linearly with the voltage applied to the varactor.

	

V,, for  = 2	 (5-68h)

Because of the wide variety of C, vs. V, dependencies available by
choosing doping profiles, varactor diodes can be designed for specific appli-
cations. For some high-frequency applications, varactors can be designed to
exploit the forward-bias charge storage capacitance in short diodes.

The approach we have taken in studying p-n junctions has focused on the
basic principles of operation, neglecting secondary effects. '[his allows for a
relatively uncluttered view of carrier injection and other junction proper-
ties, and illuminatçs the essential features of diode operation. To complete the
description, however, we must now fill in a few details which can affect the
operation of junction devices under special circumstances.

Most of the deviations from the simple theory can be treated by fairly
straightforward modifications of the basic equations. In this section we shall
investigate the most important deviations and alter the theory wherever pos-
sible. In a few cases, we shall simply indicate the approach to be taken and

	

"it is clear that N,,xl connot become arbitrarily large or x -0. However, the m - 	 profile can be op'
proximoted o short distance away from the junction.

5.6
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the result. The most important alterations to the sinple diode theory are the
effects of contact potential and changes in majority carrier concentration on
carrier injection, recombination and generation within the transition region.
ohmic effects, and the effects of graded junctions.

5.6.1 Effects of Contact Potential on Carrier Injection

lithe forward-bias 1-V characteristics of various semiconductor diodes are
compared, it becomes clear that the band gap has an impo?tant influence on
carrier injection. For example, Fig-3 compares the low-temperature char-
acteristics of heavily doped diodes having various band gaps. One obvious
feature of this figure is that the 1.-V characteristics appear "square": that is,
the current is very small until a critical forward bias is reached, and their
current increases rapidly. This is typical of exponentials plotted on such a
scale. However, it is significant that the limiting voltage is slip less than
the value of the band gap in electron volts.

The reason for the small current at low voltages for these devices can he
understood from a simple rearrangement of the diode equation. If we rewrite
Eq. (5-36) for a forward-biased p-n diode (with V kT/q) and include the ex-
ponential form for the minority carrier concentration p_ we obtain

qAD	 qAD	

(S-()

Hole injection into then material is small if the forward bias V is much
less than (E,.,, -- E_)/q. For a p'-n diode, this quantity is essentially the con-
tact potential, since the Fermi level is near the valence band on the p side. If
the n region is also heavily doped, the contact potential is almost equal to the

Figure 5-33
I-V characteristics
of heavily doped

p-n junction
diodes at 77 K,

illustrating the ef-
fects of contact
potential on the

forward current:
(a) Ge, E9 =

0.7 eV;
(b) Si, E9

1 .4 eV;
(c) GaAs, E9

1 .4 eV;
(d) GaAsP, E9

1.9 eV.
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band gap (Fig 5-34).This accounts for the dramatic increase in diode current
near the band gap voltage in Fig. 5-33. Contributing to the small current at
lower voltages is the fact that the minority carrier concentration p =
is very small at low temperature (n, small) and with heavy doping (Nd large).

T he limiting forward bias across a p-n junction is equal to the Contact
potential, as in Fig. 5-34(h). This effect is not predicted by the simple diode
equation, for which the current increases exponentially with applied volt-
age. The reason this important result is excluded in the simple theory is that
in Eq. (5-28) we neglect changes in the majority carrier concentration .e-
ther side of the junction. This assumption is valid only for low injection lev-
els; for large injected carrier concentrations, the excess majority carriers
become important compared with the majority doping. For example, at low
injection Xn = is important compared with the equilibrium minority
electron concentration n e,, but is negligible compared with the majority hole
concentration p; this was the basis for neglecting App in Eq. (5-28). For high
injection levels, however, Ap p can be comparable to Pp and we must write
Eq. (5-27) in the form

p(—x) = J)/ + AP, = e0'kT =	 + An.	
(5-70)

	

p(x,,)	 p,, + A P,,	 nP +

From Eq. (5-38), we get at either edge of the depletion region.

	

1.	 F, F
pn = p(-xi(-x,) = p(x,)n(x,) = ne	 fl2qV/kT (5-71a)

For example at	 we then get

	

(p + p)(n + n) = ,2qV/kT	 (-7 I h)

Keeping in mind that	 n,, 4 Anp , and in high level injection pS,, <
we approximately get
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Figure 5-34
Examples of can-
tact potential for o
heavily doped p-n
unction: (a) at

equilibrium; (b)
approaching the
maximum forward
bias V. V0.
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np = qV, 2k T	 (5-72)

The rest of the derivation is very similar to that in Section 5.32. Hence, the
diode current in high level injection scales as

I .T. eqV 	 ,.	 (5-73)

5.6.2 Recombination and Generation in the Transition Region

In analyzing the p-n junction, we have assumed that recombination and ther-
mal generation of carriers occur primarily in the neutral p and n regions. out-
side the transition region. In this model, forward current in the diode is
carried by recombination of excess minority carriers injected into each neu-
tral region by the junction. Similarly, the reverse saturation current is due to
the thermal generation of EHPs in the neutral regions and the subsequent
diffusion of the generated minority carriers to the transition region, where
they are swept to the other side by the field. In many devices this model is
adequate; however, a more complete description of junction operation should
include recombination and generation within the transition region itself.

When a junction is forward biased, the transition region contains excess
carriers of both types, which are in transit from one side of the junction to the
other. Unless the width of the transition region W is very small compared
with the cart-jet diffusion lengths L and L, significant recombination can
take place within W. An accurate calculation of this recombination current
is complicated by the fact that the recombination rate, which depends on the
carrier concentrations [Eq. (4-5)], varies with position within the transition
region. Analysis of the recombination kinetics shows that the current due to
recombination within W is proportional ton and increases with forward bias
according to approximately exp(qV/2k7). On the other hand, current due to
recombination in the neutral regions is proportional top and n, [Eq. (5-36)]
and therefore to n?/Nd and n/N, and increases according to exp(qV/kT).
'The diode equation can be modified to include this effect by including the pa-
rameter n:

[/ = 
I(e	 i_2]	 (5-74)

where n varies between I and 2, depending on the material and tempera-
ture. Since n determines the departure from the ideal diode characteristic, it
is often called the ideality factor.

The ratio of the two currents

/(recombination in neutral regions) 	 n 
2eqVlkTV/'2kT (575)cc I	 cc

!(recombination in transition region) 	 ne"1'
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becomes small for wide band gap materials, low temperatures (small n,), and
for low voltage. Thus the forward current for low injection in a Si diode is
likely to be dominated by recombination in the transition region, while a
(lie diode may follow the usual diode equation. In either case, injection
through W into the neutral regions becomes more important with increased
voltage.Therefore, n in Eq. (5-74) may vary from -2 at low voltage to -1 at
higher voltage.

Just as recombination within Wcan affect the forward characteristics,
the reverse current through a junction can be influenced by carrier genera-

tion in the transition region. We found in Section 5.3.3 that the reverse satu-
ration current can be accounted for by the thermal generation of EHPs within
a diffusion length of either side of the transition region. The generated mi-
nority carriers diffuse to the transition region, where they are swept to the
other side of the junction by the electric field (Fig. 5-35). However, carrier
generation can take place within the transition region itself, If W is small
compared with L,, or 1, hand-to-hand generation of EHPs within the tran-
sition region is not important compared with generation in the neutral re-
gions. However, the lack of free carriers within the space charge of the
transition region can create a current due to the net generation of carriers by
emission from recombination ceners. Of the four generation-recombination
processes depicted in Fig. 5-•36, the two capture rates R and R are negligible

Reverse current

IN

Figure 5-35
Current in a
reverse-biased p-n
junction due to
thermal genera-
tion of carriers by
(a) band-to-bond
EHP generation,
and (b) genera-
tion from a recom-
bination level.



216	 Chapter

Figure 5-36
Capture and gen-
eration of carriers

at a recombina-
tion center: (a)

capture and gen-
eration of elec-

trons and lioles;
(b) hole capture
and generation

processes re-
drawn in terms of

valence band
electron excitation
to E, (hole genera-
tion) and electron
deexcitatiori from
F, to F,. (hole cap-

ture by Er).
within W because of the very small carrier concentrations in the reverse-bias
space charge region. Therefore, a recombination level Er near the center of
the band gap can provide carriers through the thermal generation rates G,.
and G. Each recombination center alternately emits an electron and a hole;
physically, this means that an electron at E, is thermally excited to the con-
duction band (G,) and a valence band electron is subsequently excited ther-
mally to the empty state on the recombination level, leaving a hole behind
in the valence band (GP ). The process can then be repeated over and over,
providing electrons for the conduction band and holes for the valence band.
Normally, these emission processes are exactly balanced by the correspond-
ing capture processes R,. and R. However, in the reverse-bias transition re-
gion, generated carriers are swept out before recombination can occur, and
net generation results.

Of course, the importance of thermal generation within W depends on
the temperature and the nature of the recombination centers. A level near
the middle of the band gap is most effective, since for such centers neither G,.
nor G requires thermal excitation of an electron over more than about half
the band gap. If no recombination level is available, this type of generation
is negligible. However, in most materials recombination centers exist near
the middle of the gap due to trace impurities or lattice defects. Generation
from centers within W is most important in materials with large band gaps,
for which band-to-band generation in the neutral regions is small. Thus for
Si, generation within W is generally more important than for a narrower
band gap material such as Ge.

The saturation current due to generation in the neutral regions was
found to be essentially independent of reverse bias. However, generation
within W naturally increases as W increases with reverse bias. As a result,
the reverse current can increase almost linearly with W, or with the square
root of reverse-bias voltage.

____]
Electron capture

R,	 . Hole capture
- Electron generation

G,, - Hole generation

E

1? 111	 0,

l	 kop	 GP	 J,
(a)	 (I,)
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5.6.3 Ohmic Losses

In deriving the diode equation we assumed that the voltage applied to the de-
vice appears entirely across the junction. Thus we neglected any voltage drop
in the neutral regions or at the external contacts. For most devices this is a
valid assumption: the doping is usually fairly high, so that the resistivity of
each neutral region is low, and the area of a t ypical diode is large compared
with its length. However, some devices do exhibit ohmic effects, which cause
significant deviation from the expected I—V characteristic,

We can seldom represent ohmic losses in a diode accurately b y including
a simple resistance in series with the junction. The effects of voltage drops out-
side the transition region are complicated by the fact that the voltage drop de-
pends on the current, which in turn is dictated by the voltage across the junction.
For example, if we represent the series resistance of the p and n regions by R
and R_ respectively, we can write the junction voltage V as

V= V - IfR,(1) + R(I)]	 (5-76)

where Vu is the external voltage applied to the device. As the current in-
creases, there is an increasing voltage drop in R and R, and the junction
voltage V decreases. This reduction in V lowers the level of injection so that
the current increases more slowly with increased bias. A further complication
in calculating the ohmic loss is that the conductivity of each neutral region
increases with increasing carrier injection. Since the effects of Eq. (5-76) are
most pronounced at high injection levels, this conductivity modulation by the
injected excess carriers can reduce R, and R,, significantly.

Ohmic losses are purposely avoided in properly designed devices by
appropriate choices of doping and geometry. Therefore, deviations of the
current generally appear only for very high currents, outside the normal op-
erating range of the device.

Figure 5-37 shows the forward and reverse current—voltage character-
istics of a p-n junction on a semi-log scale, both for an ideal Shockle y diode
as well as for non-ideal devices. For an ideal forward-based diode, we get a
straight line on a semi-log plot reflecting the exponential dependence of cur-
rent on voltage. On the other hand, taking into account all the second order
effects discussed in Section 5.6, we see various regions of operation. At low
current levels, we see the enhanced generation—recombination current, lead-
ing to a higher diode ideality factor (n = 2). For moderate currents, we get
ideal low-level injection and diffusion-limited current (n = 1). At higher cur-
rents, we get high level injection and n = 2, while at even higher currents, the
ohmic drops in the space charge neutral regions become important.

Similarly, in reverse bias, in an ideal diode, we have a constant, volt-
age-independent reverse saturation current. However, in actuality, we get
an enhanced, voltage-dependent generation—recombination leakage cur-
rent. At very high reverse biases, the diode breaks down reversibly due to
avalanche effects.

217



218
	

Chapter 5

No

1-

10i

106

I 0

rs\	

Ohmic

102	 Current

100

lo 21	 I	 I	 I	 II	 _1__ 5,

lo- 2
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

1 Forward bias (V)

Ideal 1,	 h^ --------------------- io° 	 (a)

102

Generation
current

Breakdown	
- io
- lJI!oF

Figure 5-37
Forward and reverse current-voltage characteristics plotted on semi-log scales, with current normalized
with respect to saturation current, o; (a) the ideal forward characteristic is an exponential with on ideali-
ty factor, n = 1 (dashed straight line on log-linear plot). The actual forward characteristics of a typical
diode (colored line) have four regimes of operation; (b) ideal reverse characteristic (dashed line) is a
voltage-irdependent current —!ç. Actual leakage characteristics (colored line) are higher due to gener-
ation in the depletion region, and also show breakdown at high voltages.

5.6.4 Graded Junctions

While the abrupt junction approximation accurately describes the properties
of many epitaxially grown junctions, it is often inadequate in analyzing dif-
fused or implanted junction devices. For shallow diffusions, in which the dif-
fused impurity profile is very steep (Fig. 5-38a), the abrupt approximation is
usually acceptable. If the impurity profile is spread out into the sample, how-
ever, a graded junction can result (Fig. 5-38b). Several of the expressions we
have derived for the abrupt junction must be modified for this case (see Sec-
tion 5.5.5).

Tie graded junction problem can be solved analytically if, for example,
we make a linear approximation of the net impurity distribution near the
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junction (Fig. 5­38c). We assume that the graded region can he described ap-
proximately h

N1 - N, = Gx	 (5-77)

where c is a grade constant giving the slope of the net impurity distribution.
In Poisson's equation [Eq. (5-14)], the linear approximation becomes

=- n + N,1 - Na )	 x	 (5-78)
dx	 €	 €

within the transition region. In this approximation we assume complete ion-
ization of the impurities and neglect the carrier concentrations in the tran-
sition region, as before. The net space charge varies linearly over W. and the
electric field distribution is therefore parabolic. The expressions for contact
potential and junction capacitance are different from the abrupt junction
case (Fig. 5-39 and Prob. 5.38), since the electric field is no longer linear on
each side of the junction.

In a graded junction the usual depletion approximation is often inac-
curate. If the grade constant G is small, the carrier concentrations (p - n) can
be important in Eq. (5-78). Similarl y, the usual assumption of negligible space
charge outside the transition region is questionable for small G. It would be
more accurate to refer to the regions just outside the transition region as
quasi-neutral rather than neutral.Thus the edges of the transition region are
not sharp as Fig. 5-39 implies but are spread out in x. These effects compli-
cate calculations of junction properties, and a computer must be used in solv-
ing the problem accurately.

Most of the conclusions we have made regarding carrier injection, re-
combination and generation currents, and other properties are qualitatively
applicable to graded junctions, with some alterations in the functional form
of the resulting equations. Therefore, we can apply most of our basic con-
cepts of junction theory to reasonably graded junctions as long as we re-
member that certain modifications should be made in accurate computations.
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Figure 5-39
Properties of the
graded junction

transition region:
(a) net impurity
profile; (b) net

charge distribu-
tion; (c) electric

field; (d) electro-
static potential.
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5.7 Many of the useful properties of a p-n junction can be achieved by simply
METAL- forming an appropriate metal-semiconductor contact. This approach is ob-

SEMICONDUCTOR viously attractive because of its simplicity of fabrication; also, as we shall see
JUNCTIONS in this section, metal-semiconductor junctions are particularly useful when

high-speed rectification is required. On the other hand, we also must be able
to form nonrectifying (ohmic) contacts to semiconductors. Therefore, this
section deals with both rectifying and ohmic contacts.

5.7.1 Schottky Barriers

In Section 2.2.1 we discussed the work function qof a metal in a vacuum.
An energy of qq ,,, is required to remove an electron at the Fermi level to
the vacuum outside the metal. 'lpicaI values of for very clean surfaces are
4.3V for Al and 4.8V for Au. When negative charges are brought near the
metal surface, positive (image) charges are induced in the metal. When this
image force is combined with an applied electric field, the effective work
function is somewhat reduced. Such barrier lowering is called the Schottky
effect, and this terminology is carried over to the discussion of potential bar-
riers arising in metal-semiconductor contacts. Although the Schottky effect
is only a part of the explanation of metal-semiconductor contacts, rectifying
contacts are generally referred to as Schottky barrier diodes. In this section
we shall see how such harriers arise in metal-semiconductor contacts. First
we consider barriers in ideal metal-semiconductor junctions, and then in Sec-
tion 5.7.4 we will include effects which alter the barrier height.
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When a metal with work function ql,,, is brought in contact with a semi-
conductor having a work function ql, charge transfer occurs until the Fermi
levels align at equilibrium (Fig. 5-40). For example, when 4,,, > , the semi-
conductor Fermi level is initially higher than that of the metal before contact is
made. To align the two Fermi levels, the electrostatic potential of the semicon-
ductor must be raised (i.e., the electron energies must be lowered) relative to
that of the metal. In the n-type semiconductor of Fig. 5-40 a depletion region
W is formed near the junction. The positive charge due to uncompensated donor
ions within W matches the negative charge on the metal. The electric field and
the bending of the bands within Ware similar to effects already discussed for
p-n junctions. For example, the depletion width Win the semiconductor can be
calculated from Eq. (5-21) by using the p-n approximation (i.e., by assuming
the negative charge in the dipole is a thin sheet of charge to the left of the junc-
tion). Similarly, the junction capacitance is AejW, as in the p r-n junction. 17

The equilibrium contact potential V0, which prevents further net elec-
tron diffusion from the semiconductor conduction band into the metal, is the
difference in work function potentials 4,,, - F,. The potential barrier height
(D 8 for electron injection from the metal into the semiconductor conduction

22
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(a)	 (b)
Figure 5-40

A Schottky barrier formed by contacting an n-type semiconductor with a metal having a larger work
function: (a) band diagrams For the metal and the semiconductor before joining; (b) equilibrium bond di-
agram for the junction.

'?While the propert i es of the Schottky barrier depletion region are similar to the p-n, it is clear thot the
analogy does not inckde forward-bias bole injection, which is dominant for the p-n but no t For th, contactof fig. 5-40.
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band is (D,,, - x, where qx (called the electron affinity) is measured from the
vacuum level to the semiconductor conduction band edge. The equilibrium
potential difference V1 can be decreased or increased by the application of
either forward- or reverse-bias voltage, as in the p-n junction.

Figure 5-41 illustrates a Schottky barrier on a p-type semiconductor,
with 4),,, < 4), In this case aligning the Fermi levels at equilibrium requires
a positive charge on the metal side and a negative charge on the semicon-
ductor side of the junction. The negative charge is accommodated by a de-
pletion region Win which ionized acceptors (N;) are left uncompensated by
holes. The potential barrier V0 retarding hole diffusion from the semicon-
ductor to the metal is 4), - ,,, and as before this barrier can be raised or low-
ered by the application of voltage across the junction. In visualizing the harrier
for holes, we recall from Fig. 5-11 that the electrostatic potential barrier for
positive charge is opposite to the barrier on the electron energy diagram.

The two other cases of ideal metal-semiconductor contacts (4),,, (t)
for n-type semiconductors, and 4),,, > (D, for p-type) result in nonrectifying
contacts. We will save treatineiit of these cases for Section 5.7.3, where ohmic
contacts are discussed.

5.7.2 Rectifying Contacts

When a forward-bias voltage V is applied to the Schottky barrier of Fig. 5-40b,
the contact potential is reduced from V to V0 V (Fig. 5-42a). As a result, elec-
trons in the semiconductor conduction hand can diffuse across the depletion

Metal

(a)

Figure 5-41
Schottky barrier

between a p-type
semiconductor

and a metal hav-
ing a smaller

work function: (a)
bond diagrams

before joining; (b)
band diagram for

the junction at
equilibrium.
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p-type

- - -

Sc ri ic mt IC tI U



Forward bias

(a)

Junctions
	

223

(c)

Figure 5-42
Effects of forward and reverse bias on the junction of Fig. 5-40: (a) forward bias; (b) reverse bias; (c)
typical current-voltage characteristic.

region to the metal. This gives rise to a forward current (metal to semicon-
ductor) through the junction. Conversely, a reverse bias increases the barri-
er to V ) + V. and electron flow from semiconductor to metal becomes
negligible. In either case flow of electrons from the metal to the semicon-
ductor is retarded by the barrier4',,, - x.The resulting diode equation is sim-
ilar in form to that of the p-n junction

I = 10(e l - 1)	 (5-79)

as Fig. 5-42c suggests. In this case the reverse saturation current 10 is not sim-

ply derived as it was for the p-il junction. One important feature we can pre-
dict intuitively, however, is that the Saturation current should depend upon
the size of the barrier (D R for electron injection from the metal into the semi-
conductor. iliis barrier (which is ,,, - for the ideal case shown in Fig. 5-42)
is unaffected by the bias voltage. We expect the probability of an electron in
the metal surmounting this barrier to be given by a Boltzmann factor. Thus



224	 Chapter 5

10	 (5-80)

The diode equation (5-79) applies also to the metal-p-type semi-
conductor junction of Fig. 5-41. In this case forward voltage is defined
with the semiconductor biased positively with respect to the metal. For-
ward current increases as this voltage lowers the potential barrier to V0 - V
and holes flow from the semiconductor to the metal. Of course, a reverse
voltage increases the barrier for hole flow and the current becomes neg-
ligible.

In both of these cases the Schottky barrier diode is rectifying, with easy
current flow in the forward direction and little current in the reverse direc-
tion. We also note that the forward current in each case is due to the injec-
tion of majority carriers from the semiconductor into the metal.The absence
of minority carrier injection and the associated storage delay time is an im-
portant feature of Schottky barrier diodes. Although some minority carrier
injection occurs at high current levels, these are essentially majority carrier
devices. Their high-frequency properties and switching speed are therefore
generally better than typical p-n junctions.

In the early days of semiconductor technology, rectifying contacts were
made simply by pressing a wire against the surface of the semiconductor. In
modern devices, however, the metal—semiconductor contact is made by de-
positing an appropriate metal film on a clean semiconductor surface and
defining the contact pattern photolithographjalIy. Schottky barrier devices
are particularly well suited for use in densely packed integrated circuits, be-
cause fewer photolithographic masking steps are required compared to p-n
junction devices.

5.7.3 Ohmic Contacts

In many cases we wish to have an ohmic metal-semiconductor contact, hav-
ing a linear 1-V characteristic in both biasing directions. For example, the
surface of a typical integrated circuit is a maze of p andn regions, which must
be contacted and interconnected. It is important that such contacts be ohmic,
with minimal resistance and no tendency to rectify signals.

Idea] metal--semiconductor contacts are ohmic when the charge in-
duced in the semiconductor in aligning the Fermi levels is provided by
majority carriers (Fig. 5--43). For example, in the , <4 (n-type) case of
Fig. 5-43a, the Fermi levels are aligned at equilibrium by transferring elec-
trons from the metal to the semiconductor. This raises the semiconductor
elect- on energies (lowers the electrostatic potential) relative to the metal
at equilibrium (Fig. 5-43b). In this case the barrier to electron flow be-
tween the metal and the semiconductor is small and easily overcome by
a small voltage. Similarly, the case cl ,,, > Ct, , (p-type) results in easy hole
flow across the junction (Fig. 5-43d). Unlike the rectifying contacts dis-
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Ohmic metal—semiconductor contacts: (a) 'F,,, < 1:', for on n-type semiconductor, and (b) the equilibrium
band diagram for the junction; (c) 4,,, > 4 for a p-type semiconductor, and (d) the junction at equilibrium.
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cussed previously, no depletion region occurs in the semiconductor in
these cases since the electrostatic potential difference required to align the
Fermi levels at equilibrium calls for accumulation of majority carriers in
the semiconductor.

A practical method for forming ohmic contacts is by doping the semi-
conductor heavily in the contact region. Thus if a barrier exists at the interface,
the depletion width is small enough to allow carriers to tunnel through the bar-
rier. For example, Au containing a small percentage of Sb can be alloyed to
n-type Si, forming an n layer at the semiconductor surface and an excellent
ohmic contact. Similarly, p-type material requires a p surface layer in contact
with the metal. In the case of Al on p-type Si, the metal contact also provides
the acceptor dopmt.Thus the required p surface layer is formed during a brief
heat treatment of the contact after the Al is deposited.

5.7.4 Typical Schottky Barriers

The discussion of ideal metal-semiconductor contacts does not include cer-
tain effects of the junction between the two dissimilar materials. Unlike a
p-n junction, which occurs within a single crystal, a Schottky harrier junction
includes a termination of the semiconductor crystal. The semiconductor sur-
face contains surface states due to incomplete covalent bonds and other ef-
fects,which can lead to charges at the metal-semiconductor interface.
Furthermore, the contact is seldom an atomically sharp discontinuity between
the semiconductor crystal and the metal. There is typically a thin interfacial
layer, which is neither semiconductor nor metal. For example, silicon crystals
are covered by a thin (10-20 A) oxide layer even after etching or cleaving in
atmospheric conditions. Therefore, deposition of a metal on such a Si surface
leaves a glassy interfacial layer at the junction. Although electrons can tunnel
through this thin layer, it does affect the barrier to current transport through
the junction.

Because of surface states, the interfacial layer, microscopic clusters of
metal-semiconductor phases, and other effects, it is difficult to fabricate junc-
tions with barriers near the ideal values predicted from the work functions
of the two isolated materials. Therefore, measured barrier heights are used
in device design. In compound semiconductors the interfacial layer intro-
duces states in the semiconductor band gap that pin the Fermi level at a fixed
position, regardless of the metal used (Fig. 5-44). For example, a collection
of interface states located 0.7 - 0.9 eV below the conduction band pins EF
at the surface of n-type GaAs, and the Schottky barrier height is determined
from this pinning effect rather than by the work function of the metal. An in-
teresting case is ntype lriAs (Fig. 5-44b), in which EF at the interface is
pinned above the conduction hand edge. As a result, ohmic contact to n-type
InAs can be made by depositing virtually any metal on the surface. For Si,
good Schottky harriers are formed by various metals, such as Au or Pt. In
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Figure 5-44
Fermi level pinning by interface states in compound semiconductors: (a) EF is pinned near EC - 0.8 eV
in n-type GaAs, regardless of the choice of metal; (b) Ef is pinned above EC in n-type InAs, providing an
excellent ohmic contact.

the case of Pt, heat treatment results in a platinum silicide layer, which pro-
vides a reliable Schottky barrier with 4B = 05 V on n-type Si.

A full treatment of Schottky barrier diodes results in a forward cur-
rent equation of the form

I = ABT2e 0.1kT qV/AT 	(—tI)

where B is a constant containing parameters of the junction properties and
n is a number between I and 2, similar to the ideality factor in Eq. (5-74)
but arising from different reasons. The mathematics of this derivation is sim-
ilar to that of rhermionic emission, and the factor B corresponds to an effec-
tive Richardson constant in the thermionic problem.

Thus far we have discussed p-n junctions formed within a single semicon- 5.8 	 -
ductor (homojunctions) and junctions between a metal and a semiconductor. HETERO-
The third important class of junctions consist of those between two lattice- JUNCTIONS
matched semiconductors with different band gaps (hererojunctions). We dis-
cussed lattice-matching in Section 1.4.1. The interface between two such
semiconductors may be virtually free of defects, and continuous crystals con-
taining single or multiple heterojunctions can be formed. The availability of
heterojunctions and multilayer structures in compound semiconductors opens
a broad range of possibilities for device development. We will discuss many
of these applications in later chapters, including heterojunction bipolar tran-
sistors, field-effect transistors, and semiconductor lasers.
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When semiconductors of different band gaps, work functions, and elec-
tron affinities are brought together to form a junction, we expect discontinu-
ities in the energy hands as the Fermi levels line up at equilibrium (Fig. 5-45).
The discontinuities in the conduction hand AE, and the valence band .E ac-
commodate the difference in hand gap between the two semiconductors
In an ideal case,	 would he the difference in electron affinities q( 2 —
and AE, would be found from LIE, - This is known as the Anderson affin-
iiv rule. In practicc, the hand discontinuities are found experimentall y for par-
ticular semiconductor pairs. For example, in the commonly used system
GaAs-AIGaAs (see Figs. 3-6 and 3-13), the direct hand gap difference Er be-
tween the wider band gap AIGaAs and the narrower hand gap GaAs is ap-
portioned approximately 2 in the conduction band and 1, in the valence band
for the heterojunction.flie built-in contact potential is divided between the two
semiconductors as required to align the Fermi levels at equilibrium. The re-
sulting depletion region on each side of the helerojunction and the amount of
built-in potential on each side (making up the contact potential V) are found
by solving Poisson's equation with the boundary condition of continuous elec-
tric flux densit y. eq., - e at the junction. The barrier that electrons must
overcome in moving from the n side to the p side may he quite different from
the harrier for holes moving from p to n. The depletion region on each side is
analogous to that described in Eq. (5-23). except that we must account for the
different dielectric constants in the two semiconductors.

To draw the band diagram for any semiconductor device involving
homojunctions or heterojunctions, we need material parameters such as
the bandgap and the election affinity which depend oil semiconductor
material but not on the doping, and the workfunction which depends on the
semiconductor as well as the doping. The electron affinit y and workfunc-
hon are referenced to the vacuum level. The true vacuum level (or global
vacuum level), is the potential energy reference when an electron is
taken out of the semiconductor to infinit y, where it sees no forces. Hence,
the true vacuum level is a constant (Fig. 5-45). That introduces an appar-
ent contradiction, however, because looking at the hand bending in a semi-
conductor device, it seems to imply that the electron affinit y in the
semiconductor changes as a function of position. which is impossible be-
cause the electron affinit y is a material parameter. Therefore, we need to
introduce the new concept of the local vacuum level. E (bc), which varies
along with and parallel to the conduction hand edge. thereby keeping the
electron affinity constant. The local vacuum level tracks the potential en-
ergy of an electron if it is moved just outside of the semiconductor, but not
far away. The difference between the local and global vacuum levels is due
to the electrical work done against the fringing electric fields of the deple-
tion region, and is equal to the potential energ y q V0 due to the built-in con-
tact potential V0 in equilihrium.This potential energy can, of course, be
modified by an applied bias.
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To draw the band diagram for a heterojunction accurately, we must not
only use the proper values for the band discontinuities but also account for
the band bending in the junction. To do this, we must solve Poisson's equa-
tion across the heterojunction, taking into account the details of doping and
space charge, which generally requires a computer solution. We can, howev-
er, sketch an approximate diagram without a detailed calculation. Given the
experimental band offsets AE, and AE,, we can proceed as follows:

1. Align the Fermi level with the two semiconductor bands separated.
Leave space for the transition region.
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Ef

L,

2. The metallurgical junction (x = 0) is located near the more heavily
doped side. At x = ()put AE, and AE, separated by the appropriate
hand gaps.

:

3. Connect the conduction hand and valence band regions, keeping the
hand gap constant in each material.

Steps 2 and 3 of this procedure are where the exact band bending is
important and must be obtained by solving Poisson's equation. In step 2 we
must use the band offset values and AF, for the specific pair of semi-
conductors in the heterojunction.

EXAMPLE 5-6 For heterojunctions in the GaAs-AIGaAs system, the direct (F) hand gap
difference is accommodated approximatelyin the conduction band
and in the valence band. For an Al composition of 0.3. the AlGaAs is direct
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(see Fig. 3-6) with AExr = 1.85 eV. Sketch the band diagrams for two het-
erojunction cases: N-Al 3Ga07As on n-type GaAs, and N-A1 03Ga 7A$ on
p-GaAs"

Taking AE, = 1.85 - 1.43 = 0.42 eV, the hand offsets are AE = 0.28 eV and SOLUTION
= 0.14 eV. In each case we draw the equilibrium Fermi level, add the ap-

propriate bands far from the junction, add the band offsets while estimating the
relative amounts of band bending and position of x = 0 for the particular dop-
ing on the two sides, and finally sketch the band edges so that E is maintained
in each separate semiconductor right up to the heterojunction at x = 0.

AIGaAs	 GaAs
0.28

------ EF

1.43 eV

1.85 eV

'In discvuin9 hs$(ojuncfloni, it is cmffon 10 um copiI 4 o P to d.sgno$s th* wide bond gap mial.
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A particularly important example of a heterojunction is shown in Fig-
ure 5-46, in which heavily n-type AlGaAs is grown on lightly doped GaAs.
In this example the discontinuity in the conduction band allows electrons to
spill over from the N-AlGaAs into the GaAs, where they become trapped
in the potential well. As a result, electrons collect on the GaAs side of the het-
erojunction and move the Fermi level above the conduction band in the
GaAs near the interface. These electrons are confined in a narrow potential
well in the GaAs conduction hand. If we construct a device in which con-
duction occurs parallel to the interface, the electrons in such a potential well
form a two-dimensional electron gas with very interesting device properties.
As we shall see in Chapter 6, electron conduction in such a potential well
can result in very high mobility electrons. This high mobility is due to the
[act that the electrons in this well come from the AIGaAs, and not from dop-
ing in the GaAs. As a result, there is negligible impurity scattering in the
GaAs well, and the mobility is controlled almost entirely by lattice scatter-
ing (phonons). At low temperatures, where phonon scattering is low, the mo-
bility in this region can be very high. If the band-bending in the GaAs
conduction band is strong enough, the potential well may be extremely nar-
row, so that discrete states such as E1 and E2 in Fig. 5-46 are formed, We will
return to this example in Chapter 6.

Another obvious feature of Fig. 5-46 is that the concept of a contact po-
tential barrier qV0 for both electrons and holes in a homojunction is no longer
valid for the heterojunction. In Fig. 5-46 the harrier for electrons qV,, is small-
er than the harrier for holes qV,. This property of a heterojunction can be
used to alter the relative injection of electrons and holes, as we shall see in
Section 7.9.

Figure 5-46
A heterojunction

between
N-AIGoAs and

lightly doped
GaAs, illustrating
the potential well

for electrons
formed in the

GaAs conduction
band. If this well

is sufficiently thin,
discrete states

(such as E 1 and
E2 ) ore formed,
as discussed in
Section 24.3. AJGaAs	 GaAs



Junctions	
233

5.1 Design an oxide mask to block P diffusion in Si at 1000°C for 30 minutes using PROBLEMS
a design criterion that the mask thickness should he eight times the diffusion
length. H we grow this oxide using a wet oxidation process at 1100°C, how long
must we do the oxidation! Calculate the total number of Si atoms that are con-
sumed from the wafer in the process, for a 200mm diameter wafer.

5.2 When impurities are diffused into a sample from an unlimited source such that
the surface concentration N. is held constant, the impurity distribution (profile)
is given by

N(x, I ) = No e 
2 V Dt

where D is the diffusion coefficient for the impurity, I is the diffusion time, and
erfc is the complementary error function.

If a certain number of impurities are placed in a thin layer on the surface be-
fore diffusion, and if no impurities are added and none escape during diffu-
sion, a gaussian distribution is obtained:

- N,
e/2'fN(x,t)-

where N, is the quantity of impurity placed on the surface (atoms/cm 2) prior to
= 0. Notice that this expression differs from Eq. (4-44) by a factor of two. Why?

Figure P5-2 gives curves of the complementary error function and gaussian
factors for the variable u, which in our case is x/2\/' . Assume that boron is
diffused into n-type Si (uniform N = 5 >< I Q°'cm ) at 1000°C for 30 mm. The
diffusion coefficient for B in Si at this temperature is D = 3 >( iU cm2/s.
(a) Plot N(x) after the diffusion, assuming that the surface concentration is

held constant at N0 5 )< 1020 cm -'. Locate the position of the junction
below the surface.

(h) Plot N(x) after the diffusion, assuming that B is deposited in a thin layer
on the surface prior to diffusion (N. = 5>< 10' cm 2), and no additional B
atoms are available during the diffusion. Locate the junction for this case.

Hint: Plot the curves on five-cycle semilog paper, with an abscissa varying
from zero to I

m. In plotting N(x), choose values of x that are simple mul-
tiples of 2V'.

5.3 A 900 nm oxide is grown on (100) Si in wet oxygen at 1100°C. How long does
it take to grow the first 200 rim, the next 300 nm and the final 400 am?

A square window (1 mm )< 1 mm) is etched in this oxide and the wafer is re-
oxidized at 1150°C in wet oxygen such that the oxide thickness outside of the win-
dow region increases to 2000 run. Draw a cross section of the wafer and mark off
all the thicknesses, dimensions and oxide-Si interfaces relative to the original Si sur-
face. Calculate the step heights in Si and in the oxide at the edge of the window.
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Figure P5-2	 too
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5,4 We wish to do an As implant into a Si wafer with a 0.1 p.m oxide such that the
peak lies at the oxide-silicon interface, with a peak value-of 5 x 1019 CM-3.

What implant parameters (energy, dose and beam current) would you choose?
The scan area is 200 cm', and the desired implant time is 20 s. Assume similar
range statistics in oxide and Si.

We want to implant 5 x iO cm - ' B into Si at an average depth of 0.5 ;.Lm. We
have an implanter which has a maximum acceleration voltage of 150 kV. How

can we achieve this profile if we have singly and doubly charged B in the ma-

chine? Suppose the doubly ionized beam current is 0.1 mA, how long Will the

implant take if the scan area is 100 cm 2? By doing clever ion implanter source



j uric hons
	 235

design. Dr. Boron Maximus has increased the beam current by a factor of 1000.
From a dose uniformity point of view is this good or had?

5.6 Assuming a constant (unlimited) source diffusion of P at 1000°C into p-type Si

(N = 2 x 1016 cm '), calculate the time required to achieve a junction depth
of 1 micron. See equations in Prob. 5.2.

5.7 We are interested in patterning the structure shown in Fig. P5-7. Design the
mask aligner optics in terms of numerical aperture of the lens and the wave-

length of the source.

1p.m	 Figure P5-7

- .ø-

5.8 In a p-n junction the hole diffusion current in the neutral n material is given
by Eq. (5-32). What are the electron diffusion and electron drift components
of current at point x in the neutral n region?

5.9 An abrupt Si p-n junction has N = 10 cm 3 on one side and Nd = 5 X 10°
CM on the other.

(a) Calculate the Fermi level positions at 300 K in the p and n regions.

(b) Draw an equilibrium hand diagram for the junction and determine the
contact potential V0 from the diagram.

(c) Compare the results of part (b) with V1 as calculated from Eq. (5-8).

5.10 The junction described in Prob. 5.9 has a circular cross section with diameter
of 10 p.m. Calculate x, 0, x,,, Q, and 'k,, for this junction at equilibrium (300K).
Sketch (x) and charge density to scale, as in Fig. 5-12.

5.11 The electron injection efficiency of a junction is 1,)1 at x,, = 0.

(a) Assuming the junction follows the simple diode equation, express 1,/I in

terms of the diffusion constants, diffusion lengths, and equilibrium minor-
ity carrier concentrations.

(b) Show that 1/I can be written as 1 + '.where the su-
perscripts refer to then and p regions. What should be done to increase the
electron injection efficiency of a junction?

5.12 A Si p-n junction has a donor doping of 5 x 1016 cm 3 on then side and a cross-

sectional area of 10 -1 cm2 . Iii,, = 1 p.s and D = 10 cm2/s, calculate the current

with a forward bias of 0.5 V at 300K.

5.13 (a) Explain physicafly why the charge storage capacitance is unimportant for
reverse-biased junctions.
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(h) Assuming that a GaAs junction is doped to equal concentrations on the n
and p sides, would you expect electron or hole injection to dominate in
forward bias? Explain.

5.14 (a) A Si V-n junction 10 2 cm2 in area has Nd = 1015 cm doping on then side.
Calculate the junction capacitance with a reverse bias of 10 V.

(b) An abrupt p .njunction is formed in Si with a donor doping of Nd = 1015 -3

What is the depletion region thickness Wjust prior to avalanche breakdown?

5.15 Using Eqs. (5-17) and (5-23), show that the peak electric field in the transition
region is controlled by the doping on the more lightly doped side of the junction.

5.16 An abrupt Si p-n junction has the following properties at 300 K:

	

tLaiik	 A = lO cm'

N,, = 1017 CM-1 N = io'
TO.11.LS	 10 

= 200 cm/V-s	 = 1300

ji, 700=450

Draw an equilibrium band diagram for this junction, including numerical val-
ues for the Fermi level position relative to the intrinsic level on each side. Find
the contact potential from the diagram and check your answer with the ana-
lytical expression for V0.

5,17 A long p . n diode is forward biased with current I flowing.The current is sud-
denly tripled at t = 0.

(a) What is the slope of the hole distribution at x = 0 just after the current
is tripled?

(b) Assuming the voltage is always kTIq,relate the final junction voltage (at
= c) to the initial voltage (before i = 0).

5.18 Assume that the doping concentration N on the p side of an abrupt junction
is the same as Nd on the n side. Each side is many diffusion lengths long. Find
the expression for the hole current I,, in the p-type material.

S.I A Si p-n junction with cross-sectional area, A 0.001 cm 2 is formed with
N = 1015 cm 3 , Na = 1017 cm . Calculate:

(a) Contact potential, V0.

(b) Space-charge width at equilibrium (zero bias).

(c) Current with a forward bias of 0.5 V. Assume that the current is diffusion
dominated. Assume p.,, 1500 cm 2IV-s, p. = 450 cm2/V-s, T. = 'r = 2.5 p.s.
Which carries most of the current, electrons or holes and why? If you want-
ed to double the electron current, what should you do?

5.20 An n-p junction with along p-region has the following properies: N = lOb cm-';
DP = 13 cm2/s:p.,, = 1000cm 2/V-s; .r=2p.s;n = loll cm 3.Ifwe apply O.7Vfor-
ward bias to the junction at 300K, what is the electric field in the p-region far
from the junction?
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5.21 For the diode in Problem 5.16, draw the band diagram qualitatively under for-
ward and reverse bias showing the quasi-Fermi levels.

5.22 In a p t-n junction, the n-doping N 1 is doubled. How do the following change if
everything else remains unchanged? Indicate only increase or decrease.

(a) Junction capacitance

(b) Built-in potential

(c) Breakdown voltage

(d) Ohmic losses

5.23 The junction of problem (5.16) is forward biased by 0.5 V. What is the forward
current? What is the current at a reverse bias of 41.5 V?

5.24 In the junction of problem (5.16),what is the total depletion capacitance at -4V?

5.25 Ap-n Si diode (V0 = 0.956 V) has a donor doping of iO' cm 3 and an n-region
width = 1p.m. Does it break down by avalanche or punchthrough?

5.26 Calculate the capacitance for the following Si n-p junction.

N = 1015 Lin -3

Area = 0.001 cm'

Reverse bias = 1,5 and 10 V

Plot 1/0 vs. Vj

Demonstrate that the slope yields .N. Repeat calculations for N = 10cm .

Since the doping is not specified on the n side, use a suitable approximation.

5.27 We assumed in Section 5.2.3 that carriers are excluded within W and that the

semiconductor is neutral outside W. This is known as the depletion approxi-

mation. Obviously, such a sharp transition is unrealistic. In fact, the space charge
varies over a distance of several Debye lengths, given by

LD 
F ekT 112

on then side.

Calculate the Debye length on then side for Si junctions having N = 10 18 cm -3

on the p-side and Nd = 1014,1016 , and 10 18 cm -1 on the n-side and compare with

the size of Win each case.

5.28 We have a symmetric p-n silicon junction (Nj, = Nd = 
I oil cm 3)• If the peak elec-

tric field in'the junction at breakdown is 5 x 1W V/cm, what is the reverse

breakdown voltage in this junction?

5.29 We wish to design a p-n diode such that the avalanche breakdown and
punchthrough both occur at 15 V. Assume the relative dielectric constant of

the semiconductor is 10, V0 is 0.5 V, and the breakdown field is 1 MV/cm. De-

termine the width and doping of the n-region.

5.311 A long p-n junction has its forward bias current switched from I- to lr2 at t = 0.

Find an expression for the stored charge Qp as a function of time in the n-region.
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5.31 A long p-n diode is forward biased with Current I flowing. The Current is sud-
denly doubled at t 0.

Assume that the stored charge in the a region can be represented by an expo-
nential at each instant, for simplicity. Write the expression for the instanta-
neous current as a sum of recombination current and current due to changes
in the stored charge. Using proper boundary conditions, solve this equation for
the instantaneous hole distribution and find the expression for the instanta-
neous junction voltage.

5.32 The diode of Fig. 5-23c is used in a simple half-wae rectifier circuit in which
the diode is placed in series with a load resistor. Assume that the diode offset
voltage t is 0.4 V and that R = dv!di = 400 f. For a load resistor of I kfl and
a sinusoidal input of 2 sin n, sketch the output voltage (across the load resis-
tor) over two cycles.

-	 .	 -	 .	 05.	 An abrupt p -n junction is formed in Si with a donor doping of 	 = 10 cm
What is the minimum thickness of then region to ensure avalanche breakdown
rather than punchthrough?

5.34 Assume holes are injected from a p-n junction into a short n region of length 1.
If p(x,) varies linearly from Ap, at x,, = 0 to zero at the ohmic contact (x = 1).
find the steady state charge in the excess hole distribution Q,, and the current I.

5.35 Assume that a p-n diode is built with an n region ssidth 1 smaller than a hole
diffusion length (1< LP ). This is the so-called narrow base diode. Since for this

e holes are injected into a short n region under forward bias, we cannot use
the assumption bp(x, = ) = 0 in Eq. (4-3). instead, we must use as a bound-
ary condition the fact that bp = Oat x,, = 1.

(a) Solve the diffusion equation to obtain

-	 -
bp(x) 

=

(b) Show that the current in the diode is

I
/qADp	 i_\)(qV!AT	

1)= --ctnh 
LiLP

536 Given the narrow base diode result (Prob. 35). (a) calculate the current due
to recombination in the a region. and (h) show that the Current due to recom-
bination at the ohmic Contact IS

(qAD1,p,,
l(ohmic contact) =
	 L	

csch ±)(et1kT - 1)

5.37 Assume that a p-n junction is built with a graded n region in which the dop-
ing is described by N(x) = Gxm. The depletion region (W extends from
essentially the junction at x = 010 a point W within the n region.The singular-
ity at ,x = 0 for negative m can be neglected.
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(a) Integrate Gauss's law across the depletion region to obtain the maximum

value of the electric field fu = —qGW"!€(m + 1).

(b) Find the expression for (r), and use the result to obtain V0 - V =

qGW' 2 1e(m + 2).

(c) Find the charge Q due to ionized donors in the de,letion region; write Q

explicitly in terms of (V0 -. V).
tv

(d) Using the results of (c), take the derivative dQId( V0 V) to show that the

capacitance is

qG€(mn	 11/(m+7)

[(m + 2)(V0 - V)j

538 Assume a linearly graded junction as in Fig. 5-39, with a doping distribution de-
scribed by Eq. (5-77). The doping is symmetrical, so that x =x 0 W12.

(a) Integrate Eq. (5-78) to show that

I	 (w\2
= q _G[x2 - cI\——)

(h) Show that the width of the depletion region is

[12€(V 0 —_V)11'3
w=!-

L	 qG

(c) Show that the junction capacitance is

qGe2	 1')

C 1 =A 
12V_V)j

5.39 Design an ohmic contact for n-type GaAs using InA-,, with an intervening grad-

ed InGaAs region (see Fig 5-44).

5.40 (a) Using Eq. (5-8), calculate the contact potential V of a Si p-n junction op-

erating at 300 K for N. = 1014 and 10 19 cm, with N3 = 1014'1011'1016, io'. 1010,

and 10 10 cm - 'in each case and plot vs. N3.

(b) Plot the maximum electric field to vs. N i for the junctions described in (a).

5.41 A Schottky barrier is formed between a metal having a work function of 4.3 eV
and p-type Sl(electron affinity = 4 eV). The acceptor doping in the Si is 10"cm3.

(a) Draw the equilibrium band diagram, showing a numerical value for qV0.

(b) Draw the band diagram with 0.3 V forward bias. Repeat for 2 V reverse bias.

5.42 What is the conductivity of a piece of Cie (n 1 = 2.5 X lO' cm 3) doped with

5 X 10' s cm - ' donors and 2.5 x 10' s cm -1 acceptors? (D, = 100 cm'/s. D =

50 cm2!s) If the electron affinity of Ge = 4.0 eV. and we put down a metal elec-
trode with work funtion = 4.5 eV.what is the work function difference? Do you
expect this to he a Schottky barrier or an ohmic contact?
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Chapter 6

Field-Effect Transistors

The modern era of semiconductor electronics was ushered in by the inven-
tion of the bipolar transistor in 1948 by Bardeen. Brattain. and Shockley at
the Bell Telephone Laboratories. This device, along with its field-effect coun-
terpart, has had an enormous impact on virtually every area of modern life,
hi this chapter we will learn about the operation, applications, and fabrica-
tion of the field-effect transistor (FEc).

The field-effect transistor comes in several forms. In a/unction FET (called
a JFET) the control (gate) voltage varies the depletion width of a reverse-
biased p-n juliclion. A similar device results if the junction is replaced by a Schot-
tky barrier (metal-semiconductor FET, called a MESFET). Alternatively, the
metal gate electrode may be separated from the semiconductor by an iim$azor
(metal-insulator-semiconductor FET, called a MISFET).A common special case
of this type uses an oxide layer as the insulator (MOSFET).

In Chapter 5 we found that two dominant features of p-n junctions are
the injection of minority carriers with forward bias and a variation of the de-
pletion width Wwith reverse bias. These two p-n junction properties are used
in two important types of transistors. The bipolar/unction transistor (BJT) dis-
cussed in Chapter 7 uses the injection of minority carriers across a forward-
biased junction, and the junction field effect transistor discussed in this chap-
ter depends on control of a junction depletion width under reverse bias. The
FET is a majority carrier device, and is therefore often called a unipolar tran-
sistor. The BJT, on the other hand, operates by the injection and collection of
minority carriers. Since the action of both electrons and holes is important in
this device, it is called a bipolar transistor. Like its bipolar counterpart, the
FET is a three-terminal device in which the current through two terminals is
controlled at the third. Unlike the BJT, however, field-effect devices are con-
trolled by a voltage at the third terminal rather than by a current.

The history of BJTs and FETs is rather interesting. It was the FET that
was proposed first in 1930 by Lilienfeld, but he never got it to workbecause
he did not fully appreciate the role of surface defects or surface states. In the
process of trying to demonstrate experimentally such a field effect transistor.
Bardeen and Brattain somewhat serendipitously invented the first bipolar
transistor, the Ge point Contact transistor. This major breakthrough was rapid-
ly followed by Shockley' extension of the Concept to the BJT. It was only
much later, after the problem of surface states was resolved by growing an

241
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oxide insulator on Si, that the first MOSFET was demonstrated in 1960 by
Kahng and Atalla. Although the BJT reigned supreme in the early days of
semiconductor integrated electronics, it has been gradually supplanted in
most applications by the Si MOSFET. The main reason is, unlike BJTs, the
various types of FET are characterized by a high input impedance, since the
control voltage is applied to a reverse-biased junction or Schottky barrier, or
across an insulator. These devices are particularly well suited for controlled
switching between a conducting state and a nonconducting state, and are
therefore useful in digital circuits. They are also suitable for integration of
many devices on a single chip, as we shall see in Chapter 9. In fact, millions
of MOS transistors are commonly used together in semiconductor memory
devices and microprocessors.

6.1 We begin this section with a general discussion of amplification and switch-
TRANSISTOR ing, the basic circuit functions performed by transistors. The transistor is a
OPERATION three-terminal device with the important feature that the current through

two terminals can be controlled by small changes we make in the current or
voltage at the third terminal. This control feature allows us to amplify small
a-c signals or to switch the device from an on state to an off state and back.
These two operations, amplification and switching, are the basis of a host of
electronic functions. This section provides a brief introduction to these op-
erations, as a foundation for understanding both bipolar and field-effect
transistors.

6.1.1 The Load Line

Consider a two-terminal device that has a nonlinear I—V characteristic, as in
Fig. 6-1. We might determine this curve experimentally by measuring the
current f,r various applied voltages, or by using an oscilloscope called a curve

true,..,,. vai..3 land V repetitively and displays the resulting curve.
When such a device is biased with the simple battery—resistor combination
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shown in the figure, steady state values of 'D and VD are attained. To find
these values we begin by writing a loop equation around the circuit:'

E=iDR - - v D	 (6--I)

This  gives us one equation describing the circuit, but it contains two unknowns

(D and v0). Fortunately, we have another equation of the form >= f(VD) in the
curve of Fig. 6-1b, giving us two equations with two unknowns. The steady
state current and voltage are found by a simultaneous solution of these two
equations. However, since one equation is analytical and the other is graphi-
cal, we must first put them into the same form. It is easy to make the linear
equation (6-1) graphical, so we plot it on Fig. 6-lb to find the simultaneous so-
lution. The end points of the line described by Eq. (6-1) are at E when iD = 0
and at E/R when V = 0. The two graphs cross at t 'D = VD and i0 = 'D' the steady
state values of current and voltage for the device with this biasing circuit.

Now let's add a third terminal which somehow controls the I-V char-
acteristic of the device. For example, assume that the device current-voltage
curve can be moved up the current axis by increasing the control voltage as
in Fig. 6-2b. This results in a family of i-v curves, depending upon the choice

Of VG. We can still write the loop equation (6-I) and draw it on the set of
curves, but now the simultaneous solution depends on the value of VG. In the
example of Fig. 6-2, V, is 0.5 V and the d-c values of 'D and VD are found at
the intersection to be 10 mA and 5 V. respectively. Whatever the value Ithe
control voltage VG at the third terminal, values of IL, and VD are obtained
from points along the line representing Eq. (6-1). This is called the load line.

Figure 6-2
A three-terminal nonlinear device that can be controlled by the voltage at the third terminal vG: (a) bias-
ing circuit; (b) I-V characteristic and load line. If VG - 0.5 V, the d-c values of ID and V0 are as shown
by the dashed lines.

use i, +0 symbolize the total cç+rrent, to for the d.c value, and i for the a-c component. A similar
scheme is used for other currents and voltages.
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6.1.2 Amplification and Switching

If an a-c source is added to the control voltage, we can achieve large varia-
tions in 1D by making small changes in VG. For example, as VG varies about its
d-c value by 0.25 V in Fig. 6-2, Vd varies about its d-c value VD by 2 V. Thus
the amplification of the a-c signal is 2/0.25 = 8. If the curves for equal changes
in vG are equall y spaced on the axis, a faithful amplified version of the
small control signal can be obtained. This type of voltage-controlled ampli-
fication is typical of field-effect transistors For bipolar transistors, a small
control current is used to achieve large changes in the device current, achiev-
ing current amplification.

Another important circuit function of transistors is the controlled
switching of the device off and on. In the example of Fig. 6-2, we can switch
from the bottom of the load line =0) to almost the top (iD E/R) by ap-
propriate changes in VG. This type of switching with control at a third termi-
nal is particularly useful in digital circuits.

6.2 In a junction FET (JFET) the voltage-variable depletion region width of a
THE JUNCTION junction is used to control the effective cross-sectional area of a conducting

FET channel. In the device of Fig. 6-3, the current 'D flows through an n-type
channel between two p regions. A reverse bias between these p regions

(b)

Figure 6-3
Simplified cross-sectional view of a junction F ET: (a) transistor geometry; (b) detail of the channel and
voltage variation along the channel with VG - 0 and small !.
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and the channel causes the depletion regions to intrude into the n material,
and therefore the effective width of the channel can be restricted. Since the
resistivity of the channel region is fixed by its doping, the channel resistance
varies with changes in the effective cross-sectional area. By analogy, the vari-
able depletion regions serve as the two doors of a gate, which open and close
on the conducting channel.

In Fig. 6-3 electrons in the n-type channel drift from left to right,
opposite to current flow. The end of the channel from which electrons
flow is called the source, and the end toward which they flow is called the
drain. The p regions are called gates. If the channel were p-type, holes
would flow from the source to the drain, in the same direction as the cur-
rent flow, and the gate regions would be W. It is common practice to con-
nect the two gate regions electrically; therefore, the voltage VG refers to
the potential from each gate region G to the source S. Since the conduc-
tivity of the heavily doped p regions is high, we can assume that the po-
tential is uniform throughout each gate. In the lightly doped channel
material, however, the potential varies with position (Fig. 6-3b). If the
channel of Fig. 6-3 is considered as a distributed resistor carrying a cur-
rent ID it is clear that the voltage from the drain end of the channel D to
the source electrode S must be greater than the voltage from a point near
the source end to S. For low values of current we can assume a linear vari-
ation of voltage V in the channel, varying from V0 at the drain zd to
zero at the source end (Fig. 6-3b).

6.2.1 Pinch-off and Saturation

In Figure 6-4 we consider the channel in a simplified way by neglecting
voltage drops between the source and drain electrodes and the respec-
tive ends of the channel. For example, we assume that the potential at the
drain end of the channel is the same as the potential at the electrode D.
This is a good approximation if the source and drain regions are relative-
ly large, so that there is little resistance between the ends of the channel
and the electrodes. In Fig. 6-4 the gates are short circuited to the source
(VG = 0), such that the potential at x = 0 is the same as the potential every-
where in the gate regions. For very small currents, the widths of the de-
pletion regions are close to the equilibrium values (Fig. 6-4a). As the
current ID is increased, however, it becomes important that V, is large
near the drain end and small near the source end of the channel. Since
the reverse bias across each point in the gate-to-channel junction is sim-
ply V when V6 is zero, we can estimate the shape of the depletion re-
gions as in Fig. 6-4b. The reverse bias is relatively large near the drain
(V60 - V1,) and decreases toward zero near the source. As a result, the
depletion region intrudes into the channel near the drain, and the effec-
tive channel area is con'stricted.
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Since the resistance of the constricted channel is higher, the I—V plot for
the channel begins to depart from the straight line that was valid at low cur-
rent levels. As the voltage VD and current I,, are increased still further, the
channel region near the drain becomes more constricted by the depletion
regions and the channel resistance continues to increase. As V0 is increased,
there must be some bias voltage at which the depletion regions meet near the
drain and essentially pinch off the channel (Fig. 6-4c). When this happens, the
current ID cannot increase significantly with further increase in V0. Beyond
pinch-off the current is saturated approximately at its value at pinch-off.2
Once electrons from the channel enter the electric field of the depletion re-
gion, they are swept through and ultimately flow to the positive drain con-
tact. After the ,current saturates beyond pinch-off, the differential channel
resistance d VE/dID becomes very high. To a good approximation, we can cal-
culate the current at the critical pinch-off voltage and assume there is no fur-
ther increase in current as VD is increased.

'Saturation is used by device engineers in more different contexts than any other word. We have di,-
cussed velocity, saturation, reverse saturation current of a junction, and now the saturation of FET character-
istics. In Chapter 7, we will discuss saturation of a BiT. The student has probably also reached saturation
by now in trying to absorb these various meanings.
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6.2.2 Gate Control

The effect of a negative gate bias - V0 is to increase the resistance of the
channel and induce pinch-off at a lower value of current (Fig. 6-5). Since the
depletion regions are larger with V0 negative, the effective channel width is
smaller and its resistance is higher in the low-current range of the charac-
teristic. Therefore, the slopes of the I D vs. V0 curves below pinch-off become
smaller as the gate voltage is made more negative (Fig. 6-5h). The picf..off
condition is reached at a lower drain-to-source voltage, and the saturation
current is lower than for the case of zero gate bias. As V0 is varied, a family
of curves is obtained for the I -V characteristic of the channeL as in Fig. 6-5b.

Beyond the pinch-off voltage the drain current i,, is controlled by V0.

By varying the gate bias we can obtain amplification of an a-c signal. Since
the input control voltage V0 appears across the reverse-biased gate junc-
tions, the input impedance of the device is high.

We can calculate the pinch-off voltage rather simply by representing
the channel in the approximate form of Fig. 6-6. If the channel is sym-
metrical and the effects of the gates are the same in each half of the chan-
nel region, we can restrict our attention to the channel half-width h(x),
measured from the center line (v = L). The metallurgical half-width of the
channel (i.e.. neglecting the depletion region) is a. We can find the pinch-
off voltage by calculating the reverse bias between the n channel and the
p'. gate at the drain end of the channel (x = L). For simplicity we shall as-
sunie that the channel width at the drain decreases uniforml y as the re-
verse bias increases to pinch-off. If the reverse bias between the gate and
the drain is - V 0. the width of the depletion region at .x = L can be found
from Eq. (5-57):

r2€(_l/00)]i:
W(x L).= -
	 j	

(VGD negative)	 (6 -2)
L	 q.
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Figure 6-5
Effects of a nega-
tive gate bios: (a)
increase of deple-
tion region widths
with VG negative;
(b) family of
current-voltage
curves for the
channels as V0 is
varied.
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0	 L

Figure 6-6
Simplified diagram of the channel with definitions of dimensions and differential volume for calculations.

In this expression we assume the equilibrium contact potential V0 is negligi-

ble compared with V( D and the depletion region extends primarily into the
channel for the p-n junction. Including V0 is left for Prob. 6.2.

Pinch-off occurs at the drain end of the channel when

h(x=L)=a - W(.=L)=O (6-3)

that is, when W(x = L) = a. If we define the value of - VGD at pinch-off as

Vi,,, we have

[2eV 
I -
L qN

F-y P ^ 
2c

	 (6-4)

The pinch-off voltage V,, is a positive number; its relation to VD and VG is

VP = - VGfl(pinch- Off) - V0 + VD	(6-5)

where VG is zero or negative for proper device operation. A forward bias on
the gate would cause hole injection from the p regions into the channel,
eliminating the field-effect control of the device. From Eq. (6-5) it is clear that
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pinch-off results from a combination of gate-to-source voltage and drain-to-
source voltage. Pinch-off is reached at a lower value of V0 (and therefore a
lower I) when a negative gate bias is applied, in agreement with Fig. 6-5b.

6.2,3 Current-Voltage Characteristics

Calculation of the exact channel Current is complicated, although the math-
ematics is relatively straightforward below pinch-off. Ihe approach we shall
take is to find the expression for 1D just at pinch-off, and then assume the
saturation current beyond pinch-off remains fairly constant at this value.

In the coordinate system defined in Fig. 6-6. the center of the channel
at the source end is taken as the origin. The length of the channel in the
x-direction is L. and the depth of channel in the z-direction is Z. We shall
call the resistivity of the n-type channel material p (valid only in the neutral
n material, outside the depletion regions). If we consider the differential vol-
ume of neutral channel material Z2h(x)dx, the resistance of the volume el-
ement is pdx/Z2h(x) [see Eq. (3-44)]. Since the current does not change with
distance along the channel. 'D is related to the differential voltage change in
the element dV, by the conductance of the element:

Z2h(x) dV
'L) =

P	 dx

l'he term 2h(x) is the channel width at x.
The half-width of the channel at point x depends on the local reverse

bias between gate and channel -

2(-V, )1l'2	 'V - V21h(x) = a - W(x) = a - 
L_qN 1 j 

= a[1 - j (6 7)

since VG = VG - V, and VP = qa 2N12e. Implicit in Eq. (6-7) is the assump-
tion that the expression for W(x) can he obtained by a simple extension of
Eq. (6-2) to point x in the channel. This is called the gradual channel approxi-
mation; it is valid if h(x) does not vary abruptly in any element dx.

The voltage V(-,., will be negative since the gate voltage VG is chosen
zero or negative for proper operation. Substituting Eq. (6-7) into Eq. (6-6),
we have

	

.2Za1	 V - V"2I-	
') 

dv	 Idx
p

We can solve this equation to obtain

	

LF[	 )32 - ( V
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where V j is negative and Gç, 2aZ/pL is the conductance of the channel
for negligible W(x), i.e., with no gate voltage and low values of 1. This equa-
tion is valid only up to pinch-off, where VD - VG = V,,. If we assume the sat-
uration current remains essentially constant at its value at pinch-off, we have

VD 2 VG"3'2 2
1,,(sat.) G0V - + --) - -

	

V	 3 V,,	 3

I VG 2" V"37 1
= G0V[_ + + -;-) +	 (610)

	

V P	 3	 p	 -.

where

Vj) - 
1 +

V P	 VP

The resulting family of 1-V curves for the channel agrees with the results we
predicted qualitatively (Fig. 6-5b).The saturation current is greatest when V(;
is zero and becomes smaller as V(; is made negative.

We can represent the device biased in the saturation region by an
equivalent circuit where changes in drain current are related to gate volt-
age changes by

	

8ID(at.)	 1/2

g(sat.) = 
)V	

= G0 [ 
I - ( -i) ]	 ( 6-li)

The quantity g,,, is the mutual transconducrance, with units (A/V) called
Siemens (S), sometimes called mhos. As a figure of merit for FET devices it
is common to describe the transconductance per unit channel width Z. This
quantity g,,,/Z is usually given in units of millisiemens per millimeter.

It is found experimentally that a square-law characteristic closely ap-
proximates the drain current in saturation:

!D(sat.)	 IDSS(1 +
	

(Vt; negative)	 (6-12)
vp)'

where 'DSS is the saturated drain current with V = 0.
The appearance of a constant value of channel resistivity (in the G0

term) in Eqs. (6-9)-(6-11) implies that the electron mobility is constant. As
mentioned in Sec. 3.4.4, electron velocity saturation at high fields may make
this assumption invalid. This is particularly likely for very short channels,
where even moderate drain voltage can result in a high field along the chan-
nel- Another departure from the ideal model results from the fact that the ef-
fective channel length decreases as the drain voltage is increased beyond
pinch-off, as Fig. 6-4(c) suggests. In short-channel devices this effect can cause

1D to increase beyond pinch-off, since L appears in the denominator of Eq.
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(6-10), in G0. Therefore, the assumption of constant saturation current is not
valid for very short-channel devices.

The depletion of the channel discussed above for a JFET can be accomplished
by the use of a reverse-biased Schottky barrier instead of a p-n junction. The
resulting device is called a MESFET, indicating that a metal-semiconductor
junction is used. This device is useful in high-speed digital or microwave cir-
cuits, where the simplicity of Schottky barriers allows fabrication to close geo-
metrical tolerances. There are particular speed advantages for MESFET
devices in Ill-V compounds such as GaAs or lnP, which have higher mobili-
ties and carrier drift velocities than Si.

6.3.1 The GaAs MESFET

Figure 6-7 shows schematically a simple MESFET in GaAs. The substrate is
undoped or doped with chromium, which has an energy level near the cen-
ter of the GaAs band gap. in either case the Fermi level is near the center of
the gap, resulting in very high resistivity material (_10 8 fl-cm), generally
called semi-insulating GaAs. On this nonconducting substrate a thin layer of
lightly-doped n-type GaAs is grown epitaxially, to form the channel region
of the FET.3 The photolithographic processing consists of defining patterns
in the metal layers for source and drain ohmic contacts (e.g., Au-Ge) and
for the Schottky barrier gate (e.g., Al). By reverse biasing the Schottky gate,
the channel can be depleted to the semi-insulating substrate, and the result-
ing 1-V characteristics are similar to the JFET device.

By using GaAs instead of Si. a higher electron mobility is available (see
Appendix III), and furthermore GaAs can be operated at higher tempera-
tures (and therefore higher power levels). Since no diffusions are involved
in Fig. 6-7, close geometrical tolerances can be achieved and the MESFET
can be made very small. Gate lengths L -< 0.25 urn are common in these de-
vices. This is important at high frequencies, since drift time and capacitances
must he kept to a minimum.

It is possible to avoid the epitaxial growth of the n-type layer and the
etched isolation in Fig. 6-7 by using ion implantation. Starting with a semi-
insulating GaAs substrate, a thin n-type layer at the surface of each transis-
tor region can be formed by implanting Si or a column VI donor impurity
such as Se. This implantation requires an anneal to remove the radiation
damage. but the epitaxial growth step is eliminated. In either the fully im-
planted device or the epitaxial device of Fig. 6-7, the source and drain con-
tacts may be improved by further n implantation in these regions. Because

31n many cases a high resistivity GaAs eplaxmal layer (called a buffer Iay.'j is grown between the two lay-
ers shown in F,. 6-7.
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Figure 6-7
GaAs MESFET
formed on an

n-type GaAs layer
grown epitaxially

on a semi-
insulating sub-

strate Common
metals for the

Schottky gate in
GaAs are Al or
alloys of Ti, W,

and Au. The
ohmic source and

drain contacts
may he an alloy

of Au and Ge. In
this example the

device is isolated
from others on the

same chip by
etching through

the ri region to the
semi-insulating

substrate.

Since the metal-semiconductor field effect transistor (MESFET) is compat-
ible with the use of ITT—V compounds, it is possible to exploit the band gap en-
gin eering available with heterojunctions in these materials. In order to
maintain high transconductance in a MESFET, the channel conductivit y must
be as high as possible. Obviously, the conductivity can be increased by in-
creasing the doping in the channel and thus the carrier concentration. How-
ever, increased doping also causes increased scattering by the ionized
impurities, which leads to a degradation of mobility (see Fig. 3-23). 'What is
needed is a way of creating a high electron concentration in the channel of a
MESFET by some means other than doping. A clever approach to this re-
quirement is to grow a thin undoped well (e.g., GaAs) bounded by wider band
gap, doped barriers (e.g., AIGaAs). This configuration, called modulation dop-
ing, results in conductive GaAs when electrons from the doped AIGaAs bar-
riers fall into the well and become trapped there, as shown in Fig. 6-8a. Since
the donors are in the AIGaAs rather than the GaAs, there is no impurity scat-
tering of electrons ill well, if a MESFET is constructed with the channel
along the GaAs well (perpendicular to the page in Fig.-6-8), we can take ad-
vantage of this reduced scattering and resulting higher mobility. The effect is
especially strong at low temperature where lattice (phonon) scattering is also
low. This device is called a modulation doped field-effect transistor (MQDFET)
and is also called a high electron mobility transistor (HEMT).

In Fig. 6-8a we have left out the band-bending expected at the AIGaAs/
GaAs interfaces. Based upon the discussion in Section 5.8, we expect the
electrons to accumulate at the corners of the well due to band-bending at
the heterojunction. In fact, only one hcterojunctjon is required to trap elec-
trons, as shown in Fig. 6-9b. Generally, the donors in the AIGaAs layer are
purposely separated from the interface by -100 A. Using this configuration,
we can achieve a high electron concentration in the channel while retaining
high mobility, since the GaAs channel region is spatially separated from the
ionized impurities which provide the free carriers.

S	 G	 D

ii GaAs

Sern -insutaling (a As

1..i.

of the relative simplicity of implanted GaAs MESFETs and the isolation be-
tween devices provided by the semi-insulating substrate, these structures are
commonly used in GaAs integrated Circuits.

6,3.2 The High Electron Mobility Transistor (HEMT)
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Figure 6-8
(a) Simplified view of modulation doping, showing only the conduction bond. Electrons in the donor-
doped AIGaAs foil into the GaAs potential well and become trapped. As a result, the undoped GaAs
becomes n-type, without the scattering by ionized donors which is typical of bulk n-type material. (b) Use
of a single AIGuAs/GoAs heterolunction to trap electrons in the undoped GaAs. The thin sheet of
charge due to free electrons at the interface forms a two-dimensional electron gas (2-DEG), which can
be exploited in HEMT devices.

In Fig. 6-8b, mobile electrons generated by the donors in the AIGaAs
diffuse into the small band gap GaAs layer, and they are prevented from re-
turning to the AIGaAs by the potential barrier at the AIGaAs/GaAs inter-
face. The electrons in the (almost) triangular well form a two-dimensional
electron gas (sometimes abbreviated 2-DEG). Sheet carrier densities as high
as 10 12cm 2 can be obtained at a single interface such as that shown in Fig.
6-8b. Ionized impurity scattering is greatly reduced simply by separating the
electrons from the donors. Also, screening effects due to the extremely high
density of the two-dimensional electron gas can reduce ionized impurity scat-
tering further. In properly designed structures, the electron transport ap-
proaches that of bulk GaAs with no impurities, so that mobility is limited by
lattice scattering. As a result, mobilities above 250,000 cm'/V-s at 77 K and
2,000,000 cm 2fV-s at 4 K can be achieved.

The advantages of a HEW areare its ability to locate a large electron
density (1012 cm _2) in a very thin layer (< 100 A thick) very close to the gate
while simultaneously eliminating ionized impurity scattering. The AIGaAs
layer in a HEW isis fully depleted under normal operating conditions, and
since the electrons are confined to the heterojunction, device behavior close-

ly resembles that of a MOSFET. The advantages of the HEW overover the Si
MOSFET are the higher mobility and maximum electron velocity in GaAs
compared with Si, and the smoother interfaces possible with an AlGaAs/
GaAs heterojunction compared with the SiISi02 interface. The high perfor-
mance of the HEW translatestranslates into an extremely high cutoff frequency, and
devices with fast access times.	 -

Although we have discussed the HEW in terms of the AIGaAs/GaAS
heterojunction, other materials are also promising, such as the InGaAsP/InP
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system. A motivation for avoiding AlGa, _As is the presence of a deep-level
defect called the DX Center for x > 0.2, which traps electrons and impairs the
HEMT operation. Since very thin layers are involved, materials with slight
lattice mismatch can be grown to form pseudomorphic HEMTs. An example
of such a system is the use of a thin layer of InCiaAs grown pseudomorphi-
cally on GaAs, followed by AIGaAs. An advantage of this system is that a use-
ful band discontinuity can be achieved using AIGaAs of low enough Al
composition to avoid the DX center problem.

The HEMT, or MODFET, is also referred to as a two-dimensional elec-
tron gas FET (2-DEG EEl', or TEGFET) to emphasize the fact that con-
duction along the channel occurs in a thin sheet of charge.The device has also
been called a separately doped FET (SEDFET). to emphasize the fact that
the doping occurs in a separate region from the channel.

6.3.3 Short Channel Effects

As mentioned in Section 6.2.3, a variety of modifications to the simple the-
ory of JFET and MESFET operation must be made when the channel length
is small (typically < I p.m). In the past, these short-channel effects would be
considered unusual, but now it is common to encounter FET devices in which
these effects dominate the l-Vcharacteristics. For example, high-field effects
occur when 1 V appears across a channel length of 1 Rm (10 - 'cm), giving an
electric field of 10 kV/cm.

A simple piecewise-linear approximation to the velocity-field curve
assumes a constant mobility (linear) dependence up to some critical field
and a constant saturation velocity v for higher fields. For Si a better ap-
proximation is

Vd =
I +

where pt is the low-field mobility. These two approximations are shown in
Fig. 6-9 (a). If we assume that the electrons passing through the channel drift
with a constant saturation velocity v, the current takes a simple form

I[) qnvA = qNvZh	 (6-14)
where h is a slow function of VG. In this case the saturated current follows the
velocity saturation, and does not require a true pinch-off in the sense of de-
pletion regions meeting at some point in the channel. In the saturated ve-
locity case, the transconductance g,, is essentially constant, in contrast with
the constant mobility case described by Eq. (6-11). As shown in Fig. 6-9(b),
the i VD curves are more evenly spaced if constant saturation velocity
dominates, compared with the V (;depe1dent spacing shown in Fig. 6-5(b) for
the long-channel constant-mobility case.
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(a)

Figure 6-9
Effects of electron velocity saturation at high electric fields: (a) approximations to the saturation of drift
velocity with increasing field; (b) drain current-voltage characteristics for the saturated velocity case,
showing almost equally spaced curves with increasing gate voltage.

Most devices operate with . characteristics intermediate between the
constant mobility and the constant velocity regimes Depending on the de-
tails of the field distribution, it is possible to divide up the channel into re-
gions dominated by the two extreme cases, or to use an approximation such
as Eq. (6-13).

Another important short-channel effect, described in Section 6.2.3, is
the reduction in effective channel length after pinch-off as the drain voltage
is increased. This effect is not significant in long-channel devices, since the
change in L due to intrusion of the depletion region is a minor fraction of the
total channel length. In short-channel devices, however, the effective chan-
nel length can be substantially shortened, leading to a slope in the saturated
I-V characteristic that is analogous to the Early (base-width narrowing) ef-
fect in bipolar transistors discussed in Section 7.7.2.

One of the most widely used electronic devices, particularly in digital inte-
grated circuits, is the metal-insulator-semiconductor (MIS) transistor. In this
device the channel current is controlled by a voltage applied at a gate elec-
trode that is isolated from the channel by an insulator. The resulting device
may be referred to generically as an insulated-gate field effect transistor
(IGFET). However, since most such devices are made using silicon for the
semiconductor, Si0 2 for the insulator, and metal or heavily doped polysilicon
for the gate electrode, the term MOS field-effect transistor (MOSFET) is
commonly used.

6.4
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Figure 6-10
An enhancement-

type n-channel
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6.4.1 Basic Operation and Fabrication

The basic MOS transistor is illustrated in Fig. 6-10a for the case of an
enhancement-mode n-channel device formed on a p-type Si substrate. Then'
source and drain regions are diffused or implanted into a relatively light-
ly doped p-type substrate, and a thin oxide layer separates the conducting
gate from the Si surface. No current flows from drain to source without a
conducting n channel between them. This can be understood clearly by



Field-Effect Transistors

looking at the band diagram of the MOSFET in equilibrium along the
channel (Fig. 6-10a). The Fermi level is flat in equilibrium. The conduction
band is close to the Fermi level in the n source/drain, while the valence
band is closer to the Fermi level in the p-type material. Hence, there is a
potential barrier for an electron to go from the source to the drain, cor-
responding to the built-in potential of the back-to-back p-n junctions be-
tween the source and drain.

When a positive voltage is applied to the gate relative to the substrate
(which is connected to the source in this case), positive charges are in effect
deposited on the gate metal. In response, negative charges are induced in
the underlying Si, by the formation of a depletion region and a thin surface
region containing mobile electrons These induced electrons form the chan-
nel of the FET, and allow current to flow from drain to source. As Fig. 6-10b
suggests, the effect of the gate voltage is to vary the conductance of this in-
duced channel for low drain-to-source voltage, analogous to the JFET case.
Since electrons are electrostatically induced in the p-type channel region,
the channel becomes less p-type, and therefore the valence band moves down,
farther away from the Fermi level. This obviously reduces the barrier for
electrons between the source, channel and the drain. If the barrier is reduced
sufficiently by applying a gate voltage in excess of what is known as the
threshold voltage, V, there is significant current flow from the source to the
drain. Thus, one view of a MOSFET is that it is a gate-controlled potential
barrier. It is very important to have high-quality, low-leakage p-irunctions
in order to ensure a low off-state leakage in the MOSFET For a given value
of Va there will be some drain voltage V0 for which the current becomes
saturated, after which it remains essentially constant.

The threshold voltage VT is the minimum gate voltage required to in-
duce the channel. In general, the positive gate voltage of an n-channel de-
vice (such as that shown in Fig. 6-11) must be larger than some value VT
before a conducting channel is induced. Similarly, a p-channel device (made
on an n-type substrate with p-type source and drain implants or diffusions)
requires a gate voltage more negative than some threshold value to induce
the required positive charge (mobile holes) in the channel. There are
exceptions to this general rule, however, as we shall see. For example, some
n-channel devices have a channel already with zero gate voltage, and in fact
a negative gate voltage is required to turn the device off. Such a "normally
on" device is called a depletion-mode transistor, since gate voltage is used
to deplete a channel which exists at equilibrium. The more common MOS
transistor is "normally off" with zerogate voltage, and operates in the en-
hancement mode by applying gate voltage large enough to induce a con-
ducting channel.

An alternative view of a MOSFET is that it is a gate-controlled resistor.
If the (positive) gate voltage exceeds the threshold voltage in an n-channel
device, electrons are induced in the p-type substrate. Since this channel is
connected to the n source and drain regions, the structure looks electrical-
ly like an induced n-type resistor. As the gate voltage increases, more electron
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Figure 6-11
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charge is induced in the channel and, therefore, the channel becomes more
conducting. The drain current initially increases linearly with the drain bias
(the linear regime) (Fig. 6-lob). As more drain current flows in the channel,
however, there is more ohmic voltage drop along the channel such that the
channel potential varies from zero near the grounded source to whatever
the applied drain potential is near the drain end of the channel. Hence, the
voltage difference between the gate and the channel reduces from V0 near
the source to (V0 -VD) near the drain end. Once the drain bias is increased
to the point that (V0 -VD) V,-, threshold is barely maintained near the drain
end, and the channel is said to be pinched off. Increasing the drain bias be-
yond this point (VOSAT) causes the point at which the channel gets pinched
off to move more and more into the channel, closer to the source end (Fig.
6-1 Ic). Electrons in the channel are pulled into the pinch-off region and trav-
el at the saturation drift velocity because of the very high longitudinal elec-
tric field along the channel. Now, the drain current is said to he Ui the
saturation region because it does not increase with drain bias significantly
(Fig. 6-lob). Actually, there is a slight increase of drain current with drain bias
due to various effects such as channel length modulation and drain-induced
barrier lowering (DIBL) that will he discussed in Section 6.5.10.

The MOS transistor is particularly useful in digital circuits, in which it
is switched from the "off" state (no conducting channel) to the "on" state. The
control of drain current is obtained at a gate electrode which is insulated
from the source and drain by the oxide. Thus the d-c input impedance of an
MOS circuit can be very large.

Both n-channel and p-channel MOS transistors are in common usage.
The n-channel type illustrated in Fig. 6-10 is generally preferred because it
takes advantage of the fact that the electron mobility in Si is larger than
the mobility of holes. In much of the discussion to follow we will use the
n-channel (p-type substrate) example, although the p-channel case will be
kept in mind also.

Let us give a very simplified descriptn of how such an n-channel
MOSFET can be fabricated. A much more detailed discussion is given in Sec-
tion 9.3.1. An ultra-thin (-5-10 nm) dry thermal silicon dioxide is grown on
the p-type substrate, This serves as the gate insulator between the conducting
gate and the channel. We immediately cover it with LPCVD of polysilicon,
which is doped very heavily n using P diffusion in order to make it behave
electrically like a metal electrode. The doped polysilicon layer is then pat-
terned to form the gates, and etched anisotropically by RIE to achieve verti-
cal walls (Section 5.1.7). The gate itself is used as an implant mask for an n
implant which forms the source/drain junctions abutted to the gate edges, but
is blocked from the channel region. Such a scheme is called a self-aligned
process because we did not have to use a separate lithography step for the
source/drain formation. Self-alignment is simple and is very useful because we
thereby guarantee that there will be some overlap of the gate with the
source/drain but not too much overlap. The advantages of this are discussed in
Section 6.5.8. The implanted dopants must be annealed for reasons discussed
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in Section 5.1.4. Finally, the MOSFETs have to be properly interconnected ac-
cording to the circuit layout, using metallization. This involves LPCVD of an
oxide dielectric, etching contact holes by RIE, sputter depositing a suitable
metal such as Al, patterning and etching it.

As shown in Fig. 6—IOa, the MOSFET is surrounded on all sides by a
thick SiO, layer. This layer provides critical electrical isolation between ad-
jacent transistors on an integrated circuit. We shall see in Section 9.3.1 that
such isolation orjield regions can be formed in several ways, such as LOCal
Oxidation of Silicon (Locus). Briefl y, it involves depositing a LPCVD Si3N1
layer over the entire substrate before the fabrication of the MOSFETs, pat-
terning and etching it so that it is removed only in the isolation regions, but
not in the active regions where the MOSFETs will be formed subsequently.
A boron channel stop implant is then done in the isolation regions. Exploit-
ing the useful property of SiN 4 that it blocks thermial oxidation, a thick
LOCUS oxide is selectively grown by wet oxidation only in the isolation re-
gions. The reason why a thick field oxide layer and a boron channel stop im-
plant leads to electrical isolation is discussed in Section 6.5.5.

6.4.2 The Ideal MOS Capacitor

The surface effects that arise in an apparently simple MOS structure are ac-
tually quite complicated. Although many of these effects are beyond the
scope of this discussion, we will be able to identify those which control typ-
ical MOS transistor operation. We begin by considering an uncomplicated
idealized case, and then include effects encountered in real surfaces in the
next section.

Some important definitions are made in the energy band diagram of Fig.
6-12a. The work function characteristic of the metal (see Section 2.2.1) can
he defined in terms of the energy required to move all from the
Fermi level to outside the metal. In MOS work it is more convenient to use
a modified work function qcF,, for the metal—oxide interface. 'The energy
is measured from the metal Fermi level to the conduction band of the oxide.4
Similarl y, qD is the modified work function at the semiconductor—oxide in-
terface. In this idealized case we assume that t',,, = tt, so there is no differ-
ence in the two work functions. Another quantit y that will be useful in later
discussions is q4, which measures the position of the Fermi level below the
intrinsic level E1 for the semiconductor. This quantity indicates how strong-
ly p-type the semiconductor is [see Eq. (3 -25)].

The MOS structure of Fig. 6-12a is essentially a capacitor in which one
plate is a semiconductor. if we apply a negative voltage between the metal and
the semiconductor (Fig. 6-12b), we effectively deposit a negative charge on
the metal. In response, we expect an equal net positive charge to accumulate

'On the MOS bond diagrams of this section we show a break in the electron energy scale leading to the
insulator conduction bond, since the bond gap of SiO 2 (or other typical insulators) is much greater thanthat of the Si.
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at the surface of the semiconductor, in the case of a p-type substrate this oc-
curs by hole accumulation at the semiconductor—oxide interface.

Since the applied negative voltage depresses the electrostatic potential of
the metal relative to the semiconductor, the electron energies are raised in the
metal relative to the semiconductor. 5 As a result, the Fermi level for the metal
E,.,, lies above its equilibrium position by qV. where V is the applied voltage.

Since (I) and , do not change with applied voltage, moving EF,,, up in
energy relative to Es.-, causes a tilt in the oxide conduction band. We expect
such a tilt since an electric field causes a gradient in E, (and similarly in E
and E) as described in Section 4.4.2:

IdE,

=

	

	 (see 4-26)q dx 

The energy bands of the semiconductor bend near the interface to ac-
commodate the accumulation of holes. Since

= , 1 cE-F.. i'r (see 3-25)

it is clear that an increase in hole concentration implies an increase in E - E1
at the semiconductor surface.

Since no current passes through the MOS structure, there can be no
variation in the Fermi level within the semiconductor. Therefore, if E, -
is to increase, it must occur b y E moving up in energy near the surface. The
result is a bending of the semiconductor handear the interface. We notice
in Fig. 6-12h that the Fermi level near the interface lies closer to the valence
band, indicating a larger hole concentration than that arising froñ the dop-
ing of the p-type semiconductor.

In Fig. 6-12c we apply a positive voltage from the metal to the semi-
conductor. This raises the potential of the metal, lowering the metal Fermi
level by qV relative to its equilibrium position. As a result, the oxide con-
duction hand is again tilted. We notice that the slope of this band, obtained
b y simply moving the metal side down relative to the semiconductor side, is
in the proper direction for the applied field, according to Eq. (4-26),

The positive voltage deposits positive charge oil the metal and calls for
a corresponding net negative charge at the surface of the semiconductor. Such
a negative charge in p-type material arises from depletion of holes from the
region near the surface, leaving behind uncompensated ionized acceptors.
This is analogous to the depletion region at a p-n junction discussed in Sec-
tion 5.2.3. In the depleted region the hole concentration decreases, moving
E1 closer to EF, and bendin g the bands down near the semiconductor surface.

If we continue to increase the positive voltage, the bands at the semi-
conductor surface bend down more strongl y. In fact, a sufficientl y large volt-

'Recall that an electrostatic potential diagram is drown for positive test charges . in cor'ast Wtlt on elec-
tron energy dogrom whch is drown for negative charges
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age can bend L be/oh EF (Fig. 6-12d). This is a particularly interesting case.
since E' E implies a large electron concentration in the conduction band.

The region near the semiconductor surface in this case has conduction
properties typical of n-type material, with an electron concentration given by
Eq. (3-25a).This n-type surface layer is formed not by doping, but instead by
inversion of the originally p-type semiconductor due to the applied voltage.
This inverted layer, separated from the underlying p-type material by a de-
pletion region, is the key to MOS transistor operation.

We should take a closer look at the inversion region, since it becomes
the conducting channel in the FET. In Fig. 6-13 we define a potential (fi at any
point x, measured relative to the equilibrium position of E. The energy q4
tells us the extent of hand bending at x, and q, represents the band bend-
ing at the surface. We notice that 4 = 0 is the flat band condition for this
ideal MOS case (i.e., the hands look like Fig. 6-12a). When & <0, the hands
bend up at the surface, and we have hole accumulation (Fig. 6-12b). Similarly,
when d > 0, we have depletion (Fig. 6-12c). Finally, when t is positive and
larger than , the bands at the surface are bent down such that E(x = 0)
lies below EF, and inversion is obtained (Fig. 6-12d).

While it is true that the surface is inverted whenever 4 is larger than
,. a practical criterion is needed to tell us whether a true n-type conducting

channel exists at the surface. The best criterion for strong inversion is that the
surface should he as strongly n-type as the substrate is p-type. That is, E
should lie as far below E at the surface as it is above Efar from the surface.
This condition occurs when

	

(inv.) = 24's = 2
kT In 
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A surface potential of dF is required to bend the bands down to the intrinsic
condition at the surface (F, = EF), and Ej must then be depressed another q4
at the surface to obtain the condition we call strong inversion.

The electron and hole concentrations are related to the potential 4(x)
defined in Fig. 6-13. Since the equilibrium electron concentration is

no =	 =	 _ q4/kT	 (6-16)me

we can easily relate the electron concentration at any x to this value:
=	 = ,qkT	 (6-17)

and similarly for holes:

p0 = nlekT = N	 (6-18a)

P =	 (6-18b)

at any x. We could combine these equations with Poisson's equation (6-19)
and the usual charge density expression (6-20) to solve for (x):

	

=	 )	 (6-19)
ax 

2

p(x) = q(N - Na- + p - n) 	 (6-20)

Let us solve this equation to determine the total integrated charge per
unit area. Q, as a function of the surface potential, d. Substituting Eqs.
(6-16), (6-17) and (6-18) for the electron and hole concentrations in Eqs.
(6-19) and (6-20), we get

	

== — [pe	 - i) -- ne	 - i)]	 (6-21)
a-A

It should be kept in mind that

is the electric field, , at a depth x. ax
Integrating Eq. (6-21.) from the bulk (where the bands are flat, the elec-

tric fields are zero and the carrier concentrations are determined solel y by
the doping). towards the surface, we get

= — f[pe k1-	- ne - 1)]d	 (6-n)

After integration, we then get

(6-23)
Po	

j
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A particularly important case is at the surface (x = 0) where the surface per-
pendicular electric field, , becomes

\/2kT
qL Ke

4 +	 - i ') +	 -	 - (6-24)
/ Po\	 kT

where we have introduced a new term, the Debye screening length,

L D = ' J	 (6-25)
V qp0

The Debye length is a very important concept in semiconductors. It gives us
an idea of the distance scale in which charge imbalances are screened or
smeared out. For example, if we think of inserting a positively charged sphere
in an n-type semiconductor we know that the mobile electrons will crowd
around the sphere. If we move away from the sphere by several Debye
lengths, the positively charged sphere and the negative electron cloud will
look like a neutral entity. Not surprisingly, L0 depends inversely on doping
because the higher the carrier concentration, the more easily screening takes
place. For n-type material we should use no in Eq. (6-25).

By using Gauss' law at the surface, we can relate the integrated space
charge per unit area to the electric displacement, keeping in mind that the
electric field or displacement deep in the substrate is zero.

=	 (6-26)

The space charge density per unit area Q in Eq. (6-26) is plotted as a
function of the surface potential & in Fig. 6-14. We see from Eq. (6-24) and
Fig. 6-14 that when the surface potential is zero (flatband conditions), the net
space charge is zero. This is because the fixed dopant charges are cancelled
by the mobile carrier charges at flatband. When the surface potential is neg-
ative, it attracts and forms an accumulation layer of the majority carrier holes
at the surface. The first term in Eq. (6-24) is the dominant one, and the ac-
cumulation space charge increases very strongly (exponentially) with nega-
tive surface potential. It is easy to see why by looking at Eq. (6-18), which
gives the surface hole concentration in a p-type semiconductor as a function
of surface potential. Since the bandbending decreases as a function of depth,
the integrated accumulation charge involves averaging over depth and in-
troduces a factor of 2 in the exponent. Mathematically, this is due to the
square root in Eq. (6-24). It must be noted that since this charge is due to the
mobile majority carriers (holes in this case), the charge piles up near the
oxide-silicon interface, since typical accumulation layer thicknesses are -20
nm. Also, because of the exponential dependence of accumulation charge
on surface potential, the bandbending is generally small or is said to be pinned
to nearly zero.

On the other hand, for a positive surface potential, we see from Eq.
(6-24) that initially the second (linear) term is the dominant one. Although

265



266	 Chapter 6

1O -

io-

lit 6

U

0U

0

10'

11)

10
--0.4 -02	 0	 0.2	 0.4	 0.6	 0.8	 1.0

4, (volt)

Figure 6-14
Variation of space-charge density in the semiconductor as a function of the surface potential 4 for
p-type silicon with N = 4 >< 10 cm 3 at room temperature. p, and n, are the hole and electron con-
centrations at the surface, 4T F is the potential difference between the Fermi level and the intrinsic level of
the bulk. (Garrett and Brattain, Phys. Rev., 99, 376 (1995).)

the exponential term. cxp (qd,Ikfl is very large, it is multiplied by the ratio
of the minority to majority carrier concentration which is very small, and is
initially negligible. Hence, the space charge for small positive surface poten-
tials increases as - \/ as shown in Fig. 6-14. As discussed in detail later in
this section. this corresponds to the depletion region charge due to the es-
posed, fixed immobile dopants (acceptors in this case). The depletion width
typically extends over several hundred nm. At some point, the band bending
is twice the Fermi potential , which is enough for the onset of strong in-
version. Now, the exponential term cxp (q(inv.)IkT) multiplied by the mi-
nority carrier concentration n0 is equal to,the majority carrier concentration
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Po. Hence, for band bending beyond this point, it becomes the dominant term.
As in the case of accumulation, the mobile inversion charge now increases
very strongly with bias, as indicated by Eq. (6-17), and shown in Fig. 6-14. The
typical inversion layer thicknesses are -5 nm, and the surface potential now
is essentially pinned at 24,•.

It may be pointed out that in accumulation, and especially in inversion,
the carriers are confined in the x-direction in narrow, essentially triangular
potential wells, causing quantum mechanical particle-in-a-box states or sub-
bands, similar to those discussed in Chapter 2. However, the carriers are free
in the other directions (parallel to the oxide-silicon interface). This leads to
a 2-dimensional electron gas (2DEG) or hole gas, with a "staircase" constant
density of states, as discussed in Appendix IV. The detailed analysis of these
effects is, unfortunately, beyond the scope of our discussion here.

The charge distribution, electric field, and electrostatic potential for
the inverted surface are sketched in Fig. 6-15. For simplicity we use the de-
pletion approximation of Chapter 5 in this figure, assuming complete deple-
tion for 0< x < W. and neutral material forx> W. In this approximation the
charge per unit area  due to uncompensated acceptors in the depletion re-
gion is -qNu W.The positive charge Q, on the metal is balanced by the neg-
ative charge Q, in the semiconductor, which is the depletion layer charge
plus the charge due to the inversion region Q:

0,,, = - 0, = qN,,W - 0,,	 (6-27)

The width of the inversion region is exaggerated in Fig. 6-15 for illus-
trative purposes. Actually, the width of this region is generally less than 100
A.mus we have neglected it in sketching the electric field and potential dis-
tribution. In the potential distribution diagram we see that an applied volt-
age V appears partially across the insulator (V1) and partially across the
depletion region of the semiconductor (4,,):

(6-28)

The voltage across the insulator is obviously related to the charge on
either side, divided by the capacitance:

-Q,d -Q,
V, 

=	 = -
	 (6-29)

where o i is permittivity of the insulator and C, is the insulator capacitance per
unit area. The charge 0, will he negative for n-channel, giving a positive V.

Using the depletion approximation, we can solve for Was a function of
(Prob. 6.8). The result is the same as would he obtained for an n'-p junc-

tion in Chapter 5, for which the depletion region extends almost entirely into
the p region:

'In this chapter we will use charge per unit area 0 and capacitance per unit area CIa avoid carrying A
throughout the discussion.
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 = -	 (6-30)[qN

This depletion region grows with increased voltage across the capaci-
tor until strong inversion is reached. After that, further increases in voltage
result in stronger inversion rather than in more depletion. Thus the maxi-
mum value of the depletion width is

W.	 [2e4,,(inv.) 11/2	 1 €,kT ln(NJn 1 ) 11/2

L	 qN	 j	
= 2[	

q 2 N,,	 .1	 (6-31)

using Eq. (6-15). We know the quantities in this expression, so W. can be
calculated.

Find the maximum width of the depletion region for an ideal MOS capaci- EXAMPLE 6-1
tor on p-type Si with N = 1016 cm3.

The relative dielectric constant of Si is 11.8 from Appendix III. We get 4 	 SOLUTION
from Eq. (6-15):

kT N	 1016

	

4 p =—ln— = 0.0259 In	 = 0.347 V
q	 n,	 1.5 x 1010

Thus

W m
e4F	

2[
1 (11.8)(8.85 x 10-- 14 )(0 . 347) JI/2

qN.- 	 -	
(1.6 x 1019)(1016)	 j

= 3.01 X 10 cm = 0.301 jkm

The charge per unit area in the depletion region Q d at strong inversion is 

0a = -qNW,,,= -2(eqN4) 1 ' 2 	 (6-32)

The applied voltage must be large enough to create this depletion charge
plus the surface potential 4,(inv.). The threshold voltage required for strong
inversion, using e9s. (6-15), (6-28), and (6-29), is

V i.- = -2-d + 2dF (idea! case)	 (6-33)

'In the p-channel (n-type ubsircte) tow, for whichb, is negative, we ,e Q, - +qNdW. - 2(,qNd.l)'2
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This assumes the negative charge at the semiconductor surface Q at inversion
is mostly due to the depletion charge °d• The threshold voltage represents
the minimum voltage required to achieve strong inversion, and is an extremely
important quantity for MOS transistors. We will see in the next section that
other terms must be added to this expression for real MOS structures.

The capacitance-voltage characteristics of this ideal MOS structure
(Fig. 6-16) vary depending on whether the semiconductor surface is in ac-
cumulation, depletion, or inversion.

Since the capacitance for MOSFE'Is is voltage dependent, we must use
the more general expression in Eq. (5-55) for the voltage-dependent semi-
conductor capacitance,

C =	 =	
(6-34)

Actually, if one looks at the electrical equivalent circuit of a MOS capacitor
or MOSFET, it is the series combination of a fixed, voltage-independent gate
oxide (insulator) capacitance, and a voltage-dependent semiconductor ca-
pacitance (defined according to Eq. (6-34)), such that the overall MOS ca-
pacitance becomes voltage dependent. The semiconductor capacitance itself
can be determined from the slope of the Q versus d plot (Fig. 6-14). It is
clear that the semiconductor capacitance in accumulation is very high be-
cause the slope is so steep; i.e., the accumulation charge changes a lot with
surface potential. Hence, the series capacitance in accumulation is basically
the insulator capacitance, C,. Since, for negative voltage, holes are accumu-
lated at the surface (Fig. 6-12b), the MOS structure appears almost like a
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Figure 6-16
Capacitance-voltage relation for an n-channel (p-substrate) MOS capacitor. The dashed curve for V> V
is observed at high measurement frequencies. The flat bond voltage V 8 will be discussed in Section
6.4.3. When the semiconductor is in depletion, the semiconductor capacitance C, is denoted as Cd.
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parallel-plate capacitor, dominated by the insulator properties C, = eId (point 1
in Fig. 6-16). As the voltage becomes less negative, the semiconductor surface is
depleted. Thus a depletion-layer capacitance C d is added in series with C,:

Cd = (6-35)

where € is the semiconductor permittivity and W is the width of the deple-
tion layer from Eq. (6-30). The total capacitance is

CC

	C 	 (6-36)i + C 

The capacitance decreases as W grows (point 3) until finally inversion
is reached at V (point 4). In the depletion region, the small signal semi-
conductor capacitance is given by the same formula (Eq. 6-34) which gives
the variation of the (depletion) space charge with surface potential. Since the
charge increases as - V, the depletion capacitance will obviously decrease
as 1/V, exactly as for the depletion capacitance of a p-n junction (See
Eq. 5-63).

After inversion is reached, the small signal capacitance depends on
whether the measurements are made at high (typically -1 MHz) or low (typ-
ically -1-100 Hz) frequency, where "high" and "low" are with respeètrhe
generation-recombination rate of the minority carriers in the inversion layer.
If the gate voltage is varied rapidly. the charge in the inversion layer cannot
change in response, and thus does not contribute to the small signal a-c ca-
pacitance. Hence, the semiconductor capacitance is at a minimum, corre-
sponding to a maximum depletion width.

On the other hand, if the gate bias is changed slowly, there is time for
minority carriers to be generated in the bulk, drift across the depletion region
to the inversion layer, or go back to the substrate and recombine. Now, the
semiconductor capacitance, using the same Eq. (6-34), is very large because
we saw in Fig. 6-14 that the inversion charge increases exponentially with

,. Hence, the low frequency MOS series capacitance in strong inversion is
basically C, once again.

What is the frequency dependence of the capacitance in accumulation
(Fig. 6-12a)? We get a very high capacitance both at low and high frequen-
cies because the majority carriers in the accumulation layer can respond
much faster than minority carriers. While minority carriers respond on the
time scale of generation-recombination times (typically hundreds of mi-
croseconds in Si), majority carriers respond on the time scale of the dielec-
tric relaxation time. T0 = p, where p is the resistivity and e is the permittivity.
TD is analogous to the RC time constant of a system, and is small for the ma-
jority carriers (-10 130. As an interesting aside, it may be pointed out that in
inversion, although the high frequency capacitance for MOS capacitors is
low, it is high (= C,) for MOSFETs because now the inversion charge can
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flow in readily and very fast (1D) from the source/drain regions rather than
having to be created by generation-recombination in bulk.

EXAMPLE 6-2 Using the conditions of Example 6-1 and a 100-A-thick Si0 2 layer, we can
calculate major points on the C-V curve of Fig. 6-16. The relative dielectric
constant of Si02 is 3.9.

C .
 = = (3.9)(8.85 x 101)

= 3.45 x 107F/cm2
d	 10-6

Qd = -qNW,,, = -(1.6 x 10 19X1016X0.301 x iO)

= -4.82 X 108C/cm2

Qd 4.82 X 108
VT =	 + 24)p = 34.5 X 10-8 + 2(0.347) = 0.834 V

At maximum depletion

E,	 (11.8X8.85 X 10-14)
= 3.47 x 10-8 F/cm2Cd=W-= 0.301 >< io-

C 1Ca	 34.5 X	 10-,= 3.15 x 10_8 F/cm2Cmin	
, +	 = 34.5 +3.47

6.4.3 Effects of Real Surfaces

When MOS devices are made using typical materials (e.g., n' polysilicon-
Si02-Si), departures from the ideal case described in the previous section
can strongly affect VT and other properties. First, there is a work function
difference between the doped polysilicon gate and substrate, which depends
on the substrate doping. Here, the heavily doped polysiicon acts as a metal
electrode. Second, there are inevitably charges at the Si-Si0 2 interface and
within the oxide which must be taken into account.

Work Fwwtimi Dffereiuz We expect to vary depending on the doping
of the semiconductor. Figure 6-17 illustrates the work function potential dif-
ference L = 0,,, - 4, for n polysilicon on Si as the doping is varied. We note
that 1 is always negative for this case, and is most negative for heavily
doped p-type Si (i.e., for EF close to the valence band).
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If we try to construct an equilibrium diagram with ci),,,, negative (Fig  6-18a),
we find that in aligning EF we must include a tilt in the oxide conduction band
(implying an electric field). Thus the metal is positively charged and the semi-
conductor surface is negatively charged at equilibrium, to accommodate the
work function difference. As a result, the bands bend down near the semicon-
ductor surface. In fact, if D,,, is sufficiently negative, an inversion region can exist
with no external voltage applied. To obtain the finz band condition pictured in Fig.
6-18b, we must apply a negative voltage to the metal (VFB=



(b)	 a.V V 8 = -
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Figure 6-19
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Q. Oxide trapped charge
Q1 Oxide fixed charge
Q a Interface trap charge

(a)

Interface Charge. In addition to the work function difference, the equi-
librium MOS structure is affected by charges in the insulator and at the
semiconductor—oxide interface (Fig. 6-19). For example, alkali metal ions
(prthculariy Na) can be incorporated inadvertently in the oxide during
growth or subsequent processing steps. Since sodium is a common contam-
inant, it is necessary to use extremely clean chemicals, water, gases, and pro-
cessing environment to minimize its effect on dielectric layers. Sodium ions
introduce positive charges (0,,,) in the oxide, which in turn induce negative
charges in the semiconductor. The effect of such positive ionic charges in
the oxide depends upon the number of ions involved and their distance from
the semiconductor surface (Prob. 613).The negative charge induced in the
semiconductor is greater if the Na ions are near the interface than if they
are farther away. The effect of this ionic charge on threshold voltage is com-
plicated by the fact that Na ions are relatively mobile in SiO 2 , particularly
at elevated temperatures, and can thus drift in an applied electric field. Ob-
viously, a device with V.,.- dependent on its past history of voltage bias is un-
acceptable. Fortunately, Na contamination of the oxide can be reduced to
tolerable levels by proper care in processing.The oxide also contains trapped
charges (Q,) due to imperfections in the Si02.

In addition to oxide charges, a set of positive charges arises from in-

terface states at the Si—Si02 interface. These charges, which we will call 0a. re-
suit from the sudden termination of the semiconductor crystal lattice at the
oxide interface. Near the interface is a transition layer (SiO) containing fixed
charges (0,.). As oxidation takes place in forming the Si0 2 layer, Si is re-
moved from the surface and reacts with the oxygen. When the oxidation is

SIO,
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stopped, some ionic Si is left near the interface. These ions, along with un-
completed Si bonds at the surface, result in a sheet of positive charge Q1 near
the interface. This charge depends on oxidation rate and subsequent heat
treatment, and also on crystal orientation. For carefully treated Si-S'0 2 in-
terfaces, typical charge densities due to G i, and O are about 1010 charges/cm'
for samples with (100) surfaces. The interface charge density is about a fac-
tor of ten higher on 1111 surfaces. That is why MOS devices are generally
made on (100) Si.

For simplicity we will include the various oxide and interface charges
in an effective positive charge at the interface Q (C/cm2 ). The effect of this
charge is to induce an equivalent negative charge in the semiconductor. Thus
an additional component must be added to the flat band voltage:

VFB =	 —!	 (6-37)
Ci

Since the difference in work function and the positive interface charge both
tend to bend the bands down at the semiconductor surface, a negative volt-
age he nolied to the metal relative to the semiconductor to achieve the
flat band condition of Fig. 6-19b.

6.4.4 Threshold Voltage

The voltage required to achieve flat band should be added to the threshold
voltage equation (6-33) obtained for the ideal MOS structure (for which we
assumed a zero flat band voltage)

VT = c ,,,,_ 2---_+24.F 	 (6-38)

Thus the voltage required to create strong inversion must be large enough
to first achieve the flat band condition (4) — and Q 1/C, terms), then accom-
modate the charge in the depletion region (Qd/C,), and finally to induce the
inverted region ( 24'F) . This equation accounts for the dominant threshold
voltage effects in typical MOS devices. It can be used for both n-type and
1)-type substrates8 if appropriate signs are included for each term (Fig. 6-20).
Typically 4 is negative, although its value varies as in Fig. 6-17. The inter-
face charge is poitive, so the contribution of the - Q 1/C, term is negative for
either substrate type. On the other hand, the charge in the depletion region
is negative for ionized acceptors (p-type substrate, n-channel device) and is
positive for ionized donors (n-type substrate, p channel). Also, the term

'It is important to remember that n-channel devices are made on p-type substrates, and p-channel devices
have n-type substrates.
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Figure 6-20
influence of mate-
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SiO-Si devices.
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which is defined as (E1 - E,)/q in the neutral substrate, can be positive or neg-
ative, depending on the conductivity type of the substrate. Considering the
signs in Fig. 6-20, we see that all four terms give negative contributions in
the p-channel case. Thus we expect negative threshold voltages for typical
p-channel devices. On the other hand, n-channel devices may have either
positive or negative threshold voltages, depending on the relative values of
terms in Eq. (6-38).

All terms in Eq. (6-38) except QjC j depend on the doping in the sub-
strate. The terms ( and +F have relatively small variations as EF is moved
up or down by the doping. Large changes can occur in Qd' which varies with
the square root of the doping impurity concentration as in Eq. (6-32). We il-
lustrate the variation of threshold voltage with substrate doping in Fig.
6-20. As expected from Eq. (6-38), V- is always negative for the p-channel
case. In the n-channel case, the negative flat band voltage terms can dominate
for lightly doped p-type substrates, resulting in a negative threshold voltage.
However, for more heavily doped substrates, the increasing contribution of
Na to the 0a term dominates, and VT becomes positive.
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We should pause here and consider what positive or negative V- means
for the two cases. In a p-channel device we expect to apply a negative, volt-
age from metal to semiconductor in order to induce the positive charges in
the channel. In this case a negative threshold voltage means that the nega-
tive voltage we apply must be larger than VT in order to achieve strong in-
version. In the n-channel case we expect to apply a positive voltage to the
metal to induce the channel. Thus a positive value for V- means the applied
voltage must be larger than this threshold value to obtain strong inversion and
a conducting n channel. On the other hand, a negative V- in this case means
that a channel exists at V = 0 due to the F,,,. and Q effects (Figs. 6-18 and 6-19),
and we must apply a negative voltage VT to turn the device off. Since light-
ly doped substrates are desirable to maintain a high breakdown voltage for
the drain junction, Fig. 6-20 suggests that VT will be negative for n-channel
devices made by standard processing. This tendency for the formation of de-
pletion mode (normally on) n-channel transistors is a problem which must
be dealt with by special fabrication methods to be described in Section 6.5.5.

We can calculate V- for the MOS structure described in Examples 6-1 and EXAMPLE 6-3
6-2, including the effects of flat band voltage. If n polysilicon is used for the
gate, Fig. 6-17 indicates 4)_ = -0.95 V for N = 10"cm 3. Assumingi- .in-
terface charge of 5 x 1010 q(CIcm2 ), we obtain

V =	 + 24F --(Q1 + ad)

= -0.95 + 0.694 - (5 x 
1010 x 1.6x 1019) - 4.82 x 10

34.5 x l0 -
= -0.14 V

This value corresponds to the N = 1016 cm point in Fig. 6-20 for the
n-channel case.

6.4.5 MOS Capocionce-Vohoge Analysis

Let us see how the various parameters of a MOS device such as insulator thick-
ness, substrate doping, and V- can be determined from the C-V characteristics
(Fig. 6-21). First, the shape of the C-V curve depends upon the type of substrate
doping. If the high frequency capacitance is large for negative gate biases and
small for positive biases, it is a p-type substrate, and vice versa. From the low
frequency C-V curve for p-type material, as the gate bias is made more posi-
tive (or less negative), the capacitance goes down slowly in depletion and then
rises rapidly in inversion, As a result, the low frequency C-V is not quite sym-
metric in shape. For n-type substrates, the C-V curves would be the mirror
image of Fig. 6-21.
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Figure 6-21
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The capacitance C, = c/din accumulation or strong inversion (at low fre-
quencies) gives us the insulator thickness, d.The minimum MOS capacitance,
C. is the series combination of C, and the minimum depletion capacitance.
C d fl = e,IW,, corresponding to the maximum depletion width. We can in
principle use the measurement of to determine the substrate doping.
However, from Eq. (6-31) we see that the dependence of W. on N is com-
plicated, and we gel a transcendental equation which can only be solved nu-
merically. Actually, an approximate, iterative solution exists which gives us N
in terms of the minimum depletion capacitance.

= 10	 $8-- 653	 (6- 39 )

where Cdm11 is in F/cm2.
Once the substrate doping is obtained, we can determine the flatband

capacitance from it. It can he shown that the semiconductor capacitance at
flatband C f8 (point 2 in Fig. 6-16) is determined from the Dehye length
capacitance

Cdb, =

	

	 ( 6-40)
LD

where the Debye length is dependent on doping as described in Eq. (6-25).
The overall MOS flathand capacitance, C, is the series combination of
Cdhye and C. We can thus determine VFB corresponding to the CFB. Once
C,V 8 and substrate doping are obtained, all terms in the V- expression
(Eq. 6-38) are known. Interestingly, the threshold voltage VT does not cor-
respond to exactly the minimum of the C-V characteristics. Cmjn, but a
slightly higher capacitance marked as point 4 in Fig. 6-16. In fact, it cor-
responds to the series combination of C, and rather than the series
combination of C j and Cdm. The reason for this is that when we change
the gate bias around strong inversion, the change of charge in the semi-
conductor is the sum of the change in depletion charge and the mobile
inversion charge, where the two are equal in magnitude at the onset of
strong inversion.

We can also determine MOS parameters such as the fast interface stale
density. D,,, and mobile ion charges, Q,,, from C--V measurements (Figs. 6-21
and 6-22). The term fast interface State refers to the fact that these defects can
change their chaçge state relatively fast in response to changes of the gate
bias. As the surface potential in a MOS device is varied, the fast interface
states or traps in the bandgap can move above or below the Fermi level in
response to the bias, because their positions relative to the band-edges are
fixed (Fig. 6-21h). Keeping in mind the property of the Fermi-Dime distri-
bution that energy levels below the Fermi level have a high probability of oc-
cupancy by electrons, while levels above the Fermi level tend to be empty. we
see that a fast interface sate moving above the Fermi level would tend to give
up its trapped electron to the semiconductor (or equivalentl y capture a hole).
Conversely, the same fast interface state below the Fermi level captures an
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electron (or gives up a hole). It obviously makes sense to talk in terms of
electrons or holes, depending on which is the majority carrier in the semi-
conductor. Since charge storage results in capacitance, the fast interface states
give rise to a capacitance which is in parallel with the depletion capacitance
in the channel (and hence is additive), and this combination is in series with
the insulator capcitance C 1. The fast interface states can keep pace with low
frequency variations of the gate bias (-1-1000 Hz), but not at extremely high
frequencies (-1 MHz). So the fast interface states contribute to the low fre-
quency capacitance CLF, but not the high frequency capacitance CHF. Clear-
ly, from the difference between the two, we ought to be able to compute the
fast interface state density. Although we will not do the detailed derivation
here, it can be shown that

-	

C,C. - CCHF 
')cm_ 2eV_ 1 	(6-41)

- Ci -	 C1 - CHF,

While the fast interface states can respond quickly to voltage changes,
the fixed oxide charges Qf1 as the name implies, do not change their charge
state regardless of the gate bias or surface potential. As mentioned above, the
effect of these charges on the flatband and threshold voltage depends not
only on the number of charges but also their location relative to the oxide-
silicon interface (Fig. 6-22). Hence, we must take a weighted sum of these
charges, counting charges closer to the oxide-silicon interface more heavily
than those that are farther away. This position dependence is the basis of
what is called the bias-temperature stress test for measuring the mobile ion
content, Q,,,. We heat up the MOS device to -200-300°C (to make the ions
more mobile) and apply a positive gate bias to generate a field of -I MV/cm
within the oxide. After cooling the capacitor to room temperature, the C-V
characteristics are measured. We have seen how VFR can be determined from
the C-V curve, using Eq. (6-40) and C. VFB is also given by Eq. (6-37). The
positive bias repels positive mobile ions such as Na to the oxide-silicon in-
terface so that they contribute fully to a flatband voltage we can call V.
Next, the capacitor is heated up again, a negative bias is applied so that the
ions drift to the gate electrode, and another C-V measurement is made. Now,
the mobile ions are too far away to affect the semiconductor bandbending,
but induce an equal and opposite charge on the gate electrode. From the re-
sulting C-V, the new flatband, V 8, is determined. From the difference of
the two flatband voltages, we can determine the mobile ion content using

Q. = C(V 8 - VB)	 (6-42)

6.4.6 rime-dependent Capacitance Measurements

During C-V measurements, if the gate bias is varied rapidly from accumu-
lation to inversion, the depletion width can momentarily become greater
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Mobile ion determination: (a) Movement of mobile Ions due to positive and negative bias-temperatu
stress; (b) C-V charocteristics under positive (dashed line) and negative (solid line) bias-temperature

than the theoretical maximum for gate biases beyond VT. This phenomenonis known as deep depletion, and causes the MOS capacitance to drop below
the theoretical minimum, C, for a transient period. After a time period
characteristic of the minority carrier lifetime, which determines the rate of
generation of the minority carriers in the MOS device, the depletion width
collapses back to the theoretical maximum (and the capacitance recovers to
C). This capacitance transient, C-t, forms the basis of a powerful technique
to measure the lifetime, known as the Zerbst technique. It was shown by
Zerbst that by plotting the C-i data as in Fig. 6-23, the slope is inversely pro-
portional to the lifetime (T).
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Figure 6-23
Zerbat pob: (a) timedepender* MOS copocitance (C) due to the application of a step votoge VA

Iwfh pis the capocdor in accumulation) to V (which puts the capacitor in inversion); (b) extraction of
minority carrier lifetimes from MOS capacitance-time data.
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6.4.7 Current—voltage Characteristics of MOS Gate Oxides

An ideal gate insulator does not conduct any current, but for real insula-
tors there can be some leakage current which varies with the voltage or
electric field across the gate oxide. B y looking at the band diagram of the
MOS system perpendicular to the oxide-silicon interface (Fig. 6-24), we
see that for electrons in the conduction band, there is a barrier, A E, (= 3.1eV). Although electrons with energy less than this barrier cannot go
through the oxide classically, it was discussed in Chapter 2 that quantum
mechanically electrons can tunnel through a barrier, especially if the bar-
rier thickness is sufficiently small. The detailed calculation of the Fowler-Nordheim tunneling curent for electrons going from the Si conduction
band to the conduction band of SiO 2 , and then having the electrons "hop"
along in the oxide to the gate electrode involves solving the Schrodinger
equation for the electron wave function. The Fowler-Nordhejm tunneling cur-
rent 'FN can be expressed as a function of the electric field in the gate
oxide:

'Ph CX 
Z2 , exr\j_)	 (6-43)

where B is a constant depending on m and the barrier height.
As gate oxides are made thinner in successive generations of MOSFETs,

the tunneling barrier in the gate oxide becomes so thin that the electrons
in the conduction band of Si can tunnel through the gate oxide and emerge
in the gate, without having to go via the conduction band of the gate oxide.
This is known as direct tunneling rather than Fowler-Nordhejm tunneling.
The overall physics is similar, but some of the details are different. For
instance, Fowler-Nordhejm tunneling involves a triangular barrier, while
direct tunneling is through a trapezoidal barrier (Fig. 6-24a). Such tun-
neling currents are becoming a major problem in modern devices because
the useful feature of high input impedance for MOS devices is degraded.

Prolonged charge transport through gate oxides can ultimately cause
catastrophic electrical breakdown of the oxides. This is known as Time-
Dependent Dielectric Breakdown (TDDB). One of the popular models that
explains this degradation involves electrons tunneling into the conduction
band of the gate oxide from the negative electrode (cathode), then gaining
energy from the electric field, thus becoming "hot" electrons in the gate oxide.
If they gain sufficient energy, they can cause impact ionization within the
oxide and create electron-hole pairs. The electrons are accelerated toward
the (positive) Si substrate, while the holes travel toward the gate. However,
electron and hole mobilities are extremely small in Si0 2 . Hole mobilities are
particularly low (-0.01 cm 2IVs). Hence, there is a great propensity for these
impact-generated holes to be trapped at defect sites within the oxide, near the
cathode. The resulting band diagram (Fig. 6-25) is altered by this sheet of
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Figure 6-24
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trapped positive charge, which causes the internal electric field between this
point and the gate to increase. A similar distortion of the electric field near
the Si anode is created by the trapped impact-generated electrons. Howev-
er, the steepest slope in Fig. 6-25, and therefore the highest field, is near the
gate. As a result, the barrier for electron tunneling from the gate into the
oxide is reduced. More electrons can tunnel into the oxide, and cause more
impact ionization. We get a positive feedback effect that can lead to a run-
away TDDB process.

Figure 6-25
lime-dependent dielectric breakdown of oxides: Band diagram of aMOS device
showing the band edges in the polysilicori gate, oxide and Si substrate. Trapped
holes and electrons in the oxide distort the bond edges, and. increase the electric
field in the oxide near the gate. The tunneling barrier width is seen to be less than
if there were no charge trapping (dashed line).
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6.5 The MOS transistor is also called a surface field-effect transistor, since it dc-
THE MOS FIELD- pends on control of current through a thin channel at the surface of the semi-

EFFECT conductor (Fig. 6-10). When an inversion region is formed under the gate,
TRANSISTOR current can flow from drain to source (for an n-channel device). In this sec-

tion we analyze the conductance of this channel and find the 
I - VD char-

acteristics as a function of gate voltage V0 . As in the JFET case, we will find
these characteristics below saturation and then assume 'D remains essen-
tially constant above saturation.

6.5.1 Output Characteristics

The applied gate voltage V( is accounted for by Eq. (6-28) plus the voltage
required to achieve flat hand;

VG = V EB - a +

The induced charge Q in the semiconductor is composed of mobile charge
0,, and fixed charge in the depiction region 0d' Substituting Q,, ± °d for 0,
we can solve for the mobile charge:

Q l^ = _C ' V G - ( v EB +	

-	

(6-4)

At threshold the term in brackets can he written VG - VT from Eq. (6-38).
With a voltage VD applied, there is a voltage rise 1', front source to

each point x in the channel:lhus the potential 4(x) is that required to achieve
strong inversion (2d. F) plus the voltage V,;

16-46

If we neglect the variation of Q,C) with bias V. Eq. (6-46) can he sim-
plified to

Q"(-V) =	 —	 T - 
V)	 (-47)

This equation describes the mobile charge in the channel at point x (Fig. 6-26).
The conductance of the differential element dx is ,Q,.(i)Z/dx. where Z is the
width of the channel and ,, is a surftice electron mobility (indicating the mobil-
ity in a thin region near the surface is not the same as in the hulk material). At
point x we have

Q,(x) dV,	 ( ,--I
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Figure 6-26
Schematic view of
the n-channel re-
gion of a MOS
transistor under
bias below pinch-
off, and the varia-
tion of voltage V
along the conduct-
ing channel.

L

Integrating from source to drain,
L	 cVI IDdx = ZC i J (Vt; V - V)dV

Jo	 0

_2__

[(

 
- V)V - V}

L

where

p,,zci -

L —kN

(6-49)

determines the conductance and transconductance of the n-channel MOSFET
(see Eqs (6-51) and (6-54)).

In this analysis the depletion charge Qd in the threshold voltage V- is
simply the value with no drain current. This is an approximation, since Qd(x)

varies considerably when VD is applied, to reflect the variation in V (see Fig.
6-26b). However, Eq. (6-49) is a fairly accurate description of drain current
for low values of VD, and is often used in approximate design calculations be-
cause of its simplicity. A more accurate and general expression is obtained by
including the variation of Qa(x). Performing the integration of Eq. (6-48)
using Eq (6-46) for Q(x), one obtains
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ID - ;i,,zci

L

2x{(VG - VF - 2F —	 -	 [(Vs + 2 f )3 - (2F)3]} ((5O)

The drain characteristics that result from these questions are shown in Fig.
6-10c. If the gate voltage is above threshold (VG > VT), the drain current is de-
scribed by Eq. (6-50) or approximately by Eq. (6-49) for low V0. Initially the
channel appears as an essentially linear resistor, dependent on VG. The conduc-
tance of the channel in this linear region can be obtained from Eq. (6-49) with
V0 < ( VG - VT):

(!j) Z
g = --- yC1( VG - VT)	 ( 6-51)

aVD

where VG> VT for a channel to exist.
As the drain voltage is increased, the voltage across the oxide decreases

near the drain, and Q becomes smaller there. As a result the channel be-
comes pinched off at the drain end, and the current saturates. The saturation
condition is approximately given by

	

V 1>(sat.)	 V(; - V T	 (6_52)

The drain current at saturation remains essentially constant for larger values
of drain voltage. Substituting Eq. (6-52) into Eq. (6-49), we obtain

1 0(sat.) -
L	 2L

	

VG	 V)7 =	 jI,CV(sat.)	 (6-3)

for the approximate value of drain current at saturation.
The transconductance in the saturation range can be obtained ap-

proximately by differentiating Eq. (6-53) with respect to the gate voltage:

010(sat)
C(V G - T)	 54)g(sat.) =

3VG	 L

The derivations presented here arc based on the n-channel device. For
the p-channel enhancement transistor the voltages V0, V,, and V- are neg-
ative. and current flows from source to drain (Fig. 6-27).

6.5.2 Transfer Characteristics

The output characteristics plot the drain current as a function of the drain
bias, with gate bias as a parameter (Fig. 6-27). On the other hand, the trans-
fer characteristics plot the output drain current as a function of the input
gate bias, for fixed drain bias (Fig. 6-28a). Clearly, in the linear region, I
versus VG should be a straight line from Eq. (6-49). The intercept of this line
on the VG axis is the linear region threshold voltage, V (un.) and the slope
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Figure 6-27
Drain current-
voltage character-
istics for enhance-
ment transistors:
(a) for n-channel
V, V0, VT, and I
are positive; (b)
for p-channel all
these quantities
are negative.

(divided by the applied VD) gives us the linear value of k N , kN(lin.), of the

n-channel MOSFET. If we look at actual data, however, we see that while the
characteristics are approximately linear at low gate bias, at high gate biases
the drain current increases sub-linearly. The transconductance, g,,, (un.), in the
linear region can be obtained by differentiating the right hand side of Eq. (6-49)
with respect to gate bia&The g, (un.) is plotted as a function of VG mFig. 6--28b.

It may be noted that the transconductance is zero below VT because there is lit-

tle drain current. It goes through a maximum at the point of inflection of the

In-VG curve, and then decreases. This decrease is due to two factors that will be
discussed in Sections 6.5.3 and 6.5.8: degradation of the effective channel mo-
bility as a function of increasing transverse electric field across the gate oxide,
and source/drain series resistance.

For the transfer characteristics in the saturation region, since Eq. (6-53)

shows a quadratic dependence of ID on V, we get a linear behavior by plot-
ting not the drain current, but rather the square root of I,,, as a function of

V (Fig. 6-29). In this case the intercept gives us the threshold voltage in the

saturation region, V7(sat.). We shall see in Section 6.5.10 that due to effects

such as drain induced barrier lowing (DIBL),for short channel length MOS-

FETs the V7(sat.) can be lower than Vlin.), while the long channel values
are similar. Similarly, the slope of the transfer characteristics can be used to

determine the value of kN in the saturation region, k N(sat.) for the n-channel

MOSFET, which can be different from k0in.)for short channel devices.
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65.3 Mobility Models

The mobility of carriers in the channel of a MOSFET is lower than in bulk
semiconductors because there are additional scattering mechanisms. Since
carriers in the channel are very close to the semiconductor-oxide interface,
they are scattered by surface roughness and by coulornbic interaction with
fixed charges in the gate oxide. When the carriers travel in the inversion layer
from the source to the drain, they encounter microscopic roughness on an
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Figure 6-29
Saturation region
transfer character-
istc: plot of
square root of the
drain current ver-
sus gate voltage
for MOSFETs.

VT	 VG

atomistic scale at the oxide-silicon interface and undergo scattering because, as
discussed in Section 3.4.1, any deviation from a perfectly periodic crystal po-
tential results in scattering. This mobility degradation increases with the gate
bias because a higher gate bias draws the carriers closer to the oxide-silicon in-
terface, where they are more influenced by the interfacial roughness.

It is very interesting to note that if we plot the effective carrier mobil-
ity in the MOSFET as a function of the average transverse electric field in
the middle of the inversion layer, we get what is known as a "universal" mo-
bility degradation curve for any MOSFET, which is independent of the tech-
nology or device structural parameters such as oxide thickness and channel
doping (Fig. 6-30). We can apply Gauss's law to the region marked by the col-
ored box in Fig. 6-31, which encloses all the depletion charge and half of the
inversion charge in the channel. We see that the average transverse field in
the middle of the inversion region is given by

	

= ; ( Qd 
+ o)
	 (6-55a)

While this model works quite well for electrons, for reasons that are not clear-

ly understood at present, it has to be modified slightly for holes in the sense
that the average transverse field must now be defined as

	

ff = -- (a + - a)	 (6-55b)
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Figure 6-30
Inversion layer

electron mobility
versus effective

transverse field, at
various tempera-

tures. The trian-
gles, circles and
squares refer to

different MOSFETs
with different gate
oxide thicknesses
and channel dop.

ings. (After Sabnis
and Clemens,

IEEE IEDM,
1979).
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Figure 6-31
Determination of effective transverse field. Idealized charge distribution and transverse electric field in
the inversion layer and depletion layer, as a function of depth in the channel of a MOSFET. The region
to which we apply Gauss's low is shown in color.

This degradation of mobility with gate bias is often compactly described
by writing the drain current expression as

zc,

= L11 + O(VG - V)}L V
G - VT)VD - V]	 (6-56)

where 9 is called the mobility degradation parameter. Because of the additional
(VG - VT) term in the denominator, the drain current increases sub-linearly with
gate bias for high gate voltages.

In addition to this dependence of the channel mobility on gate bias or
transverse electric field, there is also a strong çlependence on drain bias or the
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longitudinal electric field. As shown in Fig. 3-24, the carrier drift velocity in-
creases linearly with electric field (ohmic behavior) until the field reaches

	

in other words, the mobility is constant up to	 After this, the velocity sat-
urates at v,, and it can no longer be described in terms of mobility. These ef-
fects can be described as:

	

V = l.Lf for W <	 ,	 (6-57)

	and  = vfor W >	 (6-58)

The maximum longitudinal electric field near the drain end of the channel is ap-
proximately given by the voltage drop along the pinch-off region. (VD—VD(sat.)),

divided by the length of the pinch-off region. AL.

=	 - V(sat.)'	 (6_59)
max \	 L	 I

From a two-dimensional solution of the Poisson equation near the drain end,
one can show that the pinch-off region AL shown in Fig. 6-11 c is approxi-
mately equal to \1(3dx 1). where d is the gate oxide thickness and xj is the
source/drain junction depth. The factor of 3 is due to the ratio of the dielec-
tric constant for Si to that of Si02.

6.5.4 Short Channel MOSFE1 IN Characteristics

In short channel devices, the analysis has to be somewhat modified. As men-
tioned in the previous section, the effective channel mobility decreases with
increasing transverse electric field perpendicular to the gate oxide (i.e., the
gate bias). Furthermore, for very high longitudinal electric fields in the pinch-
off region, the carrier velocity saturates (Fig. 3-24). For short channel lengths,
the carriers travel at the saturation velocity over most of the channel. In that
case, the drain current is given by the width times the channel charge per
unit area times the saturation velocity.

	

ZC(V - V)v,	 (6-60)

As a result, the saturation drain current does not increase quadratically with

( VG - V7-) as shown in Eq. (6-53), but rather shows a linear dependence
(note the equal spacing of curves in Fig. 6-32). Due to the advances in Si de-
vice processing, particularly photolithography, MOSFETs used in modern
integrated circuits tend to have short channels, and are commonly described
by Eq. (6-60) rather than Eq. (6-53).

6.5.5 Control of Threshold Voltage

Since the threshold voltage determines the requirements for turning the MOS
transistor on or off, it is very important to be able to adjust V,- in designing the

device. For example. if the transistor is to be used in a circuit driven by a 3-V
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Figure 6-32
Experimental out-

put characteristics
of n-channel and

p-channel
MOSFETs with

0.1 p.m channel
lengths. The

curves exhibit al-
most equal spac-
ing, indicating a

linear depen-
dence of It, on VG,
rather than a qua-

dratic depen-
dence. We also
see that ID is not
constant but in-

creases somewhat
with Vc, in the 5at-

uration region.
The p-channel de-
vices have lower
currents because

hole mobilities are
lower than elec-
tron mobilities

battery, it is clear that a 4-V threshold voltage is unacceptable. Some applica-
tions require not only a low value of V1.., but also a precisely controlled value
to match other devices in the Circuit.

All of the terms in Eq. (6-38) can he controlled to some extent. The
work function potential difference 1,,, is determined by choice of the gate
conductor material; F depends on the substrate doping; 0, can be reduced
by proper oxidation methods and by using Si grown in the (100) orientation;
Qd can be adjusted by doping of the substrate; and C, depends on the thick-
ness and dielectric constant of the insulator. We shall discuss here several
methods of controlling these quantities in device fabrication.

Choice of Gate Electrode. Since V7 depends on 4, the choice of the gate
electrode material (i.e., the gate electrode work function) has an impact on the
threshold voltage. When MOSFETs were first made in the 1960's, they used
Al gates. However, since Al has a low melting point, it precluded the use of a
self-aligned source/drain technology because that required a high temperature
source/drain implant anneal after the gate formation. Hence. Al was sup-
planted by n doped LPCVD polysilicon refractory (high inciting point) gates,
where the Fermi level lines up with the conduction band edge in Si. While
this works quite well for n-channel MOSFETs,we shall see in Section 9.3.1 that
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it can create problems for p-channel MOSFETs. Therefore, sometimes, a .
doped polysilicon gate is used for p-channel devices. Refractory metal gates
with suitable work functions are also being researched as possible replace-
ments for doped polysilicon. One attractive candidate is tungsten,whose work
function is such that the Fermi level happens to lie near the mid-gap of Si.

Control of C. Since a low value of VT and a high drive current is usually
desired, a thin oxide layer is used in the gate region to increase C 1 = €1/d in
Eq. (6-38). From Fig. 6-20 we see that increasing C, makes V,. less negative
for p-channel devices and less positive for n-channel with > Q,. For
practical considerations, the gate oxide thickness is generally 20 - 100 A
(2 - 10 nm) in modern devices having submicron gate length. An example
of such a device is shown in Figure 6-33. The gate oxide, easily observable in

Figure 6-33
Cross section of a MOSFET. This high resolution transmission electron micrograph of a silicon
Metal-Oxide Semiconductor Field Effect Transistor shows the silicon channel and metal gate separated
by a thin (40A, 4nm) silicon-dioxide insulator. The inset shows a magnified view of the three regions, in
which individual rows of atoms in the crystalline silicon can be distinguished. (Photograph courtesy of
AT&T Bell Laboratories.)
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this micrograph, is 40A thick.The interfacial layer between the crystalline sil-
icon and the amorphous Si0 2 is also observable.

Although a low threshold voltage is desirable in the gate region of a
transistor, a large value of V is needed between devices. For example, if a
number of transistors are interconnected on a single Si chip, we do not want
inversion layers to be formed inadvertently between devices (generally called
the field). One way to avoid such parasitic channels is to increase VT in the
field by using a very thick oxide. Figure 6-34 illustrates a transistor with a gate
oxide 10 nm thick and a field oxide of 0.5 p.m.

EXAMPLE 6-4

	

	 Consider an n polysihcon-Si0 2-Si p-channel device with N = 10 cjn 3 and
= 5 x I 0'°q C/cm 2 . Calculate VT for a gate oxide thickness of 0.01 p.m and

repeat for a field oxide thickness of 0.5 p.m.

SOLUTION

	

	 Values of F' Q, and Qd can be obtained from Examples 6-2 and 6-3 if
we use appropriate signs as in Fig. 6-20a. The value of C, for the thin oxide
case is the same as in Example 6-2. From Fig. 6-17. 	 = -0.25 V.

8 x 10 + 4.82 >< 10 = -u v
V . = -0.25 - 0.694 - 

34.5 >< 10-8

PoIysihcon or
metal interconnect

n-channel MIsFFr	 Parasitic field 	 Adjacent
transislor	 \40SfET

I	 (isolatjon

Figure 6-34
Thin oxide in the gate region and thick oxide in the field between transistors for VT control (not to scale).
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This value corresponds to that expected from Fig. 6-20b. In the field re-
gion where d = 0.5 p.m,

5.62 x iO
VT = -0.944 -

	

	 = -9.1 V
6.9 x 10-1

The value of C . can also be controlled by varying €. A Si0 2 layer which
has some N incorporated in it, leading to the formation of a silicon oxynitride,
is often used. Such silicon oxynitrides have slightly higher e i and Ci than Si02,
with excellent interface properties, Other high dielectric constant materials
such as Ta205, Zr02 and ferroelectrics (e.g., barium-strontium-titanate) are
also being investigated as replacements for Si0 2 as the gate dielectric in
MOSFETs in order to increase C, = e/d and, therefore, the drive current of
the MOSFET. Generally speaking, we cannot use these high dielectric con-
stant materials directly on the Si substrate; a very thin (-.0.5 mm) interfacial
SiO2 layer is needed to achieve a low fast interface state density. It is clear
from the expression for C . that for these high dielectric constant materials, a
physically thicker layer, d, can be used than for SiO2 and still achieve a cer-
tain C. This is very useful for reducing the tunneling leakage current through
the gate dielectric, discussed in Section 6.4.7. A physically thicker layer im-
plies a wider tunneling barrier with a reduced tunneling probability.

Threshold Adjustment by Ion Implantation. The most valuable tool for
controlling threshold voltage is ion implantation (Section 5.1.4). Since very
precise quantities of impurity can be introduced by this method, it is possi-
ble to maintain close control of V.. For example, Fig. 6-35 illustrates a boron
implantation through the gate oxide of a p-channel device such that the im-
planted peak occurs just below the Si surface. The negatively charged boron
acceptors serve to reduce the effects of the positive depletion charge Od. As
a result, V . becomes less negative. Similarly, a shallow boron implant into
the p-type substrate of an n-channel transistor can make V . positive, as re-
quired for an enhancement device.

If the implantation is performed at higher energy, or into the bare Si
instead of through an oxide layer, the impurity distribution lies deeper below
the surface. In such cases the essentially gaussian impurity concentration
profile cannot be approximated by a spike at the Si surface. Therefore, ef-
fects of distributed charge on the Qd term of Eq. (6-38) must be considered.
Calculations of the effects on VT in this case are more complicated, and the
shift of threshold voltage with implantation dose is often obtained empiri-
cally instead.

The implantation energy required for shallow VT adjustment implants
is low (50.-100 keV), and relatively low doses are needed. A typical VT ad-
justment requires only about 10  of implantation for each wafer, and there-
fore this procedure is compatible with large-scale production requirements.

297
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Boron implant through gate oxide
(before polysiticon gate formation)

GS
	 I D

Figure 6-35
Adjustment of VT in a p-channel transistor by boron implantation: (a) boron ions are implanted through
the thin gate oxide but are absorbed within the thick oxide regions; (b) variation of implanted boron
concentration in the gate region—here the peak of the boron distribution lies just below the Si surface.
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or the p-channel transistor of Example 6-4, calculate the boron ion dc 	 B EXAMPLE 6-5
(B ions/cm 2) required to reduce V T from - 1.1 V to - 0.5 V. Assume that the
implanted acceptors form a sheet of negative charge just below the Si surface.

-0.5 = —1.1 + 
qFB	

SOLUTION

FB 
=	

109(06) = 1.3 x 10 1 cm 2

For a beam current of 10 pA scanned over a 650-cm target area,

650 cm
	 = 1.3 x 1012 (ions/cm-) x 1.6 x 10 - "(/in)

The implant time is i = 13.5 s.

if the implantation is continued to higher doses, V7 can be moved past
zero to the depletion-mode condition (Fig. 6-36). This capability provides Con-
siderable flexibility to the integrated-circuit designer, by allowing enhancement-
and depletion-mode devices to be incorporated on the same chip. For example,
a depletion-mode transistor can be used instead of a resistor as a load efement
for the enhancement device. Thus an arra y of MOS transistors can he fabricat-
ed in an IC layout, with some adjusted by implantation to have the desired en-
hancement mode V 1 and others implanted to become depiction loads.

As mentioned above, VT control is important not only in the MOSFETs
but also in the isolation or field regions. in addition to using a thick field
oxide, we can do a channel stop implant (so called because it stops turning on

Figure 6-36
Typical variation
Of VT for a
p-channel device
with increased im-
planted boron
dose. The origi-
nally enhance-
ment p-channel
transistor
becomes a
depletion-mode
device (Vi> 0) by
sufficient B
implantation.

+1

0.5
	

Depletion

a

—0.5

s--	 —1
F n ha ncc in 111

—1.5

—2

2	 4	 6	 S	 10	 12

B dose (102ions.cm2)
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a parasitic channel in the isolation regions) selectively in the isolation region
under the field oxide (Fig. 6-34). Generally,a B channel stop implant is used fo
n-channel devices. (It must be noted that such an acceptor implant will raise th
field thresholds for n-channel MOSFETs made in a p-substrate, but will decrease
the field thresholds for p-MOSFETs made in an n-substrate).

6.5.6 Substrate Bias Effects

In the derivation of Eq. (6-49) for current along the channel, we assumed that
the source S was connected to the substrate B (Fig. 6-27). In fact, it is possi-
ble to apply a voltage between S and B (Fig. 6-37). With a reverse bias be-
tween the substrate and the source (VB negative for an n-channel device), the
depletion region is widened and the threshold gate voltage required to
achieve inversion must be increased to accommodate the larger Q,. A sim-
plified view of the result is that W is widened uniformly along the channel,
SC) that Eq. (6-32) should be changed to

Qd = -[2€qN(24, f -	 (6-61)

The change in threshold voltage due to the substrate bias is

	

=	
[(2F - B)1 - (2)h /2 1 	 (6-62)

If the substrate bias V8 is much larger than 24F (typically -0.6 V), the

	

threshold voltage is dominated by V8 and

VKq N.
IWT 	 (-V8)1 (n channel)	 (6-63)

where V8 will be negative for the n-channel case. As the substrate bias is in-
creased, the threshold voltage becomes more positive. The effect oT this bias
becomes more dramatic as the substrate doping is increased, since AVT is
also proportional to vW For a p-channel device the bulk-to-source voltage
VB is positive to achieve a reverse bias, and the approximate change A VT for

2dF IS

V2 qN,
VT	 V2 (p channel)cj  (6--61

Thus the p-channel threshold voltage becomes more negative with sub-
strate bias.

The substrate bias effect (also called the body effect) increases VT for
either type of device. This effect can be used to raise the threshold voltage
of a marginally enhancement device (VT 0) to a somewhat larger and more
manageable value. This can be an asset for n-channel devices particularly
(see Fig. 6-20). The effect can present problems, however, in MOS integrat-
ed circuits for which it is impractical to connect each source region to the
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- V,9 	 (V)

Figure 6-37
Threshold voltage dependence on substrate bias resulting from application of a voltage V8 from the sub-
strate i.e., bulk) to the source. For n channel, V9 must be zero or negative to avoid Forward bias of the
source junction. For p channel, V9 must be zero or positive.

substrate. In these cases, possible V.- shifts due to the body effect must be
taken into account in the circuit design.

6.5.7 Subthreshold Characteristics

If we look at the drain current expression (Eq. 6-53), it appears that the cur-
rent abruptly goes to zero as soon as V0 is reduced to VT. In reality, there is still
some drain conduction Below threshold, and this is known as subthreshold
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conjurjim.Thjs current is due to weak inversion in the channel between flat-
band and threshold (for handbending between zero and 2(M1 which leads to
a diffusion current front to drain.The drain current in the subthreshold
region is equal to

Z(kT\2(	 ±i±2\
I D = (C + CJ__ 	 l - e kY	 J )

where

= [
	 I
+_t

Ci 

It can be seen that 'D depends exponentially on gate bias, VG. However,

VD has little influence once "D exceeds a few kT/q. Obviously, if we plot

'D as a function of gate bias V, we should get a linear behavior in the
subthreshold regime, as shown in Fig. 6-38a. The slope of this line (or more
precisely the reciprocal of the slope) is known as the subthreshold slope, S,
which has typical values of -70 mV/decade at room temperature for state-
of-the-art MOSFETs. This means that a change in the input VG of 70 my
will change the output i, by an order of magnitude. Clearly, the smaller
the value of S. the better the transistor is as a switch. A small value of S
means a small change in the input bias can modulate the output current
considerably.

It can be shown that the expression for S is given by

dV 
In 10----- = 23

	

d(log I)	 d(ln 'D)	 q	
(6-66)

Here, the factor In 10 ( 2.3) is introduced to change from logo to
natural logarithm, In. This equation can be understood by looking at the
electrical equivalent circuit of the MOSFET in terms of the capacitors (Fig.
6-38b). Between the gate and the substrate, we find the gate capacitance,
C,, in series with the parallel combination of the depletion capacitance in
the channel. C, and the fast interface state capacitance, C11 = qD,,. The ex-
pression in brackets in Eq. (6-66) is simply the capacitor divider ratio which
tells us what fraction of the applied gate bias, VG, appears at the Si-SiO, in-
terface as the surface potential. Ultimately, it is the surface potential that
is responsible for modulating the barrier between source and drain, and
therefore the drain current. Hence, S is a measure of the efficacy of the
gate potential in modulating I,,. From Eq. (6-66), we observe that S is im-
proved by reducing the gate oxide thickness, which is reasonable because
if the gate electrode is closer to the channel, the gate control is obviously
better. The value of S is higher for heavy channel doping (which increases
the depletion capacitance) or if the silicon-oxide interface has many fast in-
terface states.
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Figure 6-38
Subthreshold conduction in MOSFETs: (a) Semi-log plot of 'L' versus VG; (b) equivalent circuit showing co-
pocitor divider which determines subthreshold slope.
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For a very small gate voltage, the subthreshold current is reduced to
the leakage current of the source/drain junctions. This determines the off-
state leakage current, and therefore the standby power dissipation in many com-
plementary MOS (CMOS) circuits involving both n-channel and p-channel
MOSFETs. It also underlines the importance of having high quality source/
drain junctions. From the subthreshold characteristics, it can be seen that if
the V,. of a MOSFET is too low, it cannot be turned off fully at V = 0. Also,
unavoidable statistical variations of VT cause drastic variations of the sub-
threshold leakage current. On the other hand, if V- is too high, one sacrifices
drive current, which depends on the difference between the power supply
voltage and V .. For these reasons, the V.,- of MOSFETs has historically been
designed to be -0.7 V. However, with the recent advent of various types of
low voltage, low power portable electronics, there are new challenges in de-
vice and circuit design to optimize speed and power dissipation.

6.5.8 Equivalent Circuit for the MOSFET

When we attempt to draw an equivalent circuit of a MOSFET, we find that
in addition to the intrinsic MOSFET itself, there are a variety of parasitic el-
ements associated with it. An important addition to the gate capacitance is
the so-called Miller overlap capacitance due to the overlap between the gate
and the drain region (Fig. 6-39). This capacitance is particularly problemat-
ic because it represents a feedback path hctwen the output drain terminal
and the input gate terminal. One can measure the Miller capacitance at high
frequency by holding the gate at ground (V = 0) so that an inversion layer
is not formed in the channel Thereby, most of the measured capacitance be-
tween gate and drain is due to the Miller capacitance, rather than the gate ca-
pacitance C,. It is possible to minimize this capacitance by using a so-called
self-aligned gate. In this process, the gate itself is used to mask the source/drain
implants, thereby achieving alignment. Even in this design, however, there is
still a certain amount of overlap because of the lateral straggle or spread of
the implanted dopants underneath the gate, further exacerbated by the lat-
eral diffusion which occurs during high temperature annealing. This spread
of the source/drain junctions under the gate edge determines what is called
the channel length reduction, AL R (Fig. 6-40). Hence, we get the electrical or
"effective" channel length. L 1, in terms of the physical gate length, L as

LeffL.LR	 (6-67)

There can also be a width reduction, AZ, which changes the effective width, Z
from the physical width Z of the MOSFET. The width reduction results from
the electrical isolation regions that are formed around all transistors, general-
ly by LOCOS. The LOCOS isolation technique is discussed in Section 9.3.1.

Another very important parameter in the equivalent circuit is the
source/drain series resistance, RSD = (R5 + RD), because it degrades the drain
current and transconductance. For a certain applied drain bias to the source!
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n ­ po[yS

Sb

B

Figure 6-39

Equivalent circuit of a-MOSFE1 showing the passive capacitive and resistive components. The gate ca-
pacitance C is the sum of the distributed capacitances from the gate to the source-end of the channel
( CO5) and the drain-end ( C01,). In addition, we have on overlap capacitance- wiere the gate electrode
overlaps the source/drain junctions) from the gate-to-source ( CO5) and gate-to-drain ( C00). C00 is also
known as the Miller overlap capacitance. We also have p-n junction depletion capacitances associated
with the source (C 5) and drain (C 1,). The parasitic resistances include the source/drain series resistances
R5 and R0), and the resistances in the substrate between the bulk contact and the source and drain (R5

and R80). The drain current can be modeled as a (gate) voltage-controlled constant-current source.

drain terminals, part of the applied voltage is wasted" as an ohmic voltage
drop across these resistances, depending on the drain current (or gate bias).
Hence, the actual drain voltage applied to the intrinsic MOSFET itself is
less: this causes J- to increase sub-linearly with VG.

We can determine R D . along with AL R , from the overall resistance of
the MOSFET in the linear region.

(VD

'D

This corresponds to the intrinsic channel impedance Rch , plus the
source-drain resistance R50 . Modifying Eq. (6-51) we get

VD	 L - L R	 1
= Rch +	

Z - Z	 C(VG - VT)	
(6-68)
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We can measure VL>IID in the linear range for various MOSFETs having the
same width, but different channel lengths, as a function of substrate bias.
Varying the substrate bias changes the VT through the body effect, and there-
fore the slope of the straight lines that result from plotting the overall resis-
tance as a function of L. 'The lines pass through a point, having values which
correspond to AL R and R50 , as shown in Fig. 6-40.

G	 D

Figure 640
Determination of
length reduction

and source/drain
series resistance

in a MOSFET. The
overall resistance

of a MOSFET in
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nel length, for var-
ious substrate
biases. The x

mark data points
for three different

physical gate
lengths L.
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6.5.9 MOSFET Scaling and Hot Electron Effects

Much of the progress in semiconductor integrated Circuit technology can
be attributed to the ability to shrink or scale the devices. Scaling down
MOSFETs has a multitude of benefits. From Table 6-1, we see the bene-
fits of scaling in terms of the improvement of packing density, speed and
power dissipation.A key concept in scaling, first due to Dennard at IBM,
is that the various structural parameters of the MOSFET should be scaled
in concert if the device is to keep functioning properly. In other words, if
lateral dimensions such as the channel length and width are reduced by
a factor of K, so should the vertical dimensions such as source/drain junc-
tion depths (x) and gate insulator thickness (Table 6-1). Scaling of de-
pletion widths is achieved indirectly by scaling up doping concentrations.
However, if we simply reduced the dimensions of the device and kept the
power supply voltages the same, the internal electric fields in the device
would increase. For ideal scaling, power supply voltages should also be
reduced to keep the internal electric fields reasonably constant from one
technology generation to the next. Unfortunately, in practice, power sup-
ply voltages are not scaled hand-in-hand with the device dimensions, part-
ly because of other system-related constraints. The longitudinal electric
fields in the pinch-off region, and the transverse electric fields across the
gate oxide, increase with MOSFET scaling. A variety of problems then
arise which are generically known as hot electron effects and short chan-
nel effects (Fig. 6-41).

When an electron travels from the source to the drain along the chan-
nel, it gains kinetic energy at the expense of electrostatic potential energy in
the pinch-off region, and becomes a "hot" electron. At the conduction band
edge, the electron only has potential energy; as it gains more kinetic energy,

Table 6—I Scaling rules For MOSFETs according to a constant Factor K. The horizontal and
vertical dimensions are scaled by the some factor. The voltages are also scaled to keep the
internal electric fields more or less constant, and the hot carrier effects manageable.

Surface dimensions lIZ) 	 1/K
Vertical dimensions (d,x,( 	 1/K
Impurity Concentrations	 K
Current, Voltages	 1/K
Current Density 	 K
Capacitance (per unit area) 	 K
Tronsconductance	 1
Circuit Delay Time	 1/K
Power Dissipation	 1 /K2
Power Density 	 1
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Figute 6 41
Short channel effects in MOSFETs. As MOSFETs are scaled down, potential problems due to short chan-
nel effects include hot carrier generation (electron-hole pair creation) in the pinch-off region,
punchthrough breakdown between source and drain, and thin gate oxide breakdown.

it moves higher up in the conduction band. A few of the electrons can become
energetic enough to surmount the 3.1 eV potential barrier between the Si
channel and the gate oxide (Fig. 6-25). Some of these injected hot electrons
can o through the gate oxide and be collected as gate current, thereby re-
ducing the input impedance. More importantly, some of these electrons can
be trapped in the gale oxide as fixed oxide charges. According to Eq. (6-37),
this increases the flatband voltage, and therefore the VT. In addition, these
energetic hot carriers can rupture Si—H bonds that exist at the Si—S'02 in-
terface, creating fast interface states that degrade MOSFET parameters such
as transconductance and subthreshold slope, with stress. The results of such
hot carrier degradation are shown in Fig. 6-42, where we see the increase of
V--:d decrease of slope, and therefore transconductance, with stress.The so-
lution to this problem is to use what is known as a lightly doped drain (LDD).
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As discussed in more detail in Section 9.3.1, by reducing the doping concen-
tration in the source/drain, the depletion width at the reverse-biased drain-
channel junction is increased and the electric field is reduced.

Hot carrier effects are less problematic for holes in p-channel MOSFETs
than for electrons in n-channel devices for two reasons The channel mobilit y of
holes is approximately half that of electrons; hence, for the same electric
field, there are fewer hot holes than hot electrons. Unfortunately, the lower
hole mobility is also responsible for lower drive currents in p-channel than

VG (V)

Figure 6-42
Hot carrier degradation in MOSFETs. The linear region transfer characteristics before and after hot carrier
stress indicate an increase of V7 and decrease of tronsconductance (or channel mobility) due to hot electron
damage. The damage can be due to hot electron injection into the gate oxide which increases the fixed
oxide charge, and increasing fast interface state densities at the oxide-silicon interface (indicated by x).
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in n-channel. Also, the barrier for hole injection in the valence band between Si
and Si02 is higher (5 eV) than for electrons in the conduction band (3.1 eV), as
shown in Fig. 6-25. Hence, while LDD is mandatory for n-channel, it is often
not used for p-channel devices.

One "signature" for hot electron effects is substrate current (Fig. 6-43).
As the electrons travel towards the drain and become hot, they can create
secondary electron-hole pairs by impact ionization (Fig. 6-41).The secondary
electrons are collected at the drain, and cause the drain current in saturation
to increase with drain bias at high voltages, thereby leading to a decrease of
the output impedance. The secondary holes are collected at the substrate as
substrate current. This current can create circuit problems such as noise or

Figure 6-43
Substrate current

in a MOSFET. The
substrate current

in n-channel
MOSFETs due to

impact-generated
holes in the pinch-

off region, as a
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of the correspond-
ing increase of ID.

However, for even
higher VG, the
MOSFET9oes

from the satura-
tion to the linear
region, and the

high electric fields
in the pinch-off re-

gion decrease,
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pact ionization.
(After Kamata,
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latchup in CMOS circuits (Section 9.3.1). It can also be used as a monitor for
hot electron effects. As shown in Fig. 63, substrate Current initially increas-
es with gate bias (for a fixed, high drain bias), goes through a peak and then
decreases. The reason for this behavior is that initially, as the gate bias in-
creases, the drain current increases and thereby provides more primary car-
riers into the pinch-off region for impact ionization. However, for even higher
gate bias, the MOSFET goes from the saturation region into the linear re-
gion when the fixed V0 drops below V0(sat.) = (VG -. V 1 .). The longitudinal
electric field in the pinch-off region drops, thereby reducing the impact ion-
ization rates. Hot electron reliability studies are done under "worst case" con-
ditions of peak substrate current.These are generally done under accelerated
conditions of higher-than-normal operating voltages so that if there are any
potential problems, they show up in a reasonable time period. The degrada-
tion data is then extrapolated to the actual operating conditions.

6.5.10 Drain-induced Barrier Lowering

If small channel length MOSFETs are not scaled properly, and the source/drain
junctions are too deep or the channel doping is too low, there can be unintended
electrostatic interactions between the source and the drain known as Drain-
Induced Barrier Lowering (DIBL). This leads to punchthrough leakagt or
breakdown between the source and the drain, and loss of gate control.The phe-
nomenon can be understood from Fig. 6-44, where we have schematically plot-
ted the surface potential along the channel for a long channel device and a short
device. We see that as the drain bias is increased, the conduction band edge
(which reflects the electron energies) in the drain is pulled down, and the drain-
channel depletion width expands. For a long channel MOSFET, the drain bias
does not affect the source-to-channel potential barrier, which corresponds to the
built-in potential of the source-channel p-n junction. Hence, unless the gate bias
is increased to lower this potential barrier, there is little drain current. On the
other hand, for a short channel MOSFET. as the drain bias is raised and the
conduction band edge in the drain is pulled down (with a concomitant increase
of the drain depletion width), the source-channel potential barrier is low-
ered due to DIBL. This can be shown numerically by a solution of the two-
dimensional Poisson equation in the channel region. Simplistically, the onset
of DIBL is sometimes considered to correspond to the drain depletion region
expanding and metging with the source depletion region, and causing punch-
through breakdown between source and drain. However, it must be kept in
mind that DIBL is ultimately caused by the lowering of the source-junction po-
tential barrier below the built-in potential. Hence, if we get DIBL in a MOSFET
for a grounded substrate, the problem can be mitigated by applying a substrate
reverse bias, because that raises the potential barrier at the source end. This
works in spite of the fact that the drain depletion region interacts even more with
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Position along surface of channel

Figure 6-44
Drain-induced barrier lowering in MOSFETs. Cross-sections and potential distribution along the channel
For a long channel and short channel MOSFET.

the source depletion region under such back bias. Once the source-channel bar-
rier is lowered by DLBL, there can be significant drain leakage current, with
the gate being unable to shut it off.
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What are the solutions to this problem? The source/drain juncions
must be made sufficiently shallow (i.e., scaled properly) as the channel
lengths are reduced, to prevent DIBL. Secondly, the channel doping must
he made sufficiently high to prevent the drain from being able to control
the source junction. This is achieved by performing what is known as an
anti-punchthrough implant in the channel. Sometimes, instead of such an
implant throughout the channel (which can have undesirable conse-
quences such as raising the V 1 or the body effect), a localized implant is
done only near the source/drains. These are known as halo or pocket im-
plants. The higher doping reduces the source/drain depletion widths and
prevents their interaction.

For short-channel MOSFETs, DJBL is related to the electrical modu-
lation of the channel length in the pinch-off region, AL. Since the drain cur-
rent is inversely proportional to the electrical channel length, we get

1	 1/	 AL\
fD 7Lj l+ 7) 	 (6-69)

for small pinch-off regions, AL. We assume that the fractional change in the
channel length is proportional to the drain bias,

AL
=

where X is the channel length modulation parameter. Hence, in the satura-
tion region, the expression for the drain current becomes

Z
= L 

.,C(VG 	 V7 )2(1 + XV L))	 (6-71)

This leads to a slope in the output characteristics, or a lowering of the out-
put impedance (Fig. 6-32).

6.5.11 Short Channel and Narrow Width Effect

If we plot the threshold voltage as a function of channel length in MOSFETs,
we find that Vrdeereases with L for very small geometries.This effect is called
the short channel effect (SCE), and is somewhat similar to DIBL. The mech-
anism is due to something called charge sharing between the source/drain and
the gate (Fig. 6-45) 9. From the equation for the threshold voltage (6-38), we
notice that one of the terms is the depletion charge under the gate.

't. You, A simple theory to predict the threshold voltage of short-channel IGFET 5," Solid-Stare EIectroicn
1711974) 1059.
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Figure 6-45
Short channel effect in a MOSFET. Cross-sectional view of MOSFET along the length showing depletion
charge sharing (colored regions) between the gate, source and drain.

The equipotential lines in Fig. 6-45 designating the depletion regions
curve around the contours of the source/drain junctions. Keeping in mind
that the electric field lines are perpendicular to the equipotential contours,
we see that the depletion charges that are physically underneath the gate in
the approximately triangular regions near the source/drains have their field
linerminate not on the gate, but instead ott the source/drains. Hence, elec-
trically these depletion charges are "shared" with the source and drain re-
gions and should not be counted in the V7 expression, Eq. (6-38). We can deal
with this effect by replacing the orgina! Q j in the rectangular region under-
neath the gate by a lower Q,, in the trapezoidal region in Fig. 6-45. Clearly,
for a long channel device, the triangular depletion charge regions neat the
source and drain are a very small fraction of the total depletion charge un-
derneath the gate. However, as the channel lengths are reduced, the shared
charge becomes a larger fraction of the total, and this results in a V 7 roll-off

as a function of L (Fig. 6 46). This is important because it is hard to control
the channel lengths precisely in manufacturing. The channel lengthvaria-
tions then lead to problems with V, control.

In the last several years, another effect has been observed in n-channel
MOSFETs with decreasing L.The V 1 initiall y goes up before it goes down due
to the short channel effect. This phenomenon has been dubbed the reverse
short channel effect (RSCE), and is due to interactions between Si point defects
that are created during the source/drain implant and the B doping in the chan-
nel, causing the B to pile up near the source and drains, and thus raise the VT.

Another related effect in MOSFETs is the narrow width effect, where

the VT goes up as the channel width Z is reduced for very narrow devices
(Fig. 6-46). This can be understood from Fig. 6-47, where some of the de-
pletion charges under the LOCOS isolation regions have field lines electri-
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cally lerminatirigon the gate. Unlike the SCE. where the effective depletion
charge is reduced due to charge sharing with the source/drain, here the de-
pletion charge belonging to the gate is increased.The effect is not important
for very wide devices, but becomes quite important as the widths are re-
duced below 1p.m.

6.5.12 Gate-Induced Drain Leakage

If we examine the subthreshold characteristics shown in Fig. 6-38, we find that
as the gate voltage is reduced below Vi-, the subthreshold current drops and
then bottoms out a level determined by the source/drain diode leakage. How-
ever, for even more negative gate biases we find that the off-state leakage cur-
rent actually goes up as we try to turn off the MOSFET more for high VD;
this is known as gate-induced drain leakage (GIDL).The same effect is seen
at a fixed gate bias of near zero, for increasing drain bias. The reason for
GIDL. can be understood from Fig. 6-48, where we show the band diagram
as a function of depth in the region where the gate overlaps the drain junction.

Additional
depletion
ehare

Figure 6-47

Narrow width ef-
fect in a MOSFET.
Cross-sectional
view of MOSFET
along the width,
showing addition-
al depletion
charge (colored
regions) under-
neath the field or
the LOCOS isola-
tion regions.
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Figure 6-48
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As the gate is made more negative (or alternatively, for a fixed gate bias, the
drain is made more positive), a depletion region forms in the n-type drain.
Since the drain doping is high, the depletion widths tend to he narrow. If the
bandbending is more than the bandgap E across a narrow depletion region,
the conditions are conducive to hand-to-hand tunneling in this region, there-
by creating electron-hole pairs.The electrons then go to the drain as CHDL.
It must he emphasized that this tunneling is not through the gate oxide (Sec-
tion 6.4.7), but entirely in the Si drain region. For GIDL to occur, the drain
doping level should he moderate (-10' cm ). If it is much lower than this,
the depletion widths and tunneling barriers are too wide. On the other hand,
if the doping in the drain is very high, most of the voltage drops in the gate
oxide, and the bandbending in the Si drain region drops below the value
GIDL is an important factor in limiting the off-state leakage current in state-
of-the-art MOSFETs.
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6.1 Modify Eqs. (6-2) through (6-5) to include effects of the contact potential PROBLEMS
V0. Define a true pinch-off voltage V- to distinguish this case from Vp defined
in Eq. (6-4).

6.2 Modify Eqs (6-7) through (6-10) to include V0. Let V. be defined as in Eq. (6-4),
and call the true pinch-off voltage V.

6.3 Assume the NET shown in Fig. 6-6 is Si and has p regions doped with lO
acceptors/cm 1 and a channel with 10 donors/cm 3 . If the channel half-width a
is I ;,Lm, compare V,,with V0. What voltage Vab is required to cause pinch-off when
V0 is included? With V0 = -3 V. at what value of V, does the current saturate?

6.4 If the ratio ZIL = 10 for the JFET of Prob. 6.3, and s.,, = 1000 cm 2/V-s. calculate
ID(sat) for V(; = 0, -2, ---4, and -6V. Plot 10(sat) vs. V1)(at).

6.5 For the NET of Prob. 6.4, plot I,.., vs. V for the same three values of VG . Ter-
minate each plot at the point of saturation.

6.6 The current 'D varies almost linearly with V,, in a JFET for low values of Vf).
(a) Use the binomial expansion with V01(-V) < Ito rewrite Eq. (6-9) as an

approximation to this case.

(b) Show that the expression for the channel conductance 101V in the linear
range is the same as g,,,(sat) given by Eq. (6-11 ).

(c) What value of gate voltage V0 turns the device off such that the channel
conductance goes to zero?

6.7 Use Eqs. (6-9) and (6-10) to calculate and plot !D( V0. V0) at 300 K for a Si JFET
with a=1000A,Na=7 X I0' 7 cm 3,Z=I00p.m.and L=5.m.AlIow V0torange
from 0 to 5 V and allow V0 to take on values ofO, -1, -2, -3, -4, and -5 V.

6.8 Show that the width of the depletion region in Fig. 6-15 is given by Eq.
(6-30). Assume the carriers are completely swept out within W. as was done
in Section 5.2.3.

6.9 An n'-polysilicon-gate n-channel MOS transistor is made on a p-type Si sub-
strate with N, = 5 x 10° cm '.The Si0 2 thickness is 100 A in the gate region.
and the effective interface charge 0, is 4 x 10 qC/cm

Find W,. VFB, and VT.

6.10 An n polysilicon-gate p-channel MOS transistor is made on an n-type Si sub-
strate with N. = 5 X 10 cm 3 .The SiO thickness is 100 A in the gate region,
and the effective interface charge 0, is 2 X 10' q C/cm 2 .Sketch the C-V curve
for this device and give important numbers for the scale.

6.11 Use Eq. (6-50) to calculate and plot I(V0, V( ) at 300K for an n-channel Si
MOSFET with an oxide thickness d = 200 A. a channel mobility ii,, = 1(1)0 cnif
V-s, Z = 100 lLm, L = 5 pm, and N. of 10°, 10°. 10', and loll Allow V1,
to range from 0 to 5 V and allow Vt., to take on values of 0, 1.2,3,4, and 5 V.
Assume that Q = 5 x 10"q C-/cm2.

6.12 Calculate the V- of a Si-MOS transistor' for a n-polysilicon gate with silicon
oxide thickness = so A, N4 = I X 101K cm and a fixed charge of 2 x 10°q C/cm2.
Is it an enhancement or depletion mode device? What B dose is required to
change the VT to  V? Assume a shallow B implant.
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6.13 (a) Find the voltage VFB required to reduce to zero the negative charge in-
duced at the semiconductor surface by a sheet of positive charge Q 0 lo-
cated x' below the metal.

(b) In the case of an arbitrary distribution of charge p(x') in the oxide, show that

a,

I'FB
 -	

-p(x')dx'

6.14 The bias on a Si MOS capacitor is changed from inversion to accumulation
mode. If the substrate doping is 1016 cm donors, what is the change in the sur-
face bandbending at 100°C?

6.15 A Si MOS capacitor has the high frequency C-V curve shown in Fig. P645
normalized to the capacitance in strong accumulation. Determine the oxide
thickness and substrate doping assuming a gate-to-substrate work function dif-
ference of -0.35V

Figure P6-15	 1.0

0.9

0.8 F-
°	 I

0.7	 Post positive bias-temperature
aa. 0.6 -a
U

U,

C	 stress C-V curve
Initial and post negative bias-temperature
Stress C-V curve O 0.5

0.4
C = 37,850 pF

0.3	 area = 0101 cm2

0.2 -'----,

ol	 I	 I	 II I 	 I 	 1 I

-7	 -6	 -5	 -4	 -3	 -2	 -1	 0	 1	 2	 3	 4	 5
Gate bias (V)

6.16 For the capacitor in Prob. 6.15, determine the initial flathand voltage.

6.17 For the capacitor in Prob. 6.15, determine the fixed oxide charge, Q. and the
mobile ion content.

6AK When an MOS transistor is biased with V,, > V0 (sat), the effective channel
length is reduced by XL and the Current ID is larger than 10 (sat) as shown in
Fig. 6-32. Assuming that the depleted region A L is described by an expression
similar to Eq. ( 4,',-30) with VD - V,,(sat.) for the voltage across A L. show that the
conductance beyond saturation is
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a! 0 	a( Lg0 =	 = /,,(sat.)- T--

and find the expression for g in terms of V1.

Calculate the V, of a Si n-channel MOSFET for a n-polysiticon gate with gate
oxide thickness = 100 A. v = l0" cm and a fixed oxide charge of 5 x 10 q
C/cm. Repeat for a substrate bias of 25V.

For the MOSFET in Proh6. 19. and W 50 pun. L = 2 lim. calculate the drain cur-
rent at V,= 5V. 1/0 =0W Repeat for V, - 3V. V0 - 5V Assume an electron chan-
nel mobilit y ji,, -200 cm 2PV-s, and the -substrate is connected to the source.

6 . 21 An n-channel MOSFET with a 400 Agate oxide requires its VT to he lowered
by 2 V. Using a 50 keV implant of singl y-charged species and assuming the im-
plant distribution is peaked at the oxide-Si interface and can be regarded as
a sheet charge at the interface, what implant parameters (species, energy,
dose and beam current) would you choose? The scan area is 200 cm 2 , and the
desired implant time is 20 s. Assume similar range statistics in oxide and Si.

6.22 For the MOSFET characteristics shown in Fig. P6-22. calculate:
1. Linear V, and kN

2. Saturation V, and k,

Assume channel mobility, ji, = 500 cm'/V-s and Vf = 0.

! (mA)
	

Figure P6-22

VD (V)
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6.23 For Prob. 6.22, calculate the gate oxide thickness and substrate doping, either
graphically or iteratively.

6.24 Assume that the inversion layer in a Si MOSFET can be treated as a 2-D elec-
tron gas trapped in an infinite rectangular potential well of width 100 A. (In re-
ality, it looks more like a triangular well.) Calculate the inversion charge per unit
area assuming that the Fermi level lies midway between the second and third
subbands. Assume T = 77 K, and effective mass = 0.2 m0 . Assume also that the
Fermi function can be treated as a rectangular function. Also sketch (E,k) for
the first three subbands Refer to Appendix IV.

6.25 The flat band voltage is shifted to -2V for an n-polysilicon-Si0 2-Si capacitor
with parameters discussed in Example 6-2. Redraw Fig. 6-16 for this case and
find the value of interface charge Gi required to cause this shift in V9, with (D—
given by Fig. 6-17.

6.26 Plot ID vs. V0 with several values of VG for the thin-oxide p-channel transistor
described in Example 6-4. Use the p-channel version of Eq. (6-49), and as-
sume that Jp(sat) remains constant beyond pinch-off Assume that ii = 200
Vs, and Z= IOL.

6.27 A typical figure of merit for high-frequency operation of MOS transistors is the
cutoff frequency f,. = g,,,12'rrC6LZ. where the gate capacitance C 0 is essential-

ly C, over most of the voltage range. Express!, above pinch-off in terms of ma-
terials parameters and device dimensions, and calculate f, for the transistor of
Prob. 6.26, with L = 1 vm.

6.2K From Fig. 6-44 it is clear that the depletion regions of the source and drain
junctions can meet for short channels, a condition called punch-through. As-
sume the source and drain regions of an n-channel Si MOSFET are doped
with 1020 donors/cm' and the 1-m-long channel is doped with 1016 acceptors/

cm3 . If the source and substrate are grounded, what drain voltage will cause
punch-through?

6.29 Calculate the substrate bias required to achieve enhancement-mode operation
with V . = 4-05 V for the n-channel device of Example 6-3. Comment on the
practicality of this method of threshold control for thin-oxide transistors.
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Chapter 7

Bipolar Junction Transistors

We begin this chapter with a qualitative discussion of charge transport in a
bipolar junction transistor (BJT), to establish a sound physical understand-
ing of its operation. Then we shall investigate carefully the charge distribu-
tions in the transistor and relate the three terminal currents to the physical
characteristics of the device. Our aim is to gain a solid understanding of the
current flow and control of the transistor and to discover the most important
secondary effects that influence its operation. We shall discuss the properties
of the transistor with proper biasing for amplification and then consider the
effects of more general biasing, as encountered in switching circuits.

In this chapter we shall use the p-n-p transistor for most illustrations,
The main advantage of the p-n-p for discussing transistor action is that hole
flow and current are in the same direction. This makes the various mecha-
nisms of charge transport somewhat easier to visualize in a preliminary ex-
planation. Once these basic ideas are established for the p-n-p device, it is
simple to relate them to the more widely used transistor, the n-p-n.

7.1 The bipolar transistor is basically a simple device, and this section is devot-
FUNDAMENTALS ed to a simple and largely qualitative view of BiT operation. We will deal with

OF BiT the details of these transistors in following sections, but first we must define
OPERATION some terms and gain physical understanding of how carriers are transport-

ed through the device. Then we can discuss how the current through two ter-
minals can he controlled by small changes in the current at a third terminal.

Let us begin the discussion of bipolar transistors by considering the
reverse-biased p-n junction diode of Fig. 7-1. According to the theory of
Chapter 5, the reverse saturation current through this diode depends on the
rate at which minority carriers are generated in the neighborhood of the
junction. We found, for example, that the reverse current due to holes being
swept from n to p is essentially independent of the size of the junction field
and hence is independent of the reverse bias. The reason given was that the
hole current depends on how often minority holes are generated by EHP
creation within a diffusion length of the junction—not upon how fast a par-
ticular hole is swept across the depletion layer by the field. As a result, it is
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possible to increase the reverse current through the diode by increasing the
rate of EHP generation (Fig. 7-Ib). One convenient method for accom-
plishing this is optical excitation of EHPs with light (lit, > Eg), as in Section
4.3. With steady photoexcitation the reverse current will still be essentially in-
dependent of bias voltage, and if the dark saturation current is negligible,
the reverse current is directly proportional to the optical generation rate gop

The example of external control of current through a junction by op-
tical generation raises an interesting question: Is it possible to inject minor-
ity carriers in to the neighborhood of the junction electricall y instead of
optically? If so, we could control the junction reverse current simply by vary-
ing the rate of minority carrier injection. For example, let us consider a hy-
pothetical hole injection device as in Fig. 7-Ic. if we can inject holes at a
predetermined rate into the n side of the junction, the effect on the junction
current will resemble the effects of optical generation.The current from n to
p will depend on the hole injection rate and will be essentially independent
of the bias voltage. There are several obvious advantages to such external
control of a current: for example, the current through the reverse-biased
junction would vary very little if the load resistor R, were changed, since the
magnitude of the junction voltage is relatively un import ant.Therefore, such
an arrangement should be a good approximation to a controllable constant
current source.

A convenient hole injection device is a forward-biased pt-n junction.
According to Section 5.3.2. the current in such a junction is due primarily to
holes injected from the p region into the n material. If we make the n side
of the forward-biased junction the same as the n side of the reverse-biased
junction, the p-n-p structure of Fig. 7-2 results. With this configuration, in-
jection of holes from the p-rt junction into the center n region supplies the
minority carrier holes to participate in the reverse current through the n-p
junction. Of course, it is important that the injected holes do not recombine
in the 11 region before they can diffuse to the depletion layer of the reverse-
biased junction. Thus we must make the n region narrow compared with a
hole diffusion length.
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Figure 7-2
A p-n-p transistor:
(al schematic rep-

resentation of a
p-n-p device with
a forward-biased

emitter junction
and a reverse-

biased collector
junction; (b) I-V

characteristics of
the reverse-biased

n-p junction as a
function of emitter

current.

The structure we have described is a p-n-p bipolar junction transistor.
The forward-biased junction which injects holes into the center n region is
called the emitter junction, and the reverse-biased junction which collects the
injected holes is called the collector junction.The p region, which serves as
the source of injected holes, is called the emitter, and the p region into which
the holes are swept by the reverse-biased junction is called the collector. The
center n region is called the base, for reasons which will become clear in Sec-
tion 7.3, when we discuss the historical development of transistor fabrica-
tion. The biasing arrangement in Fig. 7-2 is called the common base
configuration, since the base electrode B is common to the emitter and col-
lector circuits.

To have a good p-n-p transistor, we would prefer that almost all the
holes injected by the emitter into the base be collected.Thus the n-type base
region should be narrow, and the hole lifetime T should be long. This re-
quirement is summed up by specifying Wb L, where W is the length of the
neutral n material of the base (measured between the depletion regions of the
emitter and collector junctions), and L is the diffusion length for holes in
the base (D i ) U2 . With this requirement satisfied, an average hole injected at
the emitter junction will diffuse to the depletion region of the collector junc-
tion without recombination in the base. A second requirement is that the cur-
rent If crossing the emitter junction should be composed almost entirely of
holes injected into the base, rather than electrons crossing from base to emit-
ter. This requirement is satisfied by doping the base region lightly compared
with the emitter, so that the p°-n emitter junction of Fig. 7-2 results.

Itis clear that current It flows into the emitter of a properly biased
p-n-p transistor and that Ic flows out at the collector, since the direction of
hole flow is from emitter to collector. However, the base current IB requires
a bit more thought. In a good transistor the base current will he very small
since IE is essentially hole current, and the collected hole current l- is almost
equal to IE.There must be some base current, however, due to requirements
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Figure 7-3
Summary of hole
and electron flow
in a p-n-p transis-
tor with proper bi-
asing: (1) injected
holes lost to re-
combination in
the base; (2)
holes reaching the
reverse-biased col-
lector junction; (3)
thermally generat-
ed electrons and
holes making up
the reverse satura-
tion current of the
collector junction;
(4) electrons sup--
plied by the base
contact for recom-
bination with
holes; (5) elec-
trons injected
across the
forward-biased
emitter junction.

1 Ep	 'C

of electron flow into the n-type base region (Fig. 7-3). We can account for J
physically by three dominant mechanisms:

(a) There must be some recombination of injected holes with electrons
in the base, even with Wh L ,,,. The electrons lost to recombination
must be resupplied through the base contact.

(h) Some electrons will be injected from n to p in the forward biased
emitter junction, even if the emitter is heavily doped compared to
the base. These electrons must also be supplied by J.

(c) Some electrons are swept into the base at the reverse-biased collec-
tor junction due to thermal generation in the collector. This small
current reduces 'B by supplying electrons to the base.

The dominant sources of base current are (a) recombination in the base
and (b) injection into the emitter region. Both of these effects can be great-
ly reduced by device design, as we shall see. In a well-designed transistor, 'B

will be a very small fraction (perhaps one-hundredth) of 'E'

In an n-p-n transistor the three current directions are reversed, since
electrons flow from emitter to collector and holes must be supplied to the
hase.The physical mechanisms for operation of the n-p-n can he understood
simply by reversing the roles of electrons and holes in the p-n-p discussion.

In this section we shall discuss rather simply the various factors involved in 7.2
transistor amplification. Basically, the transistor is useful in amplifiers be- AMPLIFICATION
cause the currents at the emitter and collector are controllable by the rela- WITH BiTS
tively small base current. The essential mechanisms are easy to understand
if various secondary effects are neglected. We shall use total current (d-c
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plus a-c) in this discussion, with the understanding that the simple analysis
applies only to d-c and to small-signal a-c at low frequencies. We can relate
the terminal currents of the transistor i, i, and ic by several important fac-
tors. In this introduction we shall neglect the saturation current at the col-
lector (Fig. 7-3, component 3) and such effects as recombination in the
transition regions. Under these assumptions, the collector current is made up
entirely of those holes injected at the emitter which are not lost to recom-
bination in the base. Thus ic is proportional to the hole component of the
emitter current

ic=BiE	 (7-1)

The proportionality factor B is simply the fraction of injected holes which
make it across the base to the collector; B is called the base transport factor.
The total emitter current iE is made up of the hole component if ,, and the elec-
tron component 1E' due to electrons injected from base to emitter (compo-
nent 5 in Fig. 7-3). The emitter injection efficiency 'y is

1Ep
(72)

For an efficient transistor we would like B and -y to he very near unity
that is, the emitter current should be due mostly to holes (y I ), and most
of the injected holes should eventually participate in the collector current
(B	 1).The relation between the collector and emitter currents is

ic	 BiF-
(7-3)

5 4- + 1Fp

The product B is defined as the factor o. called the current transfer ratio,
which represents the emitter-to-collector current amplification. There is no
real amplification between these currents, since n is smaller than unity. On the
other hand, the relation between i , • and i t, is more promising for amplification.

In accounting for the base current, we must include the rates at which
electrons arc lost from the base by injection across the emitter junction (iE)
and the rate of electron recombination with holes in the base. In each case,
the lost electrons must be resupplied through the base current i 11 . If the frac-
tion of injected holes making it across the base without recombination is B.
then it follows that (1 -B) is the fraction recombining in the base. Thus the
base Current is

iH = is,, + (I — B)i 1 ,	 ( 7-4)

neglecting the collector saturation current.The relation between the collec-
tor and base currents is found from Eqs. (7-1) and (7.-):

Bi,,,	 B[iEP/(iE	 iEp)j

-	 + (I - B)iFfl - I - B L iE/(iE + iLP)i
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IC	 Thy	 a
(7-6)

1B	 1-By	 1-a

The factor 3 relating the collector current to the base current is the base-to-
collector current ampli factor.' Since a is near unity, it is clear that 13
can be large for a good transistor, and the collector current is large compared
with the base current.

It remains to he shown that the co octor current ic can be controlled by
variations in the small current i 8 . In the discussion to this point, we have in-
dicated control of 1c by the emitter current F, with the base Current charac-
terized as a small side effect. In fact, we can show from space charge neutrality
arguments that i8 can indeed be used to determine the magnitude of IC.. Let
us consider the transistor of Fig. 7-4, in which it, is determined by a biasing
circuit. For simplicity, we shall assume unity emitter injection efficiency and
negligible collector saturation current. Since the n-type base region is elec-
trostatically neutral between the two transition regions, the presence of ex-
cess holes in transit from emitter to collector calls for compensating excess
electrons from the base contact. However, there is an important difference in
the times which electrons and holes spend in the base. The average excess

50011

iov

50 kfl
(a)

i,,(mA)
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(0

(b)

rp- 104s	 -
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Figure 7-4

Example of ampli-
fication in a
common-emitter
transistor circuit:
(a)biasing circuit;
(b)addition of on
a-c variation of
base current tb to
the d-c value of !,
resulting in an a-c
component i..

t a is also coiled the common-bass current gain; B is also called the commo"mitser current gain.
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hole spends a time T 5 , defined as the transit time from emitter to collector.
Since the base width Wb is made small compared with L, this transit time is
much less than the average hole lifetime r, in the base-' On the other hand,
an average excess electron supplied from the base contact spends i,, seconds
in the base supplying space charge neutrality during the lifetime of an aver-
age excess hole. While the average electron waits 'r seconds for recombina-
tion, many individual holes can enter and leave the base region, each with an
average transit time T. In particular, for each electron entering from the base
contact,'rIT, holes can pass from emitter to collector while maintaining space
charge neutrality. Thus the ratio of collector current to base current is simply

(7-7)
7,

for y = I and negligible collector saturation current.
If the electron supply to the base (is) is restricted, the traffic of holes

from emitter to base is correspondingly reduced. This can be argued simply
by supposing that the hole injection does continue despite the restriction on
electrons from the base contact. The result would he a net buildup of posi-
tive charge in the base and a loss of forward bias (and therefore a loss of
hole injection) at the emitter junction. Clearly, the supply of electrons through
1R can be used to raise or lower the hole flow from emitter to collector.

The base current is controflcd independently in Fig. 7-4. This is called
a common-emitter circuit, since the emitter electrode is common to the base
and collector circuits. The emitter junci ion is clearly forward biased by the
battery in the base circuit. The voltage drop in the forward-biased emitter
junction is small, however, so that almost all of the voltage from collector to
emitter appears across the reverse-biased collector junction. Since VBE is
small for the forward-biased junction, we can neglect it and approximate the
base cur-rent as 5 V/SO kfl = 0.1 mA. If-r,, 10 p.s and T, = 0.1 p.s. 3 for the tran-
sistor is 100 and the collector Current I, is 10 mA. It is important to note that
i, is determined by 13 and the base current, rather than by the battery and re-
sistor in the collector circuit (as long as these are of reasonable values to
maintain a reverse-biased collector junction). In this example S V of the col-
lector circuit battery voltage appears across the 500 [1 resistor, and S V serves
to reverse bias the collector junction.

2Thk difference between overage bole lifetime before recombinotior, (rt) and the overage time a hole
spends in transit across the base -r, may be confusing at First How an the lifetime be longer than the
time a hole actually spends in transit? The answer depends on the Fact that holes are indistinguishable in
the recombination kinetics. Think of an analogy with a shooting gallery, in which a good marksman fires
slowly at a line of quickly moving ducks. Although many individual ducks make it across the firing line
without being ht, the het,nrte of on average duck within the Firing line is determined by the time between
shots. We can speak of the lifetime of on average duck because they are essentially indistinguishable. Sin -
lady, the rote of recombination in the base (and therefore i) depends on the average lifetime i,, and the

distribution of the indistinguishable holes in the base region.
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If a small a-c current ih is superimposed on th steady state base cur-
rent of Fig. 7-4a, a corresponding a-c current i, appears in the collector cir-
cuit. The time-varying portion of the collector current will be i multiplied by
the factor 13, and current gain results.

We have neglected a number of important properties of the transistor
in this introductory discussion, and many of these properties will be treated
in detail below. We have established, however, the fundamental basis of op-
eration for the bipolar transistor and have indicated in a simplified way how
it can be used to produce current gain in an electronic circuit.

(a) Show that Eq. (7-7) is valid from arguments of the steady state re- EXAMPLE 7-
placement of stored charge. Assume that 'r,, = 'rfl.

(b) What is the steady state charge Q = Q, due to excess electrons and
holes in the neutral base region for the transistor of Fig. 7-4?

(a) In steady state there are excess electrons and holes in the base. The SOLUTION
charge in the electron distribution Q,, is replaced every T seconds. Thus
iB = Q,/'r,,. The charge in the hole distribution QP is collected every T1

seconds, and i• = Q,/r. For space charge neutrality, Q. = Q, and

--

- Q/T -
(b) Qn=Qp=icTr=i8Tp=10°C.

The first transistor invented by Bardeen and Brattain in 1947 was the point 7.3
contact transistor. In this device two sharp metal wires, or "cat's whiskers," BiT FABRICATION
formed an "emitter" of earners and a "collector" of carriers. These wires were
simply pressed onto a slab of Ge which provided a "base" or mechanical sup-
port, through which the injected carriers flowed. This basic invention rapid-
ly led to the BiT, in which charge injection and collection was achieved using
two p-n junctions in close proximity to each other. The p-n junctions in BJTs
can be formed in a variety of ways using thermal diffusion, but modern de-
vices are generally made using ion implantation (Section 5.1.4).

Let us review a simplified version of how to make a double polysilicon,
self-aligned n-p-n Si BJT. This is the most commonly used, state-of-the-art tech-
nique for making BJTs for use in an IC. Use of n-p-n transistors is more pop-
ular than p-n-p devices because of the higher mobility of electrons compared
to holes. The process steps are shown in cross-sectional view in Fig. 7-5. A
p-type Si substrate is oxidized, windows are defined using photolithography and
etched in the oxide. Using the photoresist and oxide as an implant mask, a
donor with very small diffusivity in Si, such as As or Sb, is implanted into the
open window to form a highly conductive n layer (Fig. 7-5a). Subsequently,
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Figure 7-5
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the photoresist and the oxide are removed, and a lightly doped n-type epi-
taxial layer is grown. During this high temperature growth, the implanted a'
layer diffuses only slightly towards the surface and becomes a conductive
buried collector (also called a sub-collector). The n sub-collector layer guar-
antees a low collector series resistance when it is connected subsequently to
the collector ohmic contact, sometimes through the use of an optional,
masked deep n "sinker" implant or diffusion only in the collector contact re-
gion (Fig. 7-5c). The lightly doped n-type collector region above the n sub-
collector in the part of the BJT where the base and emitter are formed
ensures a high base-collector reverse breakdown voltage. (It turns out that
wherever the sub-collector is formed, and subsequently the epitaxial layer is
grown on top, there is a notch or step in the substrate surface. This notch is
not explicitly shown in Fig. 7-5a. This notch is very useful as a marker of thelocation of the su b-collectors because subsequently, we have to align the
LOCOS isolation mask with respect to the sub-collector,)

For integrated Circuits involving not just discrete BiTs, but many inter-
connected transistors, there are issues involving electrical isolation of adja-
cent BJTs in order to ensure that there is no electrical cross-talk between
them. As described in Section 6.4.1, such isolation can be achieved by LOCOS
to form field or isolation oxides after a B channel stop implant (Fig. 7--5b). An-
other isolation scheme that is particularly well suited for high density bi4r
circuits involves the formation of shallow trenches by REE, hackfjllcd with
oxide and polvsilicon (Section 9.3.1). In this process a nitride layer is pat-
ternedand used as an etch mask for an anisotropic etch of the silicon to form
the trench. Using reactive ion etching, a narrow trench about I ltrn deep can
he formed with very straight sidewalls. Oxidation inside the trench forms an
insulating layer, and the trench is then filled with oxide by Low-Pressure
Chemical Vapor Deposition (LPCVD).

A polysilicon layer is deposited by LPCVD. and doped heavily p with B
either during deposition or subsequently by ion ilnplantation.An oxide layer is
deposited next by LPCVD. Using photolithography with the base/emitter mask.
a window is etched in the polysillcon/oxjde stack by RIE (Fig. 7-5c). A heavily
doped "extrinsic" p base is formed by diffusion of B from the doped polysili-
con layer into the substrate in order to provide a low resistance, high speed base
ohmic contact. An oxide layer is then deposited by LPCVD. which has the ef-
fect of closing up the base window that was etched previously, and B is implanted
into this window (Fig7-5d). This base implant forms a more lightly p doped
"intrinsic" base through which most of the current flows from the emitter to the
collector. The more heavily doped extrinsic base forms a collar around the in-
trinsic base, and serves to reduce the base series resistance. It is critical that the
base be enclosed well within the collector because otherwise it would be short-
ed to the p substrate. Finally, another LPCVD oxide la yer is deposited to close
up the base window further, arid the oxide is etched all the way to the Si substrate
by RIE. leaving oxide spacers o n the sidewalls. Heavily n doped (typically with
As) polysil icon is then deposited on the substrate patterned and etched

331
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forming polysiicon emitter (polyemitter) and collector contacts as shown in Fig.
7-5e. (The use of two LPCVD polysiicon layers explains why this process is re-
ferred to as the double-polysilicon process.) Arsenic from the polysilicon is dif-
fused into the substrate to form the n emitter region nested within the base in
a self-aligned manner, as well as the n collector contact. Self alignment refers

to the fact that a separate lithography step is not required to form the n emit-
ter region. We cleverly made use of the oxide sidewall spacers to ensure that
the n emitter region lies within the intrinsic p-type base This is critical because
otherwise the emitter gets shorted to the collector; we also want a gap between
the ii emitter and the p extrinsic base, because otherwise the emitter-base junc-
tion capacitance becomes too high. In the vertical direction, the difference be-
tween the emitter-base junction and the base-collector junction determines the
base width.This is made very narrow in high gain, high speed BiTs

Finally, an oxide layer is deposited by CVD, windows are etched in it
corresponding to the emitter (E), base (B) and collector (C) contacts, and a
suitable contact metal such as Al is sputter deposited to form the ohmic con-
tacts. The Al is patterned photolithographically using the interconnect mask,
and etched using RIE. The many ICs that are made simultaneously on the
wafer are then separated into individual dies by sawing, mounted on suit-
able packages, and the various contacts are wire bonded to the external leads
of the package.

7.4 In this section we examine the operation of a BIT in more detail. We begin
MINORITY our analysis b y applying the techniques of previous chapters to the problem

CARRIER of hole injection into a narrow n-type base region. The mathematics is very
DISTRIBUTIONS similar to that used in the problem of the narrow base diode (Prob. 5.35).
AND TERMINAL Basically, we assume holes are injected into the base at the forward-biased

CURRENTS emitter, and these holes diffuse to the collector junction. The first step is to
solve for the excess hole distribution in the base, and the second step is to
evaluate the emitter and collector currents (Ii, I ) from the gradient of the
hole distribution on each side of the base. Then the base current ('B) can be
found from a current summation or from a charge control analysis of re-
combination in the base.

We shall at first simplify the calculations by making several assumptions:

1. Holes diffuse from emitter to collector; drift is negligible in the
base region.

2. The emitter current is made up entirely of holes; the emitter injection
efficiency is -y = 1.

3. The collector saturation current is negligible.

4. The active part of the base and the two junctions are of uniform cross-
sectional area A; current flow in the base is essentially one-dimensional
from emitter to collector.

5. All currents and voltages are steady state.
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In later sections we shall consider the implications of impe' icct Hec-
Lion efficiency, drift due to nonuniform doping in the base, structural effects
such as different nss for the emitter and collector junctions, and capaci-
tance and transit Urc:c effects in a-c operation.

7.4.1 Solution of thc Diffusion Equation in the Base Region

Since he injected holes are assumcd to flow from emitter to collector by dif-
fusion, we can ev;uate tie currents crossing the two junctions by techniques
used in Chapter 5. Neglecting recombination in the two depletion regioi the
hole current entering the base at the emitter junction is the current 1L and
the hole current leaving the base at the collector is I. If we can solve fi the
distribution of excess holes in the base region, it is simple to evaluate the
gradient of the distribution at the two ends of the base to find the current.s
We shall consider the simplified geometry of Fig. 7-6. in which the base width
is W,, between the two depletion regions, and the uniform cross-sectional
area is A. Tue excess hole concentration at the edge of the emitter depletion
region APE and the corresponding concentration on the collector side of the
base Apc are found from Eq. (5-29):

PE 
= p,,(V.dkT - 1)	 (7-8a)

Pc 
= p(V/kT - 1)	 (7-8b)

If the emitter junction is strongly forward biased ( VEB ' k T/q) and the
collector junction is strongly reverse biased (V 8 4 0), these excess concen-
trations simplify to

	

11PE = pe1V r fl T 	 (7-9a)

-p.,	 (7 h)

We can solve for the excess hole concentration as a function of dis-

tance in the base p(x,) by using the proper boundary conditions in the .4-
fusion equation, Eq. (4-34b):

I	 lilt

It

/
AP,	 APC

In
U	 Wb

Figure 7-6
Simplified p-n-p
transistor geome-
try used in the cal-
culations.
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d2ip(x) - p(x,)	 (7-10)
dx

The solution of this equation is

8p(x) = C i e L, F C,e"
	

(7-11)

v:here L is the diffusion length of holes in the base region. Unlike the sim-
ple problem of injection into a long n region, we cannot eliminate one of the
constants by assuming the excess holes disappear for large x.. In fact, since
Wh L,, in a properly designed transistor, most of the injected holes reach
the coiecto1 at We,. The solution is very similar to that of the narrow base
diode problem, in this case the appropriate boundary conditions are

(7-1 2a)

(7-12b)

= 0) = C1 + C2 = PE

= Wh) = C 1 eW . + C2e" = Pc

fllving for the parameters C and C2 we obtain

- 'Pc
C1	

ew

- pFe"

-	 --

(7- 13a)

(7-1311)

These parameters applied to Eq. (7-I1) give the full expression for the ex-
cess hole distribution in the base region. For example, if we assume that the
collector junction is strongly reverse biased [Eq. (7-9b)] and the equilibrium

lc concentration p,, is negligible compared with the injected concentra-
tion AP E, the excess hole distribution simplifies to

- e_W1Le,/L.
p(x,) = PE	 / - e'	

(for	 0) (7-14)
eW 

The various terms in Eq. (7-14) are sketched in Fig. 7-7, and the corre-
sponding excess hole distribution in the base region is demonstrated for a
rrioderate value of W,IL. Note that ap(x,,) varies almost linearly between
tl: emitter and collector junction depletion regions. As we shall see, the slight
dc.iation from linearity of the distribution indicates the small value of J
ca.sed by recombination in the base region.

7.4.2 Evaluation of the Terminal Currents

Having solved for the excess hole distribution in the base region, we can
aluate the emitter and collector currents from the g'-adient of the hole con-

centration at each depletion region edge. From Eq. (4-22b) we have

dp(x)
(7-15)F(x,,) = —qAD dx
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Figure 7-7
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This expression evaluated at x. = 0 gives the hole component of the emit-
ter current.

'Ep =	 = 0) = qA(C2 - Cl)	 (7lo)
LP

Similarly, if we neglect the electrons crossing from collector to base in the col-
lector reverse saturation current, I,- is made up entirely of holes entering the
collector depletion region from the base. Evaluating Eq. (7-15) at x. = Wb we
have the collector current

	

jc = I(x,, = WI,) = qA 
D
- (C2e'	 - C l e w '")	 (7-17)
LP

When the parameters C1 and C2 are substituted from Eqs. (7-13), the er ' .-t-
ter and collector currents take a form that is most easily written in terms of
hyperbolic functions:

D	 pE(ew"L, + e_W) - 2Pc
'Ep = qA-j-	

'IL,  - e"

	

'Ep qA(IpEctflhf - APccsch?)	
(7-I8a)

D(	 W1,	 Wb'\
ic = qA-jJ\ZPE	

L
	csch - - PcCt11h7j	 (7- 18b)

Now we can obtain the value of Is by a current summation, noting that the
sum of the base and collector currents leaving the device must equal the

	

emitter current entering. If 'E 'Ep for -'y	 1,
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I W,	 w
'fi 'E - ic =	 + pctnh.	- csch -, -
 -LP	 P	 P

D4	 Wbl
'B = q47	 + Pc) tanh	 (7-19)

pL	 pJ

By using the techniques of Chapter 5 we have evaluated the three ter-
oinal currents of the transistor in terms of the material parameters, the base

width, and the excess concentrations AP E and 1Pc. Furthermore, since these
excess concentrations are related in a straightforward way to the emitter ar
collector junction bias voltages by Eq. (7-8), it should be simple to evaluate
the transistor performance under various biasing conditions. It is important
to note here that Eqs. (7-18) and (7-19) are not restricted to the case of the
usual transistor biasing. For example, Ltp may be -p,, for a strongly reverse-
biased collector, or it may be a significant positive number if the collector is
positively biased. The generality of these equations will be used in Section 7.5
in Gonsidering the application of transistors to switching circuits.

EXAMPLE 7-2	 (a) Find the expression for the current I for the transistor connection
shown if 'y= 1.

(b) How does the current I divide between the base lead and the col-
lector lead'!

SOLUTION	 (a) Since VCB = 0, Eq. (7-8b) gives Apc = 0. Thus from Eq. (7-18a),

JE= =

qAD

	

	 Wb
PE ctnh

E BC

similarly,

(b) I= qAD
	 Wb

APE csch
L

qAD	 w,
'N =

LP

Prtanhjj-
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where i- and I are the components in the collector lead and	 re-
spectively. Note iL.: these results are analogous to those of Proh -	 '.. .-
536 for the narrow hase diode.

7.4.3 Approximc'	 Terminal Currents

The ner:'l equations oi the previous section can he simplified for ti-,:ase
of ncrmal trans..:.  biag, and such simplification allows us to gain :ght
into the current f!'s", For example, if the collector is reverse biased. p• -p,,
from Eq. (7-9b). Furthermore, if the equilibrium hole concentratio -;. is
small (Fig. 7-8a), we can neglect the terms involving Apc. For -y 1, tt. ter-
minal currents reduce to those of Example 7-2:

W,,
qA— 'PE ctnh -	 (7 1ui

Lp	 L,,

W5
qA— APE csch -	 (7-20h)

L

W
qA— PE tanh —i-	 (7 .Uc)

L	 2L

Series expansions of the hyperbolic functions are given in Table7- 1. For
small values of Wh / L,, we can neglect terms above the first order of the ar-
gument. It is clear from this table and Eq. (7-20) that Ic is only slightly small-
er than JE, as expec t -J. The first-order approximation of tanh y is simply y,
so that the base current is

D	 Wh qAW4p

2i,	
(7-21)

LP	 2Lp

Figure 7-8
Approximate ex-
cess hole distribu-
tions in the base:
(a) forward-
biased emitter,
reverse-biased col-
lector; (b) triangu-
lar distribution for
Vç - 0 or for
negligible p,.
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Table. 	 I Expansions of several pertinent hyperbolic functions.

y	 5ysech y	 - + - -

Iyy1Onh = - + - +

I	 y	 7y1
cschy 

i; 	 6	 360
tanhy Y -	 +

The same approximate expression for the base current is found from the diC
ference in the first-order approximations to I t, 	 Ic:

18 = ' f.	 'C

D	 [7 i	 W/L \ 7	 Wb/LIf	 -- + -	 I -	 -	 i	 (7-22)L,	 RW,,/L 	 3 J W hIL P 	 6 1
qAD,,WLp	 qAWhp

-	 2L	 --	 2'r

This expression for '8 accounts for recombination in the base region.
We must include injection into the emitter in many BiT devices, as discussed
in Section 7.4.4.

If recombination in the base dominates the base current, 1B can he ob-
tained from the charge control model, assuming an essentially straight-line
hole distribution in the base (Fig. 7-8b). Since the hole distribution diagram
appears as a triangle in this approximation, we have

qA A PEW b 	 (7-23)

If we consider that this stored charge must be replaced every i seconds and
relate the recombination rate to the rate at which electrons are supplied by
the base current, IR becomes

_ Q qAWp
-'B 	 =2	 (7-24)

which is the same as that found in Eqs. (7-21) and (7-22).
Since we have neglected the collector saturation current and have as-

sumd y = I in these approximations, the difference betweec 'F and i is ac-
cou.ied for by the requirements of recombination in the base. In Eq. (7-24)
we have a clear demonstration that the base current is reduced for sm;cJl W.
and 'arge T, We can increase T. by using light doping in the base region,
which of course also improves the emitter injection efficiency.

straight-line approximation of the excess hole trihution (Fig. 7-8)
is fairly accurate in calculating the base current. On the other hand, it does
not 'ive a valid picture of 1E and Ic. If the distribution we e perfectly straight,
the spe iould be the same at each end of the base region.This would imply
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zero base current, which is not the case. There must be some "droo:" ti :e
distribution, as in the more accurate curve of Fig. 7-7. This slight deviation
from linearity givts steeper slope at x = 0 than at x = Wb, and the 'aluc of

1E is larger than I h: the amount 1 B . The reason we can use the straight-fine
approximtiOfl in the charge control calculation of base current is that the
area under the hole distribution curve is essentially the same in the two cases.

7.4.4 Current Trocr Ratio

The vaiue of 1,E  thus far in this section is more properly desii.:iat-

ed IE,, since we have assumed that y = 1 (the emitter current due ertireL to
hole injection). Actuaiy, there is always some electron injection across the
forward-biased emitter Junction in a real transistor, and this effect is impor-
tant in calculating the current transfer ratio. It is easy to show that the emit-
ter injection efficiency of a p-n-p transistor can be written in terms of the
emitter and base properties:

+ Lnp 
tanh_-] =I 

+]
(7-25)(7-25)

In this equation we use superscripts to indicate which side of the emitter-base
junction is referred to. For example, L is the hole diffusion length in the

n-type base region and p4 is the electron mobility in the p-type emitter- re-
gion. In an n-p-n the superscripts and subscripts would be changed along
with the majority carricr symbols. Using Eq. (7-20a) for 'Ep. and Eq. (7-20b)

for I, the base transport factor B is

I	 csch W b/LP	Wb
B= —=	 =sech - -	 (7-26)

'Ep ctnh W b/LP	L

and the current transfer ratio cx is the product of B and -y as in Eq. (7-3).

Assume that a p-n-p transistor is doped such that the emitter doping is ten EXAMPLE 7-3
times that in the base, the minority carrier mobility in the emitter is one-half
that in the base, and the base width is one-tenth the minority carrier diffusion
length. The carrier lifetimes are equal. Calculate cx and 3 for this transistor.

From Eqs. (7-25) and (7-26), we have 	 SOLUTION

	

W,	 W1
cx = By = cosh	 +L	 ,, sinh - 

j

	

P	 nPplp	 p

Using the values given, and taking L/L =	 for equal lifetimes.

a = [cch0.1 + \/(0.1)(0.5)sinh0.11

= [1.005 1 00707(0.l))]H	 0.988
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find 0 from Eq. (T-6):

=82
- a

Thus an incremental change in 'B causes a significant change in I.

7.5	 the expressions derived in Section 7.4 describe the terminal currents of the
GENERALIZED transistor, if the device geometry and other factors are consistent with the as

BIASING sumptions. Real transistors may deviate from these approximations, as vi,--
shall see in Section 7.7. The collector and emitter junctions may differ in area,
saturation current, and other parameters, so that the proper description of the
terminal currents may be more complicated than Eqs. (7-18) and (7-19) sug-
gst. For example, if the roles of emitter and collector are reversed, these
,_,,rations prcict that the behavior of the transistor is symmetrical. Real
ti a.sistors, on the other hand, are generally not symmetrical between e.-nit-
ter and collector. This is a particularly important consideration when the
transistor is not biased in the usual way. We have discussed normal biasing
(sometimes called the normal active mode), in which the emitter junction is
forward biased and the collector is reverse biased. In some applications, par-
ticularly in switching, this normal biasing rule is violated. In these cases it is
important to account for the differences in injection and collection proper-
ties of the two junctions. In this section we shall develop a generalized ap-
proach which accounts for transistor operation in terms of a coupled-diode
model, valid for all combinations of emitter and collector bias. This model in-

'tves four measurable parameters that can be related to the geometry and
material properties of the device. Using this model in conjunction with the
charge control approach, we can describe the physical operation of a tran-
sistor in switching circuits and in other applications.

7.5.1 The Coupled-Diode Mode'

If Vie collector junction of a transistor is forward bi,ed, we cannot neglect
instead, we must use a more general hole distribution in the base re-

gion. Figure 7-9a illustrates a situation in which the emitter and collector
junctions are both forward biased, so that APE and are positive numbers.
We can handle this situation with Eqs. (7-18) and (7-19) for the symmetrical
transistor. It is interesting to note that these equations can be considered as
linear superpositions of the effects of injection by each junction. For exam-
ple, the straight line hole distribution of Fig. 7-9a can be broken into the two
components of Figs. 7-9b and 7-9c. One component (F. 7-9b) accounts for
the oles injected by the emitter and collected by the. ccALctor. We can call
the resulting currents (ZEN and ICN) the normal mode components, since they
are cue ' injection from emitter to collector. The component of the hole dis-
tribution ilustrated by Fig. 7-9c results in currents 1E, and 1c ' which describe
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bp	 6P

PE	 PL L

Ll

H
\
2,.

(a)

injection in the invc:rcd mode of injection from collector to emitter. 3 Of
course, these inverted components will be negative, since they account for
hole flow opposite to our original definitions of 'F and It-.

For the symmetrical transistor, these various components are described
by Eqs. (7-18). Defining a (qAD)L) ctnh (W,)L) and It (qAD/L) csh

(WbILP ), we have

	

= apf and '(N bpF with Apc = 0	 (7-27a)

	

'El = —bipc and Ic, = — apc with ApE = 0	 (7 27b)

The four components are combined by linear superposition in Eq. (7-18):

If = 'EN + 'El = apE - bp

=	 - 1) - B(egT - 1)	 (7-28a)

'C = 'CN +Ic, = bpE - a.pp

= B(eT - 1) - A(e1T - 1)	 (7-28b)

where A ap and B =_ bp,,.
We can see from these equations that a linear superposition of the

normal and inverted components does give the result we derived previous-
ly for the symmetrical transistOr. To be more general, however, we must re-
late the four components of current by factors which allow for asymmetry
in the two junctions. For example, the emitter current in the normal mode
an be written

IIN = fs(e '' - 1), APC = 0	 (7 29)

where IEs is the magnitude of the emitter saturation current in the normal mode.
Since we specify Ap t, = 0 in this mode, we imply that V 8 = 0 in Eq. (7-8b) Thus
we shall consider IEs to be the magnitude of the emitter saturation current with

'Here the woi is emitter and collelor refer to physical regions of the device rather than to the hnctrons of
inje,ctiori and collection of holes.
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Figure 7-9
Evaluation of a
hole distribution in
terms of compo-
nents due to nor-
mal and inverted
modes: (a) ap-
proximate hole
distribution in the
base with emitter
and collector junc-
tions forward
biased; (b) com-
ponent due to in-
jection and
collection in the
normal mode; (c)
component due to
the inverted
mode.
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X,

(b)
	

(c)
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the collector junction short circuited. Similarly, the collector current in the in-
verted niode is

'ci = _Icc(e' iT - 1), Ap, = 0	 (7-30)

where lc5 is the magnitude of the collector saturation current with VEB = 0.

As before, the minus sign associated with 1(7 simply means that in the in-
verted mode holes are injected opposite to the defined direction of It-.

The corresponding collected currents for each mode of operation can
be written by defining a new a for each case

'CN = aN! EN	 a,y15(e	 1)	 (7-3, 1 a)

'El = a/Ic! = _aJcs(e T - 1)	 (7-31b)

where a N and a are the ratios of collected current to injected current in each
rnodeWe n.tice that in the inverted mode the injected current is 'c and the
collected current is la,.

The total current can again be obtained by superposition of the com-
ponents:

IE = 'EN + 'El = 1 ESV e '	 1) - a 1 ! cs(e	 kT - i)	 (7-32a)

'C = 'CN + 'Cl = aN ! Es( 1r 	 1) Ic(eTj)j (732b)

These relations were derived by J.J. Ebers and J.L. Molt and are re-
ferred to as the Ebers-Moll equations.4 While the general form is the same
as Eqs. (7-28) for the symmetrical transistor, these equations allow for vari-
ations in lEs, lc' a 1, and aN due to asymmetry between the junctions. Al-
though we shalt not prove it here, it is possible to show by reciprocity
arguments that

	

aN! ES = ,'cs	 (7-33)

uven for nonsymmetrical transistors.
An interesting feature of the Ebers-Moli cquations is that 'E and I

eu.: described by terms resembling diode t.eiations ('EN and IcJ, plus terms
w.ich provide coupling between the properties of the emitter and uollector
(I n, and leN). This coupled-diode property is illustrated Fw the equivalent cir-
cuit of Fig. 7-10. In this figure we take advantage of Eq. (7-8) to write the
Ebers-Moll equations in the form

Ebers and J.L Mall, "Large-Signal Behavior of Junction Transistors.' 	 '.w igs of the IRE 42,

pp. 1761 -72 (December 1954). In the original paper and in many texts, the terminal currents are all de-
05 Rowing into the transistor. This introduces minus signs into the exp'essions for I, and i as we have

s34opd them here.
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Figure 7-10
An equivalent cir-
cuit synthesizing
the Ebers-Moll
equations.

APE- a) 'ES	 (1 - 'r i) 'CS
N

Bipolar Junction Transistors

IE	
PE	 Pc 'ES=	 - c i Ics	 =	 PL csNPC)	 ç7-33)

P	 p,	 p,

'C = O'N'ES	 'CS 
a-Pc	 ICS

=	 ((XJPE - Pc)	 (7-34b)
N	 P.	 p,

It is often useful io relate the terminal currents to each other as well as
to the saturation cu.-rents. We can eliminate the saturation current from the
coupling term in er part of Eq. (7-32). For example, by multiplying Eq. (7-32a)
by aw and subtracting the resulting expression from Eq. (7-32h), we haw

= aI - (1 - va,)1cs (e T - 1)	 (7 •)

Similarly, the emitter current can be written in terms of the collector cuiTct:

=	 + (1 -	 - 1)	 (7- ())

The terms (1 -- D./,a,)1(-5 and (1 - css,)JES can he abbreviated as Icr, and 'EC
respectively, where Ico is the magnitude of the collector saturation current
with the emitter junction open YE = 0), and 'Eu is the magnitude of the emit
ter saturation Current with the collector open. The Ebers-Moll equation
then become

cs/Ic + J0(eIT - 1) I	 (7-37a)

JC = aNIE -	 - 1)	 (7-37b)

and the equivalent circuit is shown in Fig. 7-1a. In this form the equations
describe both the emitter and collector currents in terms of a simple diode
characteristic plus a Current generator proportional to the other Current. For
example, under normal biasing the equivalent circuit reduces to the form
shown in Fig. 7-lib. The collector current is (x,v times the emitter current p
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Figure 7-11
Equivalent circuits
of the transistor in
terms of the termi-

nal currents and
the open-circuit

saturation cur-
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of Eqs. (7-37); (b)
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with normal bias-
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with normal
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(b)

the collector saturation current, as expected. The resulting collector charac-
teristics of the transistor appear as a series of reverse biased diode curves, dis-
placed by increments proportional to the emitter current (Fig. 7-1 lc).

7.5.2 Charge Control Analysis

The charge control approach is useful in analyzing the transistor terminal
currents, particularly in 4-c applications. Consiueations of transit time ef-
fects and charge storage are revealed easily by this method. Following the
teJmiques of the previous section, we can separaie an arbitrary excess hole
diribution in the base into the normal and inverted distributions of Fig. 7-9The
cb;rge stored in the normal distribution will be called QN and the charge
under the inverted distribution will be called Q1 . Then we can evaluate the

currents for the normal and inverted modes in terms of these stored charges.
For example, the collected current in the normal mode 'CN is simply the

charge Q divided by the mean time required for this charge to he collect-
Tis time is the transit time for the normal mode On the other hand,

1tc emitter current must support not only the rate of charge collection by the
collector but also the recombination rate in the base QviIp v. Here we use a

so; :script N with the transit time and lifetime in the normal mode in contrast
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to the inverted mode, to allow for possible asymmetries due to imh:lan.: in
the transistor structure. With these definitions, the normal components of
current become

QN\
' 'E	

Q	 Q ,-	 (7-')

	

TINT1\ 	Tp

Similarly, the inverted components are

QIQI QI
'El =	 ' 'C/	 -	 ( 7-h)

T,;

where the I subscripts on the stored charge and on the transit and reco:hi-
nation times designate the inverted mode. Combining these equations ; in
Eq. (7-32) we have the teiminal currents for general biasing:

(1	 1'\	 Q, (7-39a)
(TIN	 TpNJ	 'r

I c =	 — Q1(-- +	 ( 7-39b)
ON 	I
T/N	 T,j	 Tp!

It is not difficult to show that these equations correspond to the Ebers-Moll
relations [Eq. (7-34)], where

TPN

TIN + T,,+

=	 +, Ics = q (i + I)	 (7-40)TI N	 TpN	 \T,j	 Tfl/

QN = qN, APL 	 Qi = q1 
Pc—N

The base current in the normal mode supports recombination, and the
base-to-collector current amplification factor 3v takes the form predicted
by Eq. (7-7):

(7-41)TPN	 I.,,	 T,,

This expression fo	 is also obtained from a ,.J(1 - c). Similarly. 'DI is Q,I,.,
and the total base current is

(7-42)
TpS	 Tj

This expression for the base current is substantiated by It - i from Eq. (7-39).
The effects of time dependence of stored charge can he included in

these equations by the methods introduced in Section 5.5.1. We can include
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the proper dependencies by adding a rate of change of stored charge to each
of the in!ectiOfl currents 'EN and !:

	

= QN( - +	 -	 +	 (7-43a)
T,N	 TPNJ	 'r, 1 	 di

QN (1 	 i\ dQ,
(7-43b)

'TI N 	 \'T,f	 Tp/)	 di

QNQI dQN dQ,
(7_4c)

tpN	 ¶pJ	 di	 di

We shall return to these equations in Section 7.8, when we discuss the use of
transistors at high frequencies.

7.6 h i switching operation a transistor is usually controlled in two conduction
SWITCHING stes, which can be referred to loosely as the "on" state and the "off" state.

Ideally, a switch should appear as a short circuit when turned on and an open
circuit when turned off. Furthermore, it is desirable to switch the device from
one state to the other with no lost time in between. Transistor , do iot fit this
ideal description of a switch, but they can serve as a useful approximation in
practical electronic circuits. The two states of a transistor in switching can be
seen in the simple common-emitter example of Fig. 7-12. I n this figure the
collector current ic is controlled by the base current i B over most of the
family of characteristic curves. The load line specifies the locus of allowable

Figure 7-12
Simple switching
circuit for a tran-

sistor in the
common-emitter

configuration: (a)
biasing circuit; (b)

collector charac-
teristics and load

line for the circuit,
with cutoff and

saturation
indicated.
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E	 40VT

e s

 10V

(a)

0.1 mA
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0Ljn
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0
0	 20	 40

"CE (V)

(b)

100 kIt
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- VCE) points for the circuit, in analogy with Fig. 6-2. If i8 is such that the
operating point lies somewhere between the two end points of the load line
(Fig. 7-12b), the transistor operates in the normal active mode. That is, the
emitter junction is forward biased and the collector is reverse biased, with a
reasonable value of i8 flowing out of the base. On the other hand, if the base
current is zero or negative, the point C is reached at the bottom end of the load
line, and the collector current is negligible. This is the "oft" state of the tran-
sistor, and the device is said to be oper2ing. in the cutoff regime. If the base
current is positive and sufficiently large, the dc ice is driven to the saturation
regime, marked £ This is the "on" state of the transistor, in which a large value
Of ic flows with only a very small voltage drop vCE. As we shall see below, the
beginning of the saturation regime corresponds to the loss of reverse bias
across the collector junction. In a typical switching operation the base cur-
rent swings from positive to negative, thereby driving the device from satu-
ration to cutoff, and vice versa. In this section we shall explore the nature of
conduction in the cutoff and saturation regimes; also we shall investigate the
factors affecting the speed with which the transistor can he switched between
the two states.

7.6.1 Cutoff

If the emitter junction is reverse biased in the cutoff regime (negative i5), we
can approximate the excess ho!e concentrations at the edges of the reverse-
biased emitter and collector junctions as

(7-44)
p,,	 p,,

which implies p(x,,) = 0. With a straight-line approximation, the excess hole
distribution in the base appears constant at -p a, as shown in Fig. 7-13a. Ac-
tually, there will be some slope to the distribution at each edge to account for
the reverse saturation current in the junctions, but Fig. 7-13a is approximately
correct. The base current is can be approximated for a symmetrical transis-
tor on a charge storage basis as -qApW,,/T. In this calculation a negative ex-
cess hole concentration corresponds to generation in the same way that a
positive distribution indicates recombination. This expression is also obtained
by applying Eq. (7-44) to Eq. (7-19) with an approximation from Table 7-1.
Physically, a small saturation current flows from n to p in each reverse-biased
junction, and this current is supplied by the base current is (which is nega-
tive when flowing into the base of a p-n-p device according to our defini-
tions). A more general evaluation of the currents can be obtained from the
Ebers-Moll equations by applying Eq. (7-44) to Eq. (7-34):

iE = IES + a1! CS = - (1 - cZN)JES	 (7-45a)

iC =	 + ICS= (1 - a,)Jcs	 (7-45b)

is = iE - = -(1 - aN)IES - ( 1 - ai)Ics	 (7-45c)
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Figure 7-13
The cutoff regime
of a p-n-p transis-

tor: (a) excess
hole distribution in

the base region
with emitter and

collector lunclions
reverse biased;

(b) equivalent cir-
cuit correspond-

ing to Eq. (7-45).

op

0

PE = P,

p(x,,)= I)

(a)	 (b)

If the short-circuit saturation currents lEs and J-s are small and uN and a1

are both near unity, these Currents will he negligible and the cutoff regime will
closely approximate the "off" condition of an ideal switch, The equivalent
circuit corresponding to Eq. (7-4) is illustrated in. Fig. 7-13b.

7.6.2 Saturation

The saturation regime begins when the reverse bias across the collector junc-
tion is reduced to zero, and it continues as the collector becomes forward bi-
ased. The excess hole distribution in this case is illustrated in Fig. 7-14. The
device is saturated when p, - 0, and forward bias of the collector junction
(Fig. 7-14b) leads to a positive Apc, driving the device further into Saturation.
With the load line fixed by the battery and the 5-kfl resistor in Fig. 7 12, sat-
uration is reached by increasing the base current i. We can see how a large
value of i8 leads to saturation by applying the reasoning of charge control to
Fig. 7-14. Since a certain amount of stored charge is required to accommo-
date a given i8 (and vice versa), an increase in i calls for an increase in the
area under the p(x) distribution.

In Fig. 7-14a the device has just reached Saturation, and the collector
junction is no longer reverse biased. The implication of this condition for the
circuit of Fig. 7-12 is easy to state. Since the emitter junction is forward bi-
ased and the collector junction has zero bias, very little voltage drop appears
across the device from collector to emitter. The magnitude of - vcL is only a
fraction of a volt. Therefore, almost all of the battery voltage appears across
the resistor, and the collector current is approximately 40 V/5 kfl = 8 mA. As
the device is driven deeper into saturation (Fig. 7-14b), the collector current
stays essentially constant while the base current increases. In this saturation
condition the transistor approximates the ':on" state of an ideal switch.
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ositive)

hp	 Apt

ap Figure 7-14
Excess hole distri-
bution in the base
of a saturated
transistor: (a) the
beginning of satu-
ration; (b) oversat-
urotion.
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Whereas the degree of "oversaturation" (indicated by the shaded area
in Fig. 7-14b) does not affect the value of ic significantly, it is important in de-
termining the time required to switch the device from one state to the other.
For example, from previous experience we expect the turn-off time (from
saturation to cutoff) to be longer for larger values of stored charge in the
base. We can calculate the various charging and delay times from Eq. (7-43).
Detailed calculations are somewhat involved, but we can simplify the prob-
lem greatly with approximations of the type used in Chapter 5 for transient
effects in p-n junctions.

7.6.3 The Switching Cycle

The various mechanisms of a switching cycle are illustrated in Fig. 7-15. If
the device is originally in the cutoff condition, a step increase of base cur-
rent to 'B causes the hole distribution to increase approximately as illus-
trated in Fig. 7-15b. As in the transient analysis of Chapter 5, we assume for
simplicity of calculation that the distribution maintains a simple form in
each time interval of the transient. At time r,, the device enters saturation,
and the hole distribution reaches its final state at t2. As the stored charge
in the base Qb increases, there is an increase in the collector current ic. The
collector current does not increase beyond its value at the beginning of
saturation :, however. We can approximate this saturated collector current
as Ic = EccIRL , where Ecc is the value of the collector circuit battery and
RL is the load resistor (I 8 mA for the example of Fig. 7-12). There is
an essentially exponential increase in the collector current while Q,, rises
to its value Q,, at r,; this rise time serves as one of the limitations of the
transistor in a switching application. Similarly, when the base current is
switched negative (e.g.. to the value —'B), the stored charge must be with-
drawn from the base before cutoff is reached. While Qb is larger than Q
the collector current remains at the value It. , fixed by the battery and re-
sistor. Thus there is a storage delay time td after the base current is switched
and before ic begins to fall toward zero. After the stored charge is reduced
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Figure 7-15
Switching effects

in a common-
emitter transistor
circuit: (a) circuit

diagram; (b)
approximate

hole distributions
in the base
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from cutoff to
saturation; (c)
base current,
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current during
a turn-on and a

turn-off transient.
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below Q,, i- drops exponentially with the characteristic fall time. Once the
stored charge is withdrawn, the base current cannot be maintained any
longer at its large negative value and must decay to the small cutoff value
described by Eq. (7 45c).

7.6.4 Specifications for Switching Transistors

We can determine t and td by solving for the time-dependent base current.
'B(t) given by an expression similar to Eq. (5-47). We must also not neglect
the charging time of the emitter junction capacitance in going from cutoff to
saturation. Since the emitter junction is reverse biased in cutoff, it is neces-
sary for the emitter space charge layer to be charged to the forward bias con-
dition before collector current can tlow.Therefore, we should include a delay
time td as in Fig. 7-16 to account for this effect. Typical values of td are given
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Ic	 td - Delay	 while junction
capaciicis chargingJ	 - Rise time from 0.1 -091.

0.9' 	 - Fall time from O9-O.lIc
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Figure 7-16
Collector current
during switching
transients, includ-
ing the delay time
required for
charging the junc-
tion capacitance;
definitions of the
rise time and fall
time.

in the specification information of most switching transistors, along with a rive
time t, defined as the time required for the collector current to rise from 10
to 90 per cent of its final value. A third specification is the fall time if required
for ic to fall through a similar fraction of its turn-off excursion.

The approach we have taken in analyzing the properties of transistors has in-
volved a number of simplifying assumptions. Some of the assumptions must
be modified in dealing with practical devices. In this section we investigate
some common deviations from the basic theory and indicate situations in
which each effect is important. Since the various effects discussed here involve
modifications of the more straightforward theory, they are often labeled "sec-
ondary effects." This does not imply that they are unimportant; in fact, the ef-
fects described in this section can dominate the conduction in transistors
under certain conditions of device geometry and circuit application.

In this section we shall consider the effects of nonuniform doping in
the base region of the transistor. In particular, we shall find that graded dop-
ing can lead to a drift component of charge transport across the base, adding
to the diffusion of carriers from emitter to collectorWe shall discuss the ef-
fects of large reverse bias on the collector junction, in terms of widening the
space charge region about the junction and avalanche multiplication. We
shall see that transistor parameters are affected at high current levels by the
degree of injection and by heating effects. We shall consider several structural
effects that are important in practical devices, such as asymmetry in the areas
of the emitter and collector junctions, series resistance between the base con-
tact and the active part of the base region, and nonuniformity of injection at
the emitter junction. All these effects are important in understanding the op-
eration of transistors, and proper consideration of their interactions can con-
tribute greatly to the usefulness of practical transistor circuits.

7.7
OTHER

PORTA
EFFECTS



352	 Chapter 7

7.7.1 Drift in the Base Region

The assumption of uniform doping in the base breaks down for implanted junc-
tion transistors which usually involve an appreciable amount of impurity grad-
ing; for example, the implanted transistor of Fig. 7-5 has a doping profile similar
to that sketched in Fig. 7-17. In this example there is a fairly sharp discontinuity
in the doping profile, when the donor concentration in the base region becomes
smaller than the constant p-type background doping in the collector. Similarly,
the emitter is assumed to be a heavily doped (p) shallow region, providing a sec-
ond rather sharp boundary for the base. Within the base region itself, however,
the net doping concentration (Nd - N, = N) varies along a profile which de-
creases from the emitter edge to the collector edge. The most likely doping dis-
tribution in the base is a portion of a gaussian (see Section 5.1.4); however, we
can clearly see the effect of an impurity gradient by assuming for simplicity that
N(,) varies exponentially within the base region (Fig. 7-17b).

One important result of a graded base region is that a built-in electric
field exists from emitter to collector (for a p-n-p), thereby adding a drift com-
ponent to the transport of holes across the base. We can demonstrate this ef-
fect very simply by considering the required balance of drift and diffusion in
the base at equilibrium. If the net donor doping of the base is large enough
to allow the usual approximation n(x,,) N(,,), the balance of electron drift
and diffusion currents at equilibrium requires

qAp,,N(x)(x,,) + qAD,, dN(x,,) ()
dx,,

(7-46)

Figure 7--17
Graded doping in
the base region of
a p-n-p transistor:
(a) typical doping

profile on a
seniilog plot; (b)

approximate
exponential distri-

bution of the
net donor con-

centration in the
base region on a

linear plot.

Therefore, the built-in electric field is

D,,	 1	 dN(x,,)

,, N(x,,)	 dx,,

	

17	 AIi 
N\\

N (background)
\

X

(a)

kT	 1	 dN(x,,)

q N(x,,) dx,,
(7-47)

N = Nd

	

N(0)	

N(Wb)

	

0	 Wt,	 x,,

(b)
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For a doping profile N'x,,) that decreases in the positive x,-direction, this
field is positive, directed from emitter to collector.

For the example of an exponential doping profile, the electric field
'(x) turns out to be constant with position in the base. We can represent an
exponential distribution as

N(x,,) = N(0)e W '6 where 
a N(0)

In 
N(Wb) (7-48)

Taking the derivative of this distribution and substituting in Eq. (7-47), we
obtain the constant field

ki' a= ----	 (749)

Since this field aids the transport of holes across the base region from
emitter to collector, the transit tiiie Tt is reduced below that of a compara-
ble uniform base transistor. Similarly, electron transport in an n-p-n is aided
by the built-in field in the base. This shortening of the transit time can be
very important in high-frequency devices (Section 7.8.2). Another approach
for obtaining a built-in field is to vary the alloy composition x (and therefore
Eg) in a base made of an alloy such as SiGe or InGa 1 As. We will dis-
cuss this further in Section 7.9.

7.7.2 Base Narrowing

In the discussion of transistors thus far, we have assumed that the effective
base width Wb is essentially independent of the bias voltages applied to the
collector and emitter junctions. This assumption is not always valid; for ex-
ample, the p-n-p transistor of Fig. 7-18 is affected by the reverse bias ap-
plied to the collector. If the base region is lightly doped, the depletion region
at the reverse-biased collector junction can extend significantly into the
n-type base region. As the collector voltage is increased, the space charge
layer takes up more of the metallurgical width of the base Lb, and as a result,
the effective base width Wb is decreased. This effect is variously called base
narrowing, base-width modulation, and the Early effect after J.M. Early, who
first interpreted it. The effects of base narrowing are apparent in the collec-
tor characteristics for the common-emitter configuration (Fig. 7-18b). The de-
crease in Wb causes 0 to increase. As a result, the collector current Ic increases
with collector voltage rather than staying constant as predicted from the sim-
ple treatment. The slope introduced by the Early effect is almost linear with
Ic' and the common-emitter characteristics extrapolate to an intersection
with the voltage axis at VA , called the Early voltage.

For the p-n-p device of Fig. 7-18 we can approximate the length I of
the collector junction depletion region in the n material from Eq. (5-23b)
with V0 replaced by V0 - Vc8 and VcB taken to be large and negative:
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Wh = - I

(a)
	 (b)

Figure 7-8
The effects of base narrowing on the characteristics of a p-n-p t transistor: (a) decrease in the effective
base width as the reverse bias on the collector junction is increased; (b) common-emitter characteristics
showing the increase in I, with increased collector voltage. The black lines in (b) indicate the extrapola-
tion of the curves to the Early voltage VA.

= (2eVc ) 12	 (7--50)
\ qNa 

If the reverse bias on the collector junction is increased far enough, it
is possible to decrease Wb to the extent that the collector depletion region es-
sentially fills the entire base. In this punch-through condition holes are swept
directly from the emitter region to the collector, and transistor action is lost.
Punch-through is a breakdown effect that is generally avoided in circuit de-
sign. In most cases, however, avalanche breakdown of the collector junction
occurs before punch-through is reached. We shall discuss the effects of
avalanche multiplication in the following section.

In devices with graded base doping, base narrowing is of less impor-
tance. For example, if the donor concentration in the base region of a p-n-p
increases with position from the collector to the emitter, the intrusion of the
collector space charge region i nto the base becomes less important with in-
creased bias as more donors are available to accommodate the space charge.

7.7.3 Avalanche Breakdown

Before punch-through occurs in most transistors, avalanche multiplication at the
collector junction becomes important (see Section 5.4.2). As Fig. 7-19 indicates,
the collector cur) ent increases sharply at a well-defined breakdown voltage
B V 0 for the cornT1on-base configuration. For the common-emitter case, how-
ever, there is a strong influence of carrier multiplication over a fairly broad
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I C 	 'C

----- -vCB	
/	 -VCE

B VC6O	 BVCEO

(a)	 (b)

range of collector voltage. Furthermore, the breakdown voltage in the com-
mon-emitter case B VCEO is significantly smaller than B VC8Q . We can under-
stand these effects by considering breakdown for the condition 4 = 0 in the
common-base case and for 18 = 0 in the common-emitter case. These conditions
are implied by the 0 in the subscripts of B VCEO and BV 80. In each case the ter-
minal current Ic is the current entering the collector depletion region multi-
plied by the factor M. Including multiplication due to impact ionization,
Eq.(7-37b) becomes

IC (aI + 1c0)M = (aNJE + ') 1
 - (V8c/BV80)" (7-51)

where for M we have used the empirical expression given in Eq. (5-44).
For the limiting common-base case of IF = 0 (the lowest curve in Fig.

7-23a), ic is simply MI 0, and the breakdown voltage is well defined, as in
an isolated junction. The term B VCBO signifies the collector junction break-
down voltage in common-base with the emitter open. In the common-emitter
case the situation is somewhat more complicated. Setting 'B 0, and there-
fore, I = ZE in Eq. (7-51), we have

IC	 MI0

= 1 - MaN	
(7-52)

We notice that in this case the collector current increases indefinitely when
Ma,,, approaches unity. By contrast, M must approach infinity in the common-
base case before BV 50 is reached. Since aN is close to unity in most tran-
sistors, M need be only slightly larger than unity for Eq. (7-52) to approach
breakdown. Avalanche multiplication thus dominates the current in a common-
emitter transistor well below the breakdown voltage of the isolated collector
junction. The sustaining voltage for avalanching in the common-emitter case
BVCEO is therefore smaller than BV80.

We can understand physically why multiplication is so important in
the common-emitter case by considering the effect of M on the base cur-
rent. When an ionizing collision occurs in the collector junction depletion

Figure 7-19
Avalanche break-
down in a transis-
tor: (a)
common-base
configuration; (b)
common-emitter
configuration.
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region, a secondary hole and electron are created. The primary and cec-
ondary holes are swept into the collector in a p-n-p, but the electron is
swept into the base by the junction field. Therefore, the supply of elec-
trons to the base is increased, and from our charge control analysis we
conclude that hole injection at the emitter must increase to maintain space
charge neutrality. This is a regenerative process, in which an increased in-
jection of holes from the emitter causes an increased multiplication cur-
rent at the collector junction; this in turn increases the rate at which
secondary electrons are swept into the base, calling for more hole injection.
Because of this regenerative effect, it is easy to understand why the mul-
tiplication factor M need be only slightly greater than unity to start the
avalanching process.

7.7.4 Injection Level; Thermal Effects

In discussions of transistor characteristics we have assumed that a and 3 are
independent of carrier injection level. Actually, the parameters of a practical
transistor may vary considerably with injection level, which is determined
by the magnitude of 'F Or I,. For very low injection, the assumption of neg-
ligible recombination in the junction depletion regions is invalid (see Section
5.6.2). This is particularly important in the case of recombination in the emit-
ter junction, where any recombination tends to degrade the emitter injec-
tion efficiency -y.Thus we expect that and P should decrease for low values
of I, causing the curves of the collector characteristics to he spaced more
closely for low currents than for higher currents.

As Ic is increased beyond the low injection level range, a and P increase
but fall off again at very high injection.The primary cause of this fall-off is the
increase of majority carriers at high injection levels (see Section 5.6,1). For ex-
ample, as the concentration of excess holes injected into the base becomes large,
the matching excess electron concentration can become greater than the back-
ground n. This base conductivity modulation effect results in a decrease in -y as
more electrons are injected across the emitter junction into the emitter region.

Large values of I may he accompanied by significant power dissipa-
tion in the transistor and therefore heating of the device. In particular, the
product of I- and the collector voitage V- is a measure of the power dissi-
pated at the collector junction. This dissipation is due to the tact that carri-
ers swept through the collector junction depletion region are given increased
kinetic energy, which in turn is given up to the lattice in scattering collisions.
It is very important that the transistor be operated in a range such that
does not exceed the maximum power rating of the device. In devices de-
signed for high power capability, the transistor is mounted on an efficient
heat sink, so that thermal energy can be transferred away from the junction.

If the temperature of the device is allowed to increase due to power dis-
sipation or ther:eal environment, the transistor parameters change.The most
important parameters dependent on temperature are the carrier lifetimes
and diffusion coefficients. In Si or Ge devices the lifetime r increases with
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temperature for most cases, due to thermal reexcitation om recombination
centers. This increase in 'r tends to increase p for the trar..:stor. On the other
hand, the mobility decreases with increasing temperatute in the lattice-
scattering range, varying approximately as T (see Fig. 3-22). Thus from
the Einstein relation, we expect D to decrease as the temperature increas-
es, thereby causing a drop in 0 due to an increasing transit time ;. Of these
competing processes, the effect of increasing lifetime with temperature usu-
ally dominates, and P becomes larger as the device is heated. It is clear from
this effect that thermal runaway can occur if the circuit is not designed to
prevent it. For example, a large power dissipation in the device can cause an
increase in T; this results in a large 0 and therefore a large Ic for a given base
current; the large Ic causes more collector dissipation and the cycle contin-
ues. This type of runaway of the collector current can result in overheating
and destruction of the device.

7.7.5 Base Resistance and Emitter Crowding

A number of structural effects are important in determining the operation
of a transistor. For example, the emitter and collector areas are considerably
different in the implanted transistor of Fig. 7-20a. This and most other struc-
tural effects can be accounted for by differences in ot N, o., and other para-
meters in the Ebers—Moll model. Several effects caused by the structural
arrangement of real transistors deserve special attention, however. One of the
most important of these effects is the fact that base current must pass from
the active part of the base region to the base contacts B. Thus, to be accurate,
we should include a resistance 1b in equivalent models for the transistor to
account for voltage drops which may occur between B and the active part of
the base. Because of rb, it is common to contact the base with the metalliza-
tion pattern on both sides of the emitter, as in Fig. 7-20c.

If the transistor is designed so that the n-type regions leading from the
base to the contacts are large in cross-sectional area, the base resistance rb
may be negligible. On the other hand, the distributed resistance rb along the
thin base region is almost always important. 5 Since the width of the base be-
tween emitter and collector is very narrow, this distributed resistance is usu-
ally quite high. Therefore, as base current flows from points within the base
region toward each end, a voltage drop occurs along rb. In this case the for-
ward bias across the emitter-base junction is not uniform, but instead varies
with position according to the voltage drop in the distributed base resistance.
In particular, the forward bias of the emitter junction is largest at the corner
of the emitter region near the base contact. We can see that this is the case
by considering the simplified example of Fig. 7-20e. Neglecting variations in
the base current along the path from point A to the contact B, the forward
bias of the emitter junction above point A is approximately

T6 distributed resistance r is often coiled the hose spreading resistance
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Figure 7-20
Effects of a base
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VEA = VEB - Ia(RAD + RDB)	 (7-53)

Actually, the base current is not uniform along the active part of the base
region, and the distributed resistance of the base is more complicated than
we have indicated. But this example does illustrate the point of nonuniform
injection. Whereas the forward bias at A is approximately described by Eq.
(7-53), the emitter bias voltage at point D is

VET, - VEB jBj? nil	 (7-54)

which can be significantly closer to the applied voltage VLB.

Since the forward bias is largest at the edge of the emitter, it follows that
the injection of holes is also greatest there. This effect is called emitter crowd-
ing, and it can strongly affect the behavior of the device. The most impor-
tant result of emitter crowding is that high-injection effects described in the
previous section can become dominant locally at the corners of the emitter
before the overall emitter current is very large. In transistors designed to
handle appreciable current, this is a problem which must be dealt with by
proper structural design. The most effective approach to the problem of emit-
ter crowding is to distribute the emitter current along a relatively large emit-
ter edge, thereby reducing the current density at any one point. Clearly, what
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is needed is an emitter region with a large perimeter compared with its area.
A likely geometry to accomplish this is a long thin stripe for the emitter, with
base Contacts on each side (Fig. 7--20b and c). With this geometry the total
emitter current 'E is spread out along a rather long edge on each side of the
stripe. An even better geometry is several emitter stripes, connected electri-
cally by the metallization and separated by interspersing base contacts (Fig.
7-21). Many such thin emitter and base contact "fingers" can be interlaced
to provide for handling large current in a power transistor. This is often called
very descriptively an interdigitated geometry.

7.7.6 Gummel-Poon Model

The Ebers-Moll model runs into problems if a high degree of accuracy is re-
quired for very small BJTs, or where second order effects become impor-
tant.The Gurnmel-Poon model, which is a charge control model, incorporates
much more physics. We present a simplified version of the model here.

As discussed in Section 7.7.1, for typical graded doping profiles in the
base, there is a built-in electric field that causes drift of minority carriers in
the same direction they are diffusing from emitter to collector. This forms the
starting point for the derivation of the Gummel-Poon model. As mentioned
in Section 7.7.1, this electric field aids the motion of the minority carriers in
the base, so the current can be written as

'Ep = qAp(x,,) - qAD

	

	 (755)
dx,,

We can replace the electric field in the base in Eq. (7-55) by the expression
in Eq. (7-47). assuming n(x,,) = N,(x,,)
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Figure 7-2
An interdigitoted
geometry to com-
pensate for the ef-
fects of emitter
crowding in a
power transistor:
(a)cross section;
(b)top view of im-
planted regions;
(c)top view with
metallized con-
tacts. The metal
interconnections
are isolated from
the device by an
oxide layer ex-
cept where they
contact the appro-
priate base and
emitter regions at
"windows" in the
oxide.
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IEPqAp,,
(-kT 1 dn qAD dp

—=	
-	

-

qAD	 dp	
(7-56)

= n ( dn + n dx
—)

where the Einstein relation is used. We recognize the expression in paren-
thesis as the derivative of the pn product.

-qAD d(pn)
'Ep =	

( 7-57a)

	

n	 dx,, 

= d(pn)	
(7-57b)

qAD	 dx,,

We integrate both sides of Eq. (7-57b) from the emitter-base junction (0) to
the base-collector junction (Wb), keeping in mind that the current Ii,, ' flow-
ing from the emitter to the collector is more or less constant in the narrow
base (so that it can be pulled out of the integral).

IEPt

W, ndx	 Wd( n)

= .[ dx,,
dx ,, = p(Wb )n(Wb) - p(0)n(0) (7-58)

qAD 

Now, as described in Sections 5.2.2 and 5.3.2, the pn product changes from the
equilibrium value

	

p  =	 (7-59a)

to the non-equilibrium expression

pn = ne kT = nekT (7-59b)

where the separation of the Fermi levels is determined by the applied bias
across the junction. Applying this to Eq. 7-58, we get

p(W)n(W) = ne
qvca

 kT	 (7-60a)

p(0)n(0) = ne't	 (7-60b)

	

/ qV,	 qV,,

_qAQ4ekT - ew)
(7-61)'Ep =

j ndx,,

We have assumed a constant hole diffusivity in the base, DP . The integral in
the denominator corresponds to the integrated majority carrier charge in the
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base, and is known as the base Guminel number, Q8. in the normal active
mode of operation. where the collector-base junction is reverse biased (VCB
is negative), and the emitter-base junction is forward biased, the emitter hole
current flowing to the collector (which is the dominant current) becomes

qA D,eTr

QR
'Ep =	 ( 7-62a)

We can similarly write the base electron current flowing back into the emitter as

qV,
qA D,,ner

_____-	 (7-62h)
QE

where QE is the integrated majority carrier charge in the emitter, known as
the emitter Gusnmel number. The crux of the Gummel-Pon model is that the
currents are expressed in terms of the net integrated charges in the base and
emitter regions, and can easily handle non-uniform doping. Also, since we
have obtained expressions for 'Ep and 1,,, in terms of Q B and Q, we can write
down BJT parameters such as the emitter injection efficiency y (see Eq. 7-2),
in terms of the Gummel numbers.

We can also modify the Gummel-Poon model to handle several second
order effects such as the Early effect and high level injection in the base, sim-
ply by writing the expression for the base Gummel number, Q8, more pre-
cisely as follows:

çWV)

QB = j	
n(x,,)dx,,	 (7-63)

V)

where we explicitly account for the fact that the integration limits, the base-
emitter junction (x = 0) and the base-collector junction (Wb) are bias de-
pendent. This is, of course, the Early effect (Section 7.7.2).

Furthermore, we see that under high level injection (Sections 5.6.1 and
7.7.4), the integrated majority carrier charge becomes greater than the inte-
grated base dopant charge:

f

w,	 Iw
n(x,jdx,, > J N0(x)dx	 (7-64)

0	 0

Clearly, from Eq. 7-61, this will cause the current from the emitter-to-collector,
to increase less rapidly with emitter-base voltage at high biases. Based

on what we learned in Section 5.6.1 about high level injection in a diode, the
emitter-to-collector current for high level injection in the base increases as
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1 C CC 'Ep cc eT	 (7-.65a)
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On the other hand, because the emitter doping is typically higher than the
base doping, one does not see high level injection effects in the emitter, and
the base current injected into the emitter scales as

qV,

'8 cx 'En cx ekr	 (7-65h)

Hence, for high VER,

qV

1c	 .:cL:!!
13 = - cx - cx e ZkT cx I

e kT

This result shows that the common emitter gain decreases at high in-
jection levels due to excess majority carriers in the base.

The Gummel-Poon model also accounts for generation-recombination
effects in the base-emitter depletion region at low current levels. As discussed
in section 5.6.2, such effects are accounted for by the diode ideality factor,
n. Hence the base current injected into the emitter can be written as

Ig cx I, cx e kT	 (7- 67a)

On the other hand, the generally large emitter current injected into the base -
is not likely to he affected by generation-recombination. Therefore, 	

fr

qV

'Ep cx e 	 (7-67h)

Thus, for low VF8 or low I, the current gain

qV,	 -

IC(1'
Sm

	

13 = -- cx qV cx e kT \ " I cx I	 •)	 (7--ô8)
'8	 ekT

The transistor collector current i and the base current 'B are plotted
on a semi-log scale as a function of VEB in Fig. 7-22a. This is referred to as a
Gummel plot. The current gain 13 is shown as a function of Ic in Fig. 7-22b.
We see the dependence of 13 on Ic in the different bias regions, as described
by the Gummel-Poon model. At low injection levels 13 is degraded by poor
emitter injection efficiency [Eq. (7-8)], and at high currents 13 decreases due
to excess majority charge in the base, which degrades y.



High level
injection

(a)

0a
CV

current

(I,)

VEB

Idea

Slope

Slope —I

log IC

istance

Bipolar Junction Transistors
	 363

7.7.7 Kirk Effect

Figure 7-22
Current-voltage
characteristics of
Bits: (a) Gummel
plot of log of col-
lector and base
currents as a func-
tion of emitter-
base forward
bias; b) d-c com-
mon-emitter cur-
rent gain ('Ic/I8)

as a function of
Ic- For the interme-
diate range, we
have ideal behav-
ior where both 1c
and '8 increase
exponentially with
forward bias with
ideality factor
n - 1, leading
to a current-
independent gain.
For very low for-
ward biases, the
generation-
recombination
(G-R) current in-
creases Is and the
gain drops. For
high forward bias-
es, high level in-
jection effects
cause the tc to in-
crease more slow-
ly (n = 2) than I,
and the gain
drops as 1c:

The current gain drops at high collector currents due to yet another mecha-
nism known as the Kirk effect.This involves an effective widening of the neu-
tral base due to modification of the depletion space charge distribution at the
reverse-biased base-collector junction. This is caused by the buildup of iiio-
bile carriers due to increased current flow from the emitter to the collector.
This is illustrated in Fig. 7-23 for a p-n-p BiT. Notice that the polarity of
these mobile charges adds to the fixed donor charges on the base side of the
base-collector depletion region, but subtracts from the fixed acceptor char.es
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Figure 7-23
Kirk effect: (a)

cross-section of
p-n-p BJT; (b)

space charge dis-
tribution in the

base-collector re-
verse biased junc-

tion for very low
currents; (c)

space-charge
distribution at the

base-collector
unction for higher
current levels. We
see that the inject-

ed mobile holes
(shown in color)

add to the space
charge of the im-
mobile donors on

the base side of
the depletion re-

gion, but subtract
from the space

charge of the im-
mobile acceptors

on thL collector
side. This leads to
a widening of the

neutral base width
from Wb to Wb.

00

on the collector side of the junction (Fig. 7-23c). Therefore, fewer uncom-
pensated donors (and thus a smaller depletion width) are needed to main-
tain the reverse voltage V-8 across this junction. As a result, the neutral base
width increases from Wb in Fig. 7-23b to Wb in Fig. 7-23c. Also, the depletion
region extends more into the collector side. This is tantamount to moving
the base-collector junction deeper into the collector. This leads to an effec-
tive widening of the neutral base region (the Kirk effect) and to a drop of the
current gain and an increase of the base transit time.

The electric field profile in the collector depletion region in the pres-
ence of uncompensated dopant charges and mobile carriers (due to the cur-
rent flow) is given by Poisson's equation.
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dZ el -N)+1	 (7-69)
dx E[	 Ava]

where the mobile carrier charge concentration is given by the last term, and
Va is the drift velocity of the carriers.

The voltage across the reverse-biased collector-base junction, V, is
related to the electric field profile by:

W'V 8 = - J	 dx	 (7-70)
w'

Assuming that VCB is fixed, and Ic increases, the last term in Eq. 7-69 be-
comes more important with respect to the ionized dopant charges. In Pois-
son's equation (Eq. 7-69), the extra holes injected into the depletion region
have the same effect as if the doping level on the base side were increased
and that on the collector side decreased. Since the integral of this field with
respect to distance is fixed at VCB (Eq. 7-70), this implies that the depletion
region on the base side collapses.

Although we have chosen to il1 ustrate the Kirk effect for a p-n-p BJT, sim-
ilar results are obtained for the n-p-n transistor. Obviously, the treatment is
identical except for the polarity of the various charges. From a more detailed
analysis, for n-p-n devices with an n' sub-collector, it can be shown that the
base widening can extend at even higher current levels all the way, tgh
the lightly doped collector region to the heavily doped buried sub-collector.

In this section we discuss the properties of bipolar transistors under high-
frequency operation. Some of the frequency limitations are junction capac-
itance, charging times required when excess carrier distributions are altered,
and transit time of carriers across the base region. Our aim here is not to at-
tempt a complete analysis of high-frequency operation, but rather to con-
sider the physical basis of the most important effects. Therefore, we shall
include the dominant capacitances and charging times and discuss the ef-
fects of the transit time on high-frequency devices.

I.E.] Capacitance and Charging limes

The most obvious frequency limitation of transistors is the presence of junc-
tion capacitance at the emitter and collector junctions. We have considered
this type of capacitance in Chapter 5, and we can include junction capacitors
C and C, in circuit models for the transistor (Fig. 7-24a). If there is some
equivalent resistance rb between the base contact and the active part of the
base region, we can also include it in the model, along with r to account for
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Figure 7-24
Models for a-c op-

eration: (a) inclu-
sion of base and

collector resis-
tances and junc-

tion capacitances;
(b( hybrid-pi

model systhesiz-	 (a)	 H
ing Eqs. (7-75)

and (7-76).

1/(;	 C),

rh

	

(h) 1h, T\ '	 Kf g,5v,.

1

a series collector resistance.6 Clearly, the combinations of rb with C and r,
with C1 can introduce important time constants into a-c circuit applications
of the device.

From Section 5.5.4 we recall that capacitive effects can arise from the
requirements of altering the carrier distributions during time-varying injec-
tion. In a-c circuits the transistor is usually biased to a certain steady state op-
erating point characterized by the d-c quantities V, V, Ic 'B' and 1E; and
then a-c signals are superimposed upon these steady state values. We shall call
the a-c terms vbr, v, i, , and ie.Tota l (a-c + d-c) quantities will be lower-
case with capitalized subscripts.

If a small a-c signal is applied to the emitter p-n junction along with a
d-c level, we can show (Prob. 7-27) that

qv

	

PE(t)	
+ -h-)	 (7-71)

'Since elements such as rs and r, in Fig. 7-24 are added to the basic transistor model we have previously
analyzed, it is most convenient to refer here to the terminal voltages and currents as v,,. i, and so on. In
this way we con use previously derived expressions involving the internal quantities [i5 and V.,, in Eq.
(7-75), for example). In most circuits texts the primes are instead used for the internal quantifies, just the
opposite method from that used here.
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We can relate this time-varying excess hole concentration to the stored charge
in the base region, and then use Eq. (7-43) to determine the resulting cur-
rents. For simplicity we shall assume the device is biased in the normal active
mode and use only Qrt).Assuming an essentially triangular excess hole dis-
tribution in the base, Eq. (7-23) gives

QN(f) = 12qAWbAPE(t) = qAWb pE(dc)[1 + qVIb
 

kT j
(7-72)

The terms outside the brackets constitute the d-c stored charge IB'rP:

Q(t) 
'BT(1 

qv\

=	 +)
(7-73)

Now that we have a simple relation for the time-dependent stored
charge, we can use Eq. (7-43c) to write the total base current as

Q,() dQN(t)	
7-74a)

T,,	 di

As discussed in Section 5.5.4, we must be careful about boundary con-
ditions in determining where the stored charges are extracted or "reclaimed"
in a diode. For the emitter-base diode in a BJ'f, we have a "short" diode where
Eq. (5-67b) is applicable.The result is that only 2/3 of the stored charge is re-
claimed. Hence, we obtain

i8(t) = js +	
2.q

+ 	-:IB'rP di

The a-c component of the base current is

ib
dv,,b(t)

= Gvh +	 di

where

and C	 -	 I	 =

(7-74h)

(7-75)

Thus, as in the case of the simple diode, an a-c conductance and capacitance
are associated with the emitter-base junction due to charge storage effects.
From Eq. (7-43b) we have

QN(t)= ---- = PJB + kT
q1

(7-76)= g,,,v	 where g,.	
2 T,

The quantity g,,, is an a-c transconductance, which is evaluated at the
steady-state value of collector current Ic = IB. We can synthesize Eqs. (7-75)
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and (7-76) in an equivalent a-c circuit as in Fig. 7-24b. In this equivalent
circuit the voltage Vh used in the calculations appears "inside" the device,
so that a new applied voltage Vh must be used external to rb to refer to the
voltage applied between the contacts, and similarly for v. This equivalent
model is discussed in detail in most electronic circuits texts; it is often called
a hybrid-pi model.

From Fig. 7-24b it is clear that several charging times are important in
the a-c operation of a transistor; the most important are the time required to
charge the emitter and collector depletion regions and the delay time in al-
tering the charge distribution in the base region. Other delay times includ-
ed in a complete analysis of high-frequency transistors are the transit time
through the collector depletion region and the charge storage time in the
collector region. If all of these are included in a single delay time Td, we can
estimate the upper frequency limit of the device. This is usually defined as the
cutofffrequency for the transistorfr (21ri,)_ 1 . It is possible to show that Jr
represents the frequency at which the a-c amplification for the device
[13 (a-c)	 a/aib] drops to unity.

7.8.2 Transit Time Effects

In high-frequency transistors the ultimate limitation is often the transit time
across the base. For example, in a p .n .. p device the time r 1 required for holes
to &ffse from emitter to collector can determine the maximum frequency
of operation for the device. We can calculate r, for a transistor with normal
biasing and -y = I from Eq. (7-20) and the relation )3

csch Wh/L - 2L, - 2DT -
— tanh Wb/2LP - W — W - Tr

1112

-r = —p-	 (7-77)
2D1,

Another instructive way of calculating T, is to consider that the diffus-
ing holes seem to have an average velocity (v(x,,)) (actually the individual
hole motion is completely random, as discussed in Section 4.4.1). The hole
current i,,(x) is then given by

i(x,,) = qAp(x)v(x,))	 (7-78)

The transit time is

=
 I

W dx	 WqAp(x )

= J	 .	 dx	 (7-79)

For a triangular distribution as in Fig. 7-8b, the diffusion current is almost con-
stant at 1,, = qA Dip E ' Wb, and T, becomes
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qA Ap EWb12 W
If 

= qAD4p1W =2DP
(7-80)

as before. The average velocity concept should not be pushed too far in the
case of diffusion, but it does serve to illustrate the point that a delay time
exists between the injection and collection of holes.

We can estimate the transit time for a typical de.'ice by choosing a value
of W. say 0.1 Rm (10 cm). For Si, a typical number for D is about 10 cm2/s;
then for this transistor i = 0.5 X 10 -11 s. Approximating the upper frequen-
cy limit as (2irr) 1 , we can use the transistor to about 30 0Hz. Actually, this
estimate is too optimistic because of other delay times. The transit time can
be reduced by making use of field-driven currents in the base. For the im-
planted transistor of Fig. 7-17, the holes drift in the built-in field from emit-
ter to collector over most of the base region. By increasing the doping
gradient in the base, we can reduce the transit time and thereby increase the
maximum frequency of the transistor.

7.8.3 Webster Effect

While the transit time expression [Eq. (7-80)] is valid for low level injection,
; is reduced by up to a factor of 2 under high level injection. This occurs be-
cause the majority carrier concentration increases significantly aboyy iteii-
librium value in the base, to match the injected minority carrier concentration.
Since the minority carrier concentration decreases from the base-emitter
junction to the base-collector junction (see Fig. 7-8), so does the majority
carrier concentration. This tends to create a diffusion of the majority carri-
ers from emitter to base. Such majority carrier diffusion would upset the
drift—diffusion balance required to maintain a quasi-equilibrium distribution
in the base. Therefore, a built-in electric field develops in the base to create
an opposing majority carrier drift current. The direction of this induced field
then aids the minority carrier transport from the emitter to the collector, re-
ducing the transit time r1 in Eq. (7-80).

This is known as the Webster effect. It is interesting to note that this ef-
fect is similar to the drift field effects in the base region due to non-uniform
base doping (Section 7.7.1). For the Webster effect, the induced field is not
due to nonuniform doping but rather the nonuniform majority carrier con-
centration induced by carrier injection.

7.8.4 High-Frequency Transistors

The most obvious generality we can make about the fabrication of high.
frequency transistors is that the physical size of the device must be kept small.
The base width must be narrow to reduce the transit time, and the emitter and
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Figure 7-25
A low-noise Si

bipolar transistor
with f 8 GHz.

This device has 9
interdigitated

emitter stripes,
each 1 m X 20
gm. (Photograph

courtesy of
Motorola.)

collector areas must be small to reduce junction capacitance. Unfortunate-
ly, the requirement of small size generally works against the requirements
of power rating for the device. Since we usually require a trade-off between
frequency and power, the dimensions and other design features of the tran-
sistor must be tailored to the specific circuit requirements. On the other hand,
many of the fabrication techniques useful for power devices can be adapted
to increase the frequency range. For example, the method of interdigitation
(Fig. 7-21) provides a means of increasing the useful emitter edge length
while keeping the overall emitter area to a minimum. Therefore, some form
of interdigitation is generally used in transistors designed for high frequen-
cy and reasonable power requirements (Fig. 7-25).

Another set of parameters that must be considered in the design of a high-
frequency device is the effective resistance associated with each region of the
transistor. Since the emitter, base, and collector resistances affect the various RC

charging times, it is important to keep them to a minimum. Therefore, the met-
allization patterns contacting the emitter and base regions must not present sig-
nificant series resistance. Furthermore, the semiconductor regions themselves
must be designed to reduce resistance. For example, the series base resistance rb

of an n-p-n device can be reduced greatly by performing a p diffusion between
the contact area on the surface and the active part of the base region. Further re-
duction of base resistance by heavy doping of the base requires the use of a het-
erojunction (Section 7.9) to maintain -y at an acceptable value.
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In Si, n-p-n transistors are usually preferred, since the electron mo-
bility and diffusion coefficient are higher than for holes. It is common to
fabricate n-p-n transistors in n-type epitaxial material grown on an n sib-
strate. The heavily doped substrate provides a low-resistance contact to
the collector region, while maintaining low doping in the epitaxial collec-
tor material to ensure a high breakdown voltage of the collector junction
(see Section 7.3). It is important, however, to keep the collector depletion
region as small as possible to reduce the transit time of carriers drifting
through the collector junction. This can be accomplished by making the
lightly doped collector region narrow so that the depletion region under
bias extends to the n substrate.

In addition to the various parameters of the device itself, the transistor
must be packaged properly to avoid parasitic resistance, inductance, or Ca-
pacitance at high frequencies. We shall not attempt to describe the many
techniques for mounting and packaging transistors here, since methods Vary
greatly among manufacturers.

In Section 7.4.4 we saw that the emitter injection efficiency of a bipolar tran-
sistor is limited by the fact that carriers can flow from the base into the emit-
ter region, over the emitter junction harrier, which is reduced by the forward
bias. According to Eq. (7-25) it is necessary to use lightly doped material for
the base region and heavily doped material for the emitter to maintain a
high value of y and, therefore, a and P. Unfortunately, the requirement of
light base doping results in undesirably high base resistance. This resistance
is particularly noticeable in transistors with very narrow base regions. Fur-
thermore, degenerate doping can led to a slight shrinkage of E. in the emit-
ter as the donor states merge with the conduction band. This can decrease the
emitter injection efficiency. Therefore, a more suitable BiT for high frequency
would have a heavily doped base and a lightly doped emitter. This is just the
opposite of the traditional BIT discussed thus far in this chapter. To accom-
plish such a radically different transistor design, we need some other mech-
anism instead of doping to control the relative amount of injection of
electrons and holes across the emitter junction.

If transistors are made in materials that allow heterojunctions to he
used, the emitter injection efficiency can be increased without strict require-
ments on doping. In Fig. (7-26) an n-p-n transistor made in a single material
(homojuncrion) is contrasted with a heterojunction bipolar transistor (HB T),
in which the emitter is a wider band gap semiconductor. It is possible in such
a Structure for the barrier for electron injection (qV,,) to be smaller than the
hole barrier (qV). Since carrier injection varies exponentially with the bar-
rier height, even a small difference in these two barriers can make a very
large difference in the transport of electrons and holes across the emitter

7.9
HETEROJUNCI1ON
BIPOLAR
TRANSISTORS
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Figure 7-26
Contrast of carrier

injection at the
emitter of (a) a ho-

mojunction BiT
and (b) a hetero-
junction bipolar

transistor (HBT). In
the forward-

biased homojunc-
lion emitter, the
electron barrier

qV0 and the hole
barrier qV are

the same. In the
HBT with a wide

band gap emitter,
the electron barri-
er is smaller than
the hole barrier,

resulting in prefer-
ential injection of

electrons across
the emitter

junction.

q V,, Homoj unction
E	 qV =qV

qVEB
(a)

n	 p	 n

qV

junction. Neglecting differences in carrier mobilities and other effects, we can
approximate the dependence of carrier injection across the emitter as

-	 x	 (7-81)
IP	 NOB

In this expression, the ratio of electron current I to hole current I,, crossing
the emitter junction is proportional to the ratio of the doping in the emitter
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N and the base N. In the homojunction BJT this doping ratio is all we
have to work with in designing a useful emitter junction. However, in the
HBT there is an additional factor in which the band gap difference iEg be-
tween the wide band gap emitter and the narrow band gap base appears in
an exponential factor. As a result, a relatively small value Of LE in the ex-
ponential term can dominate Eq. (7-81). This allows us to choose the dop-
ing terms for lower base resistance and emitter junction capacitance. In
particular, we can choose a heavily doped base to reduce the base resistance
and a lightly doped emitter to reduce junction capacitance.

The heteroj unction shown in Fig. 7-26 has a smooth barrier, without the
spike and notch commonly observed for heterojunctions (see Fig. 5-46). It is
possible to smooth out such discontinuities in the bands by grading the com
position of the ternary or quaternary alloy between the two materials (Fig.
7-27). Clearly, grading out the conduction band spike improves the electron
injection by reducing the barrier that electrons must overcome. There are
some HBT designs, however, that make use of the spike as a "launching
ramp" to inject hot electrons into the base.

Materials commonly used in HBTs obviously include the AIGaAs/GaAs
system because of its wide range of lattice-matched composition. In addition,
the InGaAsP system (including 1n 053 Ga047As) grown on InP has become pop-
War in HBT design. InCiaAs has much lower surface recombination than GaAs,
and the F-L and U-X intervalley band separations are much larger than it GaAs
(see Fig. 3-6). The lower rate of surface recombination reduces loss of injected
carriers at the surface of the device. This is a particularly important effect in
small-geometry devices, in which the base perimeter-to-area ratio, and thus the
intersection of the base with the surface, is large. The larger intervalley band sep-
aration in InGaAs helps ensure that the electrons remain in the low-mass (high
mobility) F valley during field-enhanced transport through the base region.

Figure 7-27
Removal of the
conduction band
spike by grading
the alloy comiosi.
tion N in the het-
erojunction. In this
example the junc-
tion is graded
from the composi-
tion used in the
AIGaAs emitter to
x - 0 at the GaAs
base. This grad-
ing typically takes
place over a dis-
tance of 100 A or
less.
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It is also possible to make HBTs using elemental semiconductor het-
eiostr'ictures such as Si/Si 1 _Ge. In this material system, the band gap dif-

ference .E5 between the Si emitter and the narrower band gap Si 1 _Ge base
occurs prinialy in the valence band. As a result, a;ather small addition of
Ge to the base results in higher electron injection efficiency than is possible
in omcjunction silicon bipolar transistors.

lithe alloy composition in the base of an n-p-n is variedsuch that E.

decreases slightly from the emitter side to the collector side of the base, a
built-in electric field accelerates electrons through the base region. The re-
sulting field-aided base transport is a major advantage of the HET.

PROBLEMS 7.1 A bipolar junction transistor is fabricated by ion implantation as follows. A
50 keV boron ion implant (dose = 5 x 1014 CM 1 ) is performed into an n-type

silicon substrate with Nd = 2 X 1015 cm 3, followed by a 30 keV phosphorus
implant (dose = 1 X iO' cm -2 ). A rapid thermal anneal is then performed at

1100°C for 10 s in a N2 environment. Assume the implants are 100 percent ac-
tivated by this anneal. The diffusivity of boron at 1100°C can be assumed con-
stant with D = 10 12 	and for phosphorus D = 5 X 1G 13 cm2 s. Assume that

dopants can outdiffuse from the substrate.

(a) Where are the peaks and what are the widths (at 0.607 of the peak) of the
boron and phosphorus implant profilerprior to annealing?

(b) Where are the peaks and what are the widths of the implant profiles
after annealing?

(c) What is the emitter junction depth and the collector junction depth (as
measured from the silicon surface) after annealing?

7.2 Sketch the ideal collector characteristics (is, -VCF) for the transistor of Fig. 7-4; let

i5 vary from zero to 0.2 mA in increments 010.02 mA, and let -VCE vary from
0 to 10 V. Draw a load line on the resulting characteristics for the circuit of Fig.
7-4, and find the steady state value of -VcE graphically for 18 = 0.1 mA.

7.3 Calculate and plot the excess hole distribution p(x,) in the base of a p-n-p
transistor from Eq. (7-14), assuming W5/L = 0.5. The calculations are simpli-
fied if the vertical scale is measured in units of SP/tP E and the horizontal scale

in units of xILP . In good transistors. W,,IL is much smaller than 0.5; however,

bp(x) is quite linear even for this rather large base width.

7.4 Derive Eq. (7-19) from the charge control approach by integrating Eq. (7-11)
across the base region and applying Eq. (7-13).

7.5 Extend Eq. (7-20a) to include the effects of nonunity emitter injection effi-
ciency (y < 1). Derive Eq. (7-25) for y. Assume the emitter region is long com-
pared with an electron diffusion length. Apply the charge control approach to
the linear distribution in Fig. 7-8b to find the base transport factor B. Use Eq.
(7-80) for the transit time. Is the result the same as Eq. (7-26) for small W,,IL?

7.6 A symmetrical p-n-p Si bipolar transistor has the following properties:
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A = 104 crn2

W,, =1 m

Emitter

N=10 17 	Na=10crn3

= 0.1 I.LS	
l'p = 10 p.s

p.,, = 200	 p.,, = 1300 cm'/V-s

.L,,700	 p.=45O

(a) Calculate the saturation current 'ES =

(b) With VEB = 0.3 V and VCB = -40 V. calculate the base current 'B, assuming
perfect emitter injection efficiency.

(c) Calculate the emitter injection efficiency -y and the amplification factor 3,
assuming the emitter region is long compared to L,,.

7.7 The symmetrical p'-n .p transistor of Fig. P7-7 is connected as a diode in the
four configurations shown. Assume that V a- kT/q. Sketch p(x) in the base re-
gion for each case. Which connection seems most appropriate for use as a
diode? Why?

£ B C
	

Figure P7-7

(a)
	

(b)

(c)
	

(d)

7.$ For the transistor connection in Fig. P7-7a, (a) show that VEB = (kT/q) In 2:
(b) find the expression for! when V a- kT/q and sketch! vs. V.

7.9 (a) Find the expression for the current I for the transistor connection of Fig.
P7-7b; compare the result with the narrow base diode problem (Prob. 5.35).

(b) How does the current I divide between the base lead and the collector lead?
7.10 Suppose that V is negative in Fig. P7-7c.

(a) Find I from the Ebers-Moll equations.

(b) Find the expression for V8.

(c) Sketch bp(z,,) in the base.

7.11 For the transistor connection of Fig. P7-7d, (a) find the expression for p(x) in
the base region; (b) find the current 1,

7.12 It is obvious from Eqs. (7-35) and (7-36) that 'F() and Ico are the saturation cur-
rents of the emitter and collector junctions, respectively, with the opposite junc-
tion open circuited.

(a) Show that this is true from Eq. (7-32).
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(h) Find expressions for the following excess concentrations: Apc with the emit-
ter junction forward biased and the collector open: ApE with the collector
junction forward biased and the emitter open.

(c) Sketch p(x,) in the base for the two cases of part (b).

7.13 (a) Show that the definitions of Eq. (7-40) are correct; what does qN represent?

(h) Show that Eqs. (7-39) correspond to Eqs. (7-34), using the definitions of
Eqs. (7-40).

7.14 (a) how is ii possible that the average time an injected hole spends in transit
across the base -r, is shorter than the hole lifetime in the base r?

(b) Explain why the turn-on transient of a J3JT is faster when the device is dri-
ven into oversaturation

7.15 Use Example 5-6 to design an N-p-n heterojunction bipolar transistor with rea-
sonable -y and base resistance.

7,16 The current ampl i fication factor P of a BiT is very sensitive to the base width
as well as to the ratio of the base doping to the emitter doping. Calculate and
Plot P for a p-n-p BJT with L = L, for:

(a) ii,, - ps,, W6JL = 0.01 to 1;

(a) W6 = L, n,,/p = 0.01 to 1.

Neglect mobility variations (p.c =
7.17 Calculate and plot the common-base characteristics at 300 K of a symmetrical

-Si p-n-p RJT with a base area of 102 cm 2 , a base width of 500 A. base doping
of 1014 cm 3 , emitter and collector doping of 1017 cm 3 , and carrier lifetimes

=	 10 s, for emitter currents of 0,0.04.0.08. and 0.12A.

7.18 (a) How much charge (in coulombs) due to excess holes is stored in the base
of the transistor shown in Fig. 7-4 at the d-c bias given?

(b) Why is the base transport factor B different in the normal and inverted
modes for the transistor shown in Fig. 7-5?

7.19 A Si p-n-p transistor has the following properties at room temperature:

= r,, 0.1 Ps

= DP = 10 cm2/s

NE = 10 19 CM-3 = emitter concentration

N8 = 10 16 cm — ' = base concentration

N(' = 10 16 CM-3 = collector concentration

W, = emitter width = 3 p.m

W = metallurgical base width = 1.5 p.m = distance between base-emitter junc-
tion and base-collector junction

A = cross-sectional area = 10 em'

Calculate the neutral base width Wt, for V = 0 and VE8 = 0.2V, repeat for 0.6V.
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7.20 For the BJT in Prob. 7.19, calculate the base transport factor and thee In it ter
injection efficiency for VEil = 0.2 and 0.6 V.

7.21 For the BJT in Prob. 7.19, calculate a. 0, 'F' 'B and J- for the two values of Vf8.

What is the base Gummel number in each case?

7.22 A Si p-n-p BJT has the following parameters at room temperature.

Emitte	 Base

N,=5 X 1018 cm - '	 N= 10

p.,=

	

150cm 2IV-s	 p= 1500

	= 100 cm 2! V-s	 t-5 = 400

Base width, Wb = 0.2 Rm

Area = 10 cm2

Collector

N, = iO

= 2

= 1500

= 450

Calculate the 3 of the transistor from B and y, and using the charge control
model. Comment on the results.

7.23 For the BJT in Prob. 7.22, calculate the charge stored in the base when V = 0
and VEB = 0.7V. If the base transit time is the dominant delay component for
this B.JT, what is the fr?

7.24 Three n-p-n transistors are identical except that transistor #2 has a base region
twice as long as transistor #1, and transistor #3 has a base region doped-twice
as he4vily as transistor #1. All other dopings and lengths are identical for the
three transistors. Which transistors have the largest value of each parameter
listed below?

Give clear mathematical reasons for each of your answers.

(a) Emitter injection efficiency

(b) Base transport factor

(c) Punch through voltage

(d) Collector junction capacitance with 	 reverse biased at IOV.
(e) Common emitter Current gain.

Figure P7-24
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7.25 Assume the transit time for electrons across the base of an n-p-n transistor is
100 ps, and electrons cross the 1-Am depletion region of the collector junction
at their scattering limited velocit y. The emitter base junction charging time is
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30 ps and the collector capacitance and resistance are 0.1 pF and 1011, respec-
tively. Find the cutoff frequency fr•

7.26 An n-p-n Si transistor has an emitter doping of 10 donorslcm 3 and a base dop-
ing of 10 acceptors/cm'. At what forward bias of the emitter junction does
high-level injection occur (injected electrons equal to the base doping)? Com-
ment on the emitter injection efficiency for electrons.

7.27 Derive Eq. (7-71) for pAt) assuming that the emitter has an applied voltage

-	 VEB(t) = VEB + Ve(t)

where VEa s, kTIq. For vth ' kT/q, the approximation? 1 + x can be employed.
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Chapter 8

Optoelectronic Devices

So far we have primarily concentrated on electronic devices. There is also a
wide variety of very interesting and useful device functions involving the in-
teraction of photons with semiconductors. These devices provide the optical
sources and detectors that allow broadband telecommunications and data
transmission over optical fibers. This important area of device applications
is called optoelectronics. In this chapter we will discuss devices that detect
photons and those that emit photons. Devices that convert optical energy
into electrical energy include photodiodes and solar cells. Emitters of pho-
tons include incoherent sources such as light-emitting diodes (LEDs) and
coherent sources in the form of lasers.

In Section 4.3.4 we saw that bulk semiconductor samples can be used as pho- 8.1
toconductors by providing a change in conductivity proportional to an opEl- PHOTODIODES

cal generation rate. Often,junction devices can be used to improve the speed
of response and sensitivity of detectors of optical or high-energy radiation.
Two-terminal devices designed to respond to photon absorption are called
photodiodes. Some photodiodes have extremely high sensitivity and response
speed. Since modern electronics often involves optical as well as electrical sig-
nals, photodiodes serve important functions as electronic devices. In this sec-
tion, we shall investigate the response of p-n junctions to optical generation
of EHPs and discuss a few typical photodiode detector structures. We shall also
consider the very important use of junctions as solar cells, which convert ab-
sorbed optical energy into useful electrical power.

8.1.1 Current and Voltage in an Illuminaled Junction

In Chapter 5 we identified the current due to drift of minority carriers across
a junction as a generation current. In particular, carriers generated within
the depletion region W are separated by the junction field, electrons being
collected in the n region and holes in the p region. Also, minority carriers

379
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generated thermally within a diffusion length of each side of the junction
diffuse to the depletion region and are swept to the other side by the elec-
tric field. If the junction is uniformly illuminated by photons with hv> Eg,
an added generation rate g (EHP/cm3-s) participates in this current (Fig. 8-1).
The number of holes created per second within a diffusion length of the tran-
sition region on the in side is ALg0 . Similarly AL40 electrons are gener-
ated per second within L of xo and AWg0 carriers are generated within W.
The resulting current due to collection of these optically generated carriers
by the junction is

[7= qAg0 (L + L + W)	 (8-I)

If we call the thermally generated current described in Eq. (5-37b) 'th' we
can add the optical generation of Eq. (8-1) to find the total reverse current
with illumination. Since this current is directed from in to p, the diode equa-
tion [Eq. (5-36)] becomes

I = 1 th(e ' ' - 1) - 1,

I =	 + 	 qAg,(L + L + W) (8-2)Tp	 n

Thus the I-V curve is lowered by an amount proportional to the genera-
tion rate (Fig. 8-1c). This equation can be considered in two parts—the
current described by the usual diode equation, and the current due to op-
tical generation.

When the device is short circuited (V = 0), the terms from the diode
equation cancel in Eq. (8-2), as expected. However, there is a short-circuit
current from n to p equal to I,. Thus the I-V characteristics of Fig. 8-1c cross
the i-axis at negative values proportional to g0• When there is an open cir-
cuit across the device,! = 0 and the voltage V = V is

Figure 8-1
Optical genera-

tion of carriers in
a p-n unction: (a)
absorption of light
by the device; (b)

current I result-
ing from EHP gen-

eration within a
diffusion length of
the junction on the

n side; )c) I-V
characteristics of

an illuminated
•	 junction.
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kT
V = —ln[J/J + 1]
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kT 

I

L+L+W
qin(Lrp)p .+ (L;)n 9

0 + 1]	 (3)

For the special case of a symmetrical junction, p. = n, and 'r1, = ;, we
can rewrite Eq. (6-5) in terms of the thermal generation rate p/; = g, and
the optical generation rate g0• Neglecting generation within W:

U g
V	 —I

0
n-- for g0 >> g,	 (4)

q	 9th

Actually, the term 8th = p,,/; represents the equilibrium thermal generation-
recombination rate. As the minority carrier concentration is increased by op-
tical generation of EHPs, the lifetime; becomes shorter, and p,,J; becomes
larger (p, is fixed, for a given Nd and 7'). Therefore, V cannot increase in-
definitely with increased generation rate; in fact, the limit on V,,, is the equi-
librium contact potential V0 (Fig. 8-2). This result is to be expected, since the
contact potential is the maximum forward bias that can appear across a junc-
tion. The appearance of a forward voltage across an illuminated junction is
known as the photovoltaic effect.

Depending on the intended application, the photodiode of Fig. 8-1 can
be operated in either the third or fourth quarters of its 1-Vcharacteristic. As
Fig. 8-3 illustrates, power is delivered to the device from the external circuit
when the current and junction voltage are both positive or both negative
(first or third quadrants). in the fourth quadrant, however, the junction volt-
age is positive and the current is negative. In this case power is delivered from
the junction to the external circuit (notice that in the fourth quadrant the
current flows from the negative side of V to the positive side, as in a battery).

If power is to be extracted from the device, the fourth quadrant is used;
on the other hand, in applications as a photodetector we usually reverse bias
the junction and operate it in the third quadrant. We shall investigate these
applications more closely in the discussion to follow.

	

 ^qV: ------------------
F 	 F,,

E,	
p

(a)	 (b)

Figure 8-2
Effects of illumina-
tion on the open
Circuit voltage of
o junction: (a)
junction at
equilibrium; (b)
appearance of a
voltage Vwith
illumination.
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Figure 8-3
Operation of an
illuminated junc-

tion in the various
quadrants of its

I-V characteristic;
in (a) and (b)

power is deliv-
ered to the device

by the external
circuit; in (c) the
device delivers

power to the
load.

1St quadrant

^_V

3rd quadrant

yv

R

I,)

+ v-

4th quadrant

(a)	 (b)	 (c)

8.1.2 Solar Cells

Since power can be delivered to an external circuit by an illuminated junc-
tion, it is possible to convert solar energy into electrical energy. If we consider
the fourth quadrant of Fig. 8 3c, it appears doubtful that much power can be
delivered by an individual device. The voltage is restricted to values less than
the contact potential, which in turn is generally less than the band gap volt-
age EgIq. For Si the voltage V is less than about I V.The current generated
depends on the illuminated area, but typically I is in the 10-100 mA range
for a junction with an area of about 1 cm 2. However, if many such devices are
used, the resulting power can be significant. In fact, arrays of p-n junction
solar cells are currently used to supply electrical power for many space satel-
lites. Solar cells can supply power for the electronic equipment aboard a
satellite over a long period of time, which is a distinct advantage over bat-
teries. The array of junctions can be distributed over the surface of the satel-
lite or can he contained in solar cell 'paddles" attached to the main body of
the satellite (Fig. 8-4).

To utilize a maximum amount of available optical energy, it is necessary to
design a solar cell with a large area junction located near the surface of the de-
vice (Fig. 8-5). The planar junction is formed by diffusion or ion implantation,
and the surface is coated with appropriate materials to reduce reflection and to
decrease surface recombination. Many compromises must be made in solar cell
design. In the device shown in Fig. 8-5, for example, the junction depth d must
be less than L,, in the n material to allow holes generated near the surface to dif-
fuse to the junction before they recombine; similarly, the thickness of the p re-
gion must be such that electrons generated in this region can diffuse to the
junction before recombination takes place. This requirement implies a proper
match between the electron diffusion length L, the thickness of the p region, and
the mean optical penetration depth I/a [see Eq. (4-2)1. It is desirable to have a
large contact potential V1) to obtain a large photovoltage, and therefore heavy
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Figure 8-5
Configuration of a
solar cell: (a) en-
larged view of the
planar junction;
(b) top view,
showing metal
contact "fingers."

Antireflective

Metal contact	
hv	 coating

\ w /

(a)	 (b)

doping is indicated; on the other hand, long lifetimes are desirable 4pd these are
reduced by doping too heavily. It is important that the series resistance of the de-
vice be very small so that power is not lost to heat due to ohmic losses in the de-
vice itself. A series resistance of only a few ohms can seriously reduce the output
power of a solar cell (Prob. 8.4). Since the area is large, the resistance of the
p-type body of the device can be made small. However, contacts to the thin n re-
gion require special design. If this region is contacted at the edge, current must
flow along the thin n region to the contact, resulting in a large series resistance.
To prevent this effect, the contact can be distributed over the n surface by pro-
viding small contact fingers as in Fig. 8-5b. These narrow contacts serve to reduce
the series resistance without interfering appreciably with the incoming light.
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Figure 8-6 shows the fourth-quadrant portion of a solar cell charac-
teristic, with I, plotted upward for convenience of illustration. The open-
circuit voltage V and the short-circuit current I are determined for a given
light level by the cell properties. The maximum power delivered to a load by
this solar cell occurs when the product VI, is a maximum. Calling these val-
ues of voltage and current V. and I,,,, we can see that the maximum delivered
power illustrated by the shaded rectangle in Fig. 8-6 is less than the
product. The ratio IV/IV is called the fill factor, and is  figure of merit
for solar cell design.

Applications of solar cells are not restricted to outer space. It is possi-
ble to obtain useful power from the sun in terrestrial applications using solar
cells, even though the solar intensity is reduced by the atmosphere. About 1
kW/m2 is available in a particularly sunny location, but not all of this solar
power can be converted to electricity. Much of the photon flux is at energies
less than the cell band gap, and is not absorbed. High-energy photons are
strongly absorbed, and the resulting EHPs may recombine at the surface. A
well-made Si cell can have about 10 percent efficiency for solar energy con-
version, providing approximately 100 W1m 2 of electrical power under full il-
lumination. This is a modest amount of power per unit solar cell area,
considering the effort involved in fabricating a large area of Si cells. One ap-
proach to obtaining more power per cell is to focus considerable light onto
the cell using mirrors. Although Si cells lose efficiency at the resulting high
temperatures, GaAs and related compounds can be used at 100°C or high-
er. In such solar concentrator systems more effort and expense can be put into
the solar cell fabrication, since fewer cells are required. For example, a GaAs-
AIGaAs heterojunction cell provides good conversion efficiency and oper-
ates at the elevated temperatures common in solar concentrator systems.

8.1.3 Pfotedetectors

When the photodiode is operated in the third quadrant of its I-V character-
istic (Fig. 8-3b), the current is essentially independent of voltage but is pro-
portional to the optical generation rate. Such a device provides a useful means

Figure 8-6
I-V characteristics
of on illuminated

solar cell.
The maximum

power rectangle

is shaded.



n	 Figure 8-7
Schematic repre-
sentation of a p-i-n
photodiode.
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of measuring illumination levels or of converting time-varying optical sig-
nals into electrical signals.

In most optical detection applications the detector's speed of response
is critical. For example, if the photodiode is to respond to a series of light
pulses 1 ns apart, the photogenerated minority carriers must diffuse to the
junction and be swept across to the other side in a time much less than 1 ns.
The carrier diffusion step in this process is time consuming and should be
eliminated if possible. Therefore, it is desirable that the width of the deple-
tion region W be large enough so that most of the photons are absorbed
within W rather than in the neutral p and n regions. When an EHP is creat-
ed in the depletion region, the electric field sweeps the electron to the n side
and the hole to the p side. Sine this carrier drift occurs in a very short time,
the response of the photodiode can be quite fast. When the carriers are gen-
erated primarily within the depletion layer W, the detector is called a deple-
tion layer photodiode. Obviously, it is desirable to dope at least one side of
the junction lightly so that W can be made large. The appropriate width for
W is chosen as a compromise between sensitivity and speed of response. If
W is wide, most of the incident photons will be absorbed in the depletion re-
gion. Also, a wide W results in a small junction capacitance [see Eq. (5-62)),
thereby reducing the RC time constant of the detector circuit. On the other
hand, W must not be so wide that the time required for drift of photogener-
ated carriers out of the depletion region is excessive.

One convenient method of controlling the width of the depletion region
is to build a p-i-n photodetector (Fig. 8-7). The "i" region need not be truly in-
trinsic, as long as the resistivity is hig1. It can be grown epitaxially on the n-type
substrate, and the p region can be obtained by implantation. When this device is
reverse biased, the applied voltage appears almost entirely across the i region.
If the carrier lifetime within the i region is long compared with the drift time, most
of the photogenerated carriers will be collected by the n and p regions.

If low,level optical signals are to be detected, it is often desirable to
operate the photodiode in the avalanche region of its characteristic. In this
mode each photogenerated carrier results in a significant change in the cur-
rent because of avalanche multiplication. In the avalanche photodiode the

fly
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junction must be uniform, and a guard ring is generally used to ensure against
edge breakdown. With proper design a Si avalanche photodiode can have
high sensitivity to low-level optical signals, and the response time is in the
neighborhood of I ns.These devices are particularly useful in fiber optic com-
munication systems (Section 8.2.2).

The type of photodiode described here is sensitive to photons with en-
ergies near the band gap energy (intrinsic detectors). If hv is less than Eg , the
photons will not be absorbed; on the other hand, if the photons are much
more energetic than Ex, they will be absorbed very near the surface, where
the recombination rate is high. Therefore, it is necessary to choose a photo-
diode material with a band gap corresponding to a particular region of the
spectrum. Detectors sensitive to longer wavelengths can be designed such
that photons can excite electrons into or out of impurity levels (extrinsic de-
tectors). However, the sensitivity of such extrinsic detectors is much less than
intrinsic detectors, where electron-hole pairs are-generated by excitation
across the band gap.

By using lattice-matched multilayers of compound semiconductors, the
band gap of the absorbing region can be tailored to match the wavelength of
light being detected. Wider band gap material can then be used as a window
through which the light . is transmitted to the absorbing region (Fig. 8-8). For
example, we saw in Fig. 1-13 that lnGaAs with an In mole fraction of 53 per-
cent can be grown epitaxially on InP with excellent lattice matching. This com-
position of InGaAs has a band gap of about 0.75 eV, which is sensitive to a
useful wavelength for fiber optic systems. (1.55 p.m), as we shall see in Section
8.2.2. In making a photodiode using InGaAs as the active material, it is possi-
ble to bring the light through the wider band gap hiP (1.35 eV), thus greatly
reducing surface recombination effects. In the ease of avalanche photodiodes
requiring narrow band gap material, it is often advantageous to absorb the
light in the narrow-gap semiconductor (e.g., InGaAs) and transport the re-
sulting carriers to a Junction made in wider band gap material (e.g., InP), where
the avalanche multiplication takes place (Fig. 8-8b). Such a separation of the
absorption and multiplication regions avoids the excessive leakage currents
typical of reverse-biased junctions in narrow-gap materials.

8.1.4 Noise and Bandwidth d Photodeectors

In optical communication systems the sensitivity of the photodetector and its
response time are of critical importance. Unfortunately, these two properties
are generally difficult to optimize without making compromises between
them. For example, in a photoconductor the gain depends on the ratio of car-
rier lifetime to transit time (see Prob. 8-6). On the other hand, the frequen-
cy response (and therefore the bandwidth) varies inversely with carrier
lifetime. As a result, trade-offs must be made between these two desirable
characteristics. It is common to express the gain-bandwidth product as a fig-
ure of merit for detectors. Designs which increase gain tend to decrease band-
width and vice versa. Another important property of detectors is the
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Figure 8-8
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signal-to-noise ratio, which is the amount of usable information compared
with the background noise in the detector.

In the case of photoconductors the major source of noise is random
fluctuations in the dark current (called Johnson noise). The noise current in-
creases with temperature and the conductance of the material in the dark.
Therefore, the photoconductor noise at a given temperature can be reduced
by increasing the dark resistance. Increased dark resistance also increases
the gain of the photoconductor, thereby decreasing the bandwidth.

In a p-i-n diode there is no gain mechanism, since at most one electron-
hole pair is collected by the junction for each photon absorbed.Thus the gain
is essentially unity, and the gain-bandwidth product is determined by the
bandwidth, or frequency response. In a p-i-n the response time is dependent
on the width of the depletion region, and the main source of noise is random
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Figure 8-9
Schematic cross

section of a
silicon hetero.-

interface photo-
detector (SHIP),
The light passes

through the wide-
bandgap Si and

is absorbed
in the lnGaAs.

thermal generation of EHPs within this region (called shot noise). The noise
in a p-i-n device is considerably lower than that in a photoconductor, which
compensates for the lack of gain in the p-i-n.

Avalanche photodiodes have the advantage of providing gain through
the avalanche multiplication effect. The disadvantage is increased noise rel-
ative to the p-i-n, due to random fluctuations in the avalanche process. This
noise is reduced if the impact ionization in the high field region is due to
only one type of carrier, since more fluctuations in the ionization process
occur when both electrons and holes participate. In Si the ability of electrons
to create EHPs in an impact ionization event is much higher than for holes.
Therefore, Si avalanche photodiodes can be operated with high gain and rel-
atively low noise. Unfortunately, Si avalanche photodiodes (APDs) cannot
be used for most fiber optic transmission because Si is transparent at the
wavelengths of low loss and low dispersion (1. = 1.55 and 1.3 lim) for optical
fibers. For these longer wavelengths, In () SGa 7 AS has become the material
of choice. However, the ionization rates of electrons and holes in most com-
pound semiconductors are comparable, which degrades their noise and fre-
quency response relative to Si APDs. One creative way of overcoming this
problem is shown in Fig. 8-9. The Si-InGaAs APD is fabricated by using
wafer fusion to bond an lnGaAs absorption layer to a Si avalanche photo-
diode. The advantage of this approach is that it utilizes the strengths of both
materials systems. In operation, light is absorbed in the narrow bandgap In-
GaAs layer and the photogenerated clect&ons are injected into the Si
avalanche region, which is better suited for the large fields applied. These
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c,le

n contact
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APDs have achieved low dark current, a quantum efficiency of 60 percent at
1.3 ILm, and a gain-bandwidth product of 300 GHz.

Another approach that has demonstrated excellent performance utilizes
an APD structure in a resonant cavity.The resonant-cavity photodiode (Fig.
8-10) consists of a thin absorbing layer sandwiched between two distributed
Bragg reflector (DBR) mirrors. The structure is similar to that of a vertical-
cavity, surface-emitting laser (to be discussed in Section 8.4.4) except that the
active region is an absorber instead of an emitter and the Q of the cavity is
typically much lower than that of laser structures. The resonant-cavity structure
can provide several performance advantages, one of which is that the tradeoff
between responsivity and bandwidth that is inherent to conventional, single-
pass p-i-n photodiode structures can be circumvented. For the typical normal-
incidence photodetector.a wide bandwidth necessitates a thin absorption layer
which, in turn, results in low quantum efficiency.lhe resonant-cavity structure,
on the other hand, effectively decouples the responsivity from the transit-time
component of the bandwidth because the optical signal makes multiple pass-
es across the thin absorbing layer inside the microcavity. Consequently. high
speed and high quantum efficiency can be achieved simultaneously. In the
resonant-cavity APD shown in Fig. 8-10, light is absorbed in the thin InGaAs

Ring contact
lnGaAs cap
layer

Incoming
light

Deposited
dielectric DBR

/
Probe metal	 _	 Metal ring

contact

I j:	 Pt)

n lnAlAsIn( aAs

lnP buffer

Semi-insulating loP sub,,tratc

Figure 8-10
Cross section of lnAlAs-InGaAs resonant-cavity avalanche photodiode, and a detail of the active region.
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layer.The electrons then drift into the InAlAs multiplication region where the
field is high enough to provide gain by impact ionization. For very thin multi-
plication layers there is a size effect that can lead to very low multiplication
noise, comparable to that of Si APDs, and high gain-bandwidth products. At low
gains where the bandwidth is limited by the transit time and the RC time con-
straint, bandwidths in excess of 30 GHz have been achieved. At higher gains
the bandwidth is determined by the gam-bandwidth product which can be in
excess of 30) GHz.

8.2 When carriers are injected across a forward-biased junction, the current is
LIGHT-EMITTING usually accounted for by recombination in the transition region and in the

DIODES neutral regions near the junction. In a semiconductor with an indirect band
gap, such as Si or Cie, the recombination releases heat to the lattice. On the
other hand, in a material characterized by direct recombination, consider-
able light may be given off from the junction under forward bias. This effect,
called injection electroluminescence (Section 4.2.2), provides an important
application of diodes as generators of light. The use of light-emitting diodes
(LEDs) in digital displays is well known. There are also other important ap-
plications in communications and other areas. Another important device
making use of radiative recombination in a forward-biased p-n junction is the
semiconductor laser. As we shall see in Section 8.4, lasers emit coherent light
in much narrower wavelength bands than LEDs, and with more collimation
(directionality).

8.2.1 Light-Emitting Materials

The band gaps of various binary compound semiconductors are illustrated
in Fig. 4-4 relative to the spectrum. There is a wide variation in band gaps
and, therefore, in available photon energies, extending from the ultravio-
let (GaN, 3.4 eV) into the infrared (InSb. 0.18 eV). In fact, by utilizing
ternary and quaternary compounds the number of available energies can
be increased significantly (see Figs. 1-13 and 3-6). A good example of thd
variation in photon energy obtainable from the compound semiconduc-
tors is the ternary alloy gallium arsenide-phosphide, which is illustrated in
Fig. 8-11. When the percentage of As is reduced and P is increased in this
material, the resulting band gap varies from the direct 1.43-eV gap of GaAs
(infrared) to the indirect 2.26-eV gap of GaP (green). The band gap of
GaAs,-,P, varies almost linearly with x until the 0.45 composition is
reached, and electron-hole recombination is direct over this range. The
most common alloy composition used in LED displays is x - 0.4. For this
composition the band gap is direct, since the F minimum (at k = 0) is the
lowest part of the conduction hand. This results in efficient radiative re-
combination, and the emitted photons (-1.9 eV) are in the red portion of
the spectrum.
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For GaAs 1 with P concentrations above 45 percent, the band gap is
due to the indirect Xminimum. Radiative recombination in such indirect ma-
terials is generally unlikely, because electrons in the conduction band have dif-
ferent momentum from holes in the valence band (see Fig. 3-5). Interestingly,
however, indirect GaAsF (including GaP,x = 1) doped with nitrogen can
be used in LEDs with light output in the yellow to green portions of the spec-
trum. This is possible because the nitrogen impurity binds an electron very
tightly. This confinement in real space (&) means that the electron momentum
is spread out in momentum space Ap by the Heisenberg uncertainty principle
(see Eq. 2-18). As a result, the momentum conservation rules, which general-
ly prevent radiative recombination in indirect materials, are circumvented.
Thus nitrogen doping of GaAs 1 	is not only useful technologically, but also
provides an interesting and practical illustration of the uncertainty principle.



392	 Chapter 8

In many applications light from a laser or an LED need not be visible
to the eye. Infrared emitters such as GaAs, InP, and mixed alloys of these
compounds are particularly well suited to optical communication systems.
For example, a laser or light-emitting diode can be used in conjunction with
a photodiode or other photosensitive device to transmit information opti-
cally between locations. By varying the Current through the diode, the light
output can be modulated such that analog or digital information appears in
the optical signal directed at the detector. Alternatively, the information may
be introduced between the source and detector. For example, a semicon-
ductor laser-photodetector arrangement can be used in a compact disc sys-
tem for reading digital information from the spinning disc. A light emitter and
a photodiode form an optoelectronic pair, which provides complete electri-
cal isolation between input and output, since the only link between the two
devices is optical. In an optoelectronic isolator, both devices may be mount-
ed on a ceramic substrate and packaged together to form a Unit that passes
information while maintaining isolation.

In view of the broad range of applications requiring semiconductor lasers
and LEDs with visible and infrared wavelengths, the wide variety of available
111-V materials is extremely useful. In addition to the AIGaAs and GaAsP
systems shown in Figs. 3-6 and 8-I1, the InAIGaP system is useful for yellow
and green wavelengths, and GaN is a strong emitter in the blue. Even more
wavelengths will be accessible as GaN and related materials become increas-
ingly used in LEDs and lasers. For many years the II-VI semiconductors have
been known as efficient light emitters inphotoluminescence, but obtaining
p-n junctions was extremely difficult. With traditional doping methods, crys-
tal defects tend to compensate the doping impurities such that only n-type
(ZnS, ZnSe, CdS, CdSe) or p-type (ZnTe) can be obtained.This frustrating prob-
lem prevented the formation of useful p-ri junctions until 1990, when the use
of nitrogen doping resulted in p-type ZnSe in MBE-grown material. Rapid
progress has been made since then, including the use of multilayer hetero-
structures grown by MBE and OMVPE in the (Zn, Cd)(S, Se) system. Using
a nitrogen plasma source, ZnTe can be doped p-type to acceptor concentra-
tions above ol') cm -3 . In spite of this research progress, however, 11-VI LEDs
and lasers lag behind 111-V semiconductors in most applications. The avail-
ability of blue light from GaN is of particular importance in extending 111-V
light emission across the entire visible spectrum.

8.2.2 Fiber Optic Communications

The transmission of optical signals from source to detector can be greatly
enhanced if an optical fiber is pla ced between the light source and the de-
tector. An optical fiber is essentially a "light pipe" or waveguide for optical
frequencies. The fiber is typically drawn from a boule of glass to a diameter
of --25 p.m. The fine glass fiber is relatively flexible and can be used to guide
optical signals over distances of kilometers without the necessity of perfect
alignment between source and detector. This significantly increases the ap-
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plications of optical communication in areas such as telephone and data
transmission.

One type of optical fiber has an outer layer of very pure fused silica
(Si0 2 ), with a core of germanium doped glass having a higher index of re-
fraction (Fig. 8-12a). 1 Such a step-index fiber maintains the light beam pri-
marily in the central core with little loss at the surface. The light is transmitted
along the length of the fiber by internal reflection at the step in the refrac-
tive index.

Losses in the fiber at a given wavelength can be described by an at-
tenuation coefficient a [similar to the absorption coefficient of Eq. (4-3)]. The
intensity of the signal at a distance x along the fiber is then related to the
starting intensity by the usual expression.

1(x) =	 (?i-5)

The attenuation is not the same for all wavelengths, however, and it is there-
fore important to choose a signal wavelength carefully. A plot of a vs. l for
a typical silica glass fiber is shown in Fig. 8-13. It is clear that dips in a near
1.3 and 1.55 pm provide "windows" in the attenuation, which can be ex-
ploited to reduce the degradation of signals. The overall decrease in atten-
uation with increasing wavelength is due to the reduced scattering from
small random inhoinogeneities which result in fluctuations of the refrac-
tive index on a scale comparable to the wavelength. This type of attenua-
tion, called Rayleigh scattering, decreases with the fourth power of
wavelength. This effect is observed at sunrise and sunset, when attenuation
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Figure 8-12
a2	 Two examples of

ni	 multimode fibers:
(a) step-index,
having a core
with slightly larger
refractive index n;
(b)graded-index

U	 having in this

KIM, MI(b)

case a parabolic
grading of n in
the core. The fig-
ure illustrates the
cross section (left)
of the fiber, its
index of refraction
profile (center),
and typical mode
patterns (right).

The incl., of *frodjon {or r.hacfi'e index) ii copor.1 the velocity of light v in the material to it, velocity
c in a vocuom, n - c/v. Thus if n > n ic Fig. 8-12o, the light velocity is g,eor in material 2 than in 1.
The value of a vories ,on.what with the wavelength of light.
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of short wavelength blue and green light results in red and orange sunlight.
Obviously, Rayleigh scattering encourages operation at long wavelengths in
fiber optic systems. However, a competing process of infrared absorption
dominates for wavelengths longer than about 1.7 p.m, due to vibrational
excitation of the atoms making up the glass. Therefore, a useful minimum
in absorption for silica fibers occurs at about 1.55 l.L m. where epitaxial lay-
ers in the (In, Ga) (As, P) system can he grown lattice-matched to lnP sub-
strates (see Fig. 1-13).

Another consideration in choice of operating wavelength is the pulse
dispersion, or spreading of data pulses as they propagate down the fiber.This
effect can be caused by the wavelength dependence of the refractive index,
causing different optical frequencies to travel down the fiber with slightly
different velocities. This effect, called chromatic dispersion, is much less pro-
nounced at the 1.3 p.m window in Fig. 8-13. Another cause of dispersion is
the fact that different modes propagate with different path lengths (Fig. 8-1 2a).
This type of dispersion can be reduced by grading the refractive index of the
core (Fig. 8-12b) such that various modes are continually refocused, reduc-
ing the differences in path lengths.

In early optoelectronic systems for fiber optics, it was most convenient
to use the well-established GaAs-AIGaAs system for making lasers and
LEDs. These light sources are very efficient, and good detectors can be made
using Si p-i-n or avalanche photodiodes. However, these sourcesoperate in
the wavelength range near 0.9 p.m, where the attenuation is greater than for
longer wavelengths. Modern systems. therefore, operate near the 1.3- and
1.55-p.m minima in Fig. 8-13. At these wavelengths, sources can be made
using InGaAs or lriGaAsP grown on InP, and detectors can be made of the
same materials (see Fig. 8-8), or using Ge.
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8.2.3 Mullilayer Heterøjunctiofls for LEDs

The light source in a fiber Optic system may be a laser or an LED. In the case
of a laser, the light is cf essentially a single frequency and allows a very larg' in-
formation bandwidd. Semiconductor lasers suitable for fiber optic communi-
cations will be discussed in Section 8.4. An LED designed for a fiber optic
system is illustrated in Fig. 8-14. The LED is a multilayer structure of GaAs
and AIGaAs.To take advantage of the 1.3- and 1.55-pm windows in Fig. 8-13,
similar devices using lnGaAs or lnGaAsP can be used. The quaternary (four-
element) alloy is particularly suitable, in that band gap (and therefore emission
wavelength) can be adjusted along with choosing lattice constants for epitaxi-
al growth on convenient substrates. In Fig. 8-14 the fiber is held in an etched well
on the back side of the diode by an epoxy resin. This configuration, often called
a "Burrus diode" after its developer, is particularly convenient for launching
signals from an LED into a fiber, with good mechanical stability.

Although LEDs are less suited to transmission of digital information than
are lasers, they are easily modulated by analog signals. The optical power emit-
ted by a properly constructed LED vanes linearly with the input current over a
wide range. An LED is an incoherent light source, in that photons are emitted ran-
domly from the junction in all directions and not in phase with each other. There-
fore, transmission of LED-generated signals inherently involves many modes, as
in Fig. 8-12. Muliünode fibers are larger (-25 pm in diameter) than are single-

mode fibers (-5 pm), which transmit a coherent laser beam.
By forming numerous optical fibers into a bundle, with an appropri-

ate jacket for mechanical strength, an enormous amount of information can
be transmitted over long distances. 2 Depending upon the losses in the fibers.

I i.ht

esin

Metal

GaAs

Metal heat sink

is GaAs
is AIGaAs
p AlGaAs
p AIGaAS
p GaAs

'Transmission rates of many G-1,itfs hove been achieved. As a convenient calibration of this role, It Is
worth noting that the human eye is able to transmit about one G-bii/s to the brarn.

Figure 8-14
Cross section of a
GaAs-AIGaAS
LED for fiber-optic
applications.
[After C.A. Burrus
and B.F. Miller,
Optics Communi-
cations, vol. 4,
p.307 (1971).]
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repeater stations may be required periodically along the path. Thus many
photodetectors and LED or laser sources are required in a fiber optic sys-
tem. Semiconductor device development, including appropriate binary,
ternary, and quaternary compounds for both emitters and detectors, is there-
fore crucial to the successful implementation of such optical communica-
tions systems.

8.3 The word LASER is an acronym for light amplification b y stimulated emis-
LASERS sion of radiation, which sums up the operation of an important optical and

electronic device. The laser is a source of highly directional, monochromat-
ic, coherent light, and as such it has revolutionized some longstanding opti-
cal problems and has created some new fields of basic and applied optics.
The light from a laser, depending on the type, can be a continuous beam of
low or medium power, or it can be a short burst of intense light dôlivenng mil-
lions of watts. Light has always been a primary communications link between
humans and the environment, but until the invention of the laser, the light
sources available for transmitting information and performing experiments
were generally neither monochromatic nor coherent, and were of relatively
low intensity. Thus the laser is of great interest in optics; but it is equally im-
portant in optoelectronics, particularly in fiber optic communications. The
last three letters in the word laser are intended to imply how the device op-
erates: by the stimulated emission of radiation. In Chapter 2 we discussed the
emission of radiation when excited electrons fall to lower energy states; but
generally, these processes occur randomly and can therefore be classed as
spontaneous emission. This means that the rate at which electrons fall from
an upper level of energy E2 to a lower level E1 is at every instant propor-
tional to the number of electrons remaining in £2 (the population of E2).
Thus if an initial electron population in E2 were allowed to decay, we would
expect an exponential emptying of the electrons to the lower energy level,
with a mean decay time describing how much time an average electron
spends in the upper level. An electron in a higher or excited state need not
wait for spontaneous emission to occur, however; if conditions are right, it can
be stimulated to fall to the lower level and emit its photon in a time much
shorter than its mean spontaneous decay time. The stimulus is provided by
the presence of photons of the proper wavelength. Let us visualize an elec-
tron in state £2 waiting to drop spontaneously to E1 with the emission of a
photon of energy hvu = E2 - E1 (Fig. 8-15). Now we assume that this electron

Figure 8-15
Stimulated transi-

tion of an electron
from an upper

state to a lower
state, with accom-

panying photon
emission.
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in the upper state is immersed in an intense field of photons, each havit:g en-

ergy hv12 E2 - E1 , and in phase with the other photons. The electron in-
duced to drop in energy from E2 to E l ,contributing a photon whose wave is

in phase with the radiation field. If this process continues and other electrons
are stimulated to emit photons in the same fashion, a large radiation fficld
can build up. This radiation will be monochromatic since each photon will

have an energy of precisely hv 12 = E2 - E1 and will be coherent, because all
the photons released will be in phase and reinforcing. This process of Stimu-
lated emission can be described quantum mechanically to relate the proba-
bility of emission to the intensity of the radiation field. Without quantum
mechanics we can make a few observations here about the relative rates at
which the absorption and emission processes occur. Let us assume the in-
stantaneous populations of E1 and E2 to be n 1 and n 2 , respectively. We know
from earlier discussion f distributions and the Boltzmann factor that at
thermal equilibrium the relative population will be

= e	 -E,)/kT = e- h^&kT
ft

if the two levels contain an equal number of available states.
The negative exponent in this equation indicates that n 2 4 n 1 at

equilibrium; that is, most electrons are in the lower energy level as ex-
pected. If the atoms exist in a radiation field of photons with enerhv12,
such that the energy density of the field is p(v 12 ),3 then stimulated emis-
sion can occur along with absorption and spontaneous emission. The rate
of stimulated emission is proportional to the instantaneous number of
electrons in the upper level n2 and to the energy density of the stimulat-
ing field p(v 12). Thus we can write the stimulated emission rate as
B21n2p(v 12), where B21 is a proportionality factor. The rate at which the
electrons in E1 absorb photons should also be proportional to p(v 12), and

to the electron population in E1 . Therefore, the absorption rate is

B 12n 1 p(v 12 ), where B 12 is a proportionality factor for absorption. Finally,
the rate of spontaneous emission is proportional only to the population
of the upper level. Introducing still another coefficient, we can write the
rate of spontaneous emission as A21 n2 For steady state the two emission
rates must balance the rate of absorption to maintain constant populations
n1 and it2 (Fig. 8-16).

Bj2njp(v12) = A 21n2	 + B21 n2p(v12) 1	
(8-7)

Absorption = spontaneous + stimulated
emission	 emission

L

"The energy density Pl'2) indicates the total energy in the rodioon field per unit volume ond per unit he
qu.ncy. duo to photons with hu - E2 -
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Figure 8-16
Balance of ab-
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ed emission; (b)

absorption; (c)
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emission.
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This relation was described by Einstein, and the coefficients B 12 , A 21 , B21 are
called the Einstein coefficients. We notice from Eq. (8-7) that no energy den-
sity p is required to cause a transition from an upper to a lower state; spon-
taneous emission occurs without an energy density to drive it. The reverse is
not true, however; exciting an electron to a higher state (absorption) requires
the application of energy, as we would expect thermodynamically.

At equilibrium, the ratio of the stimulated to spontaneous emission
rates is generally very small, and the contribution of stimulated emission is
negligible. With a photon field present,

Stimulated emission rate - B21 n2p(v 12 )	 B21
---p(v12 )	 ( 8-8)

Spontaneous emission rate - 	 A 21 ,i2	 A21

As Eq. (8-8) indicates, the way to enhance the stimulated emission over spon-
taneous emission is to have a very large photon field energy density p(v12).
In the laser, this is encouraged by providing an optical resonant cavity in
which the photon density can build up to a large value through multiple in-
ternal reflections at certain frequencies (v).

Similarly, to obtain more stimulated emission than absorption we must
have n2 > n1.

Stimulated emission rate 	 B21n2p(v 2) = B21 n2	
(8-9)

Absorption rate 	 B12n1p(v12)	 B12 n1

Thus if stimulated emission is to dominate over absorption of photons from
the radiation field, we must have a way of maintaining more electrons in the
upper level than in the lower level.This condition is quite unnatural, since Eq.
(8-6) indicates that n2/n 1 is less than unity for any equilibrium case. Because
of its unusual nature, the condition n2 > n 1 is called population inversion. It
is also referred to as a condition of negative temperature. This rather star-
tling terminology emphasizes the nonequilibrium nature of population in-
version, and refers to the fact that the ratio n,/n 1 in Eq. (8-6) could be larger
than unity only if the temperature were negative. Of course, this manner of
speaking does not imply anything about temperature in the usual sense of
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that word. The fact is that Eq. (8-6) is a thermal equilibrium equation
cannot be applied to the situation of population inversion without invokiug
the concept of negative temperature.

In summary, Ec. (8-8) and (8-9) indicate that if the photon densi' s
to build up through a predominance of stimulated emission over both spon-
taneous emission and absorption, two requirements must be met. We imist
provide (1) an optical resonant cavity to encourage the photon field to build
up and (2) a means of obtaining population inversion.

An optical resonant cavity can be obtained using reflecting mirrors to
reflect the photons back and forth, allowing the photon energy density to
build up. One or both of the end mirrors are constructed to be partially trans-
mitting so that a fraction of the light will "leak out" of the resonant system.
This transmitted light is the output of the laser. Of course, in designing such
a laser one must choose the amount of transmission to be a small perturba-
tion on the resonant system. The gain in photons per pass between the end
plates must be larger than the transmission at the ends, scattering from im-
purities, absorption, and other losses. The arrangement of parallel plates pro-
viding multiple internal reflections is similar to that used in the Fabry-Perot
interferometer;4 thus the reflecting ends of the laser cavity are often referred
to as Fabry-Perot faces As Fig. 8-17 indicates, light of a particular frequen-
cy can be reflected back and forth within the resonant cavity in a reinforcing
(coherent) manner if an integral number of half-wavelengths fit between the
end mirrors. Thus the length of the cavity for stimulated emission must be

L=J	 (8-10)

Figure 8-17
Resonant modes
within a laser
cavity.

lnt,rf.rom.,rs are discussed in many sophomore physics texts.
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where mis an integer. In this equation X is the photon wavelength within the
laser material. If we wish to use the wavelength 4 of the output light in the
atmosphere (often taken as the vacuum value), the index of refraction n of
the laser material must be considered

X0 =kn	 (8-I1)

In practice, L X, and Eq. (8-30) is automatically satisfied over some por-
tion of the mirror. An important exception occurs in the vertical cavity
surface-emitting lasers discussed in Section 8.4.4, for which the cavity length
is comparable to the wavelength.

There are ways of obtaining population inversion in the atomic levels
of many solids, liquids, and gases, and in the energy bands of semiconduc-
tors. Thus the possibilities for laser systems with various materials are quite
extensive. An early laser system used a ruby rod. In gas lasers, electrons are
excited to metastable levels in molecules to achieve population inversion.
These are interesting and useful laser systems, but in view of our emphasis
on semiconductor devices in this book, we will move to the description of
semiconductor lasers.

8.4 The laser became an important part of semiconductor device technology in
SEMICONDUCTOR 1962 when the first p-n junction lasers were built in GaAs (infrared)5 and

LASERS GaAsP (Visible).' We have already discussed the incoherent light emission
from p-n junctions (LEDs), generated by the spontaneous recombination of
electrons and holes injected across the junction. In this section we shall con-
centrate on the requirements for population inversion due to these injected
carriers and the nature of the coherent light from p-n junction lasers. These
devices differ from solid, gas, and liquid lasers in several important respects.
Junction lasers are remarkably small (typically on the order of 0.1 X 0.1 X
0.3 mm), they exhibit high efficiency, and the laser output is easily modulat-
ed by controlling the junction current. Semiconductor lasers operate at low
power compared, for example, with ruby or CO2 lasers; on the other hand,
these junction lasers compete with He-Ne lasers in power output. Thus the
function of the semiconductor laser is to provide a portable and easily con-
trolled source of low-power coherent radiation. They are particularly suitable
for fiber optic communication systems (Section 8.2.2).

8.4. Population Inversion at a Junction

If a p-n junction is formed between degenerate materials, the bands under
forward bias appear as shown in Fig. 8-18. If the bias (and thus the current)

5R. N. Hall at al., Physical Review Letters 9, pp. 366-368 (November 1, 1962); M. I. Nothor, at 01., Ap-
p!:-'d Physics Letters 1, pp. 62-64 (November 1, 1962); 1. M. Quist at al., Applied Physics Letters 1, pp.
9i-'2 (December 1, 1962).
'N. i-lolonak, Jr., and S. F. Bevocqua, Applied Physics Letters 1, pp. 82-83 (December 1, 962).
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Figure 8-18
Band diagram of

Er,	 a p-n junction
loser under for-
word bias. The
cross-hatched re-
gion indicates the
inversion region
at the junction.

E,

is large enough, electrons and holes are injected into and across the transi-
tion region in considerable concentrations. As a result, the region about the
junction is far from being depleted of carriers. This region contains a large
concentration of electrons within the conduction band and a large concen-
tration of holes within the valence band. If these population densities are
high enough, a condition of population inversion results, and the region about
the junction over which it occurs is called an inversion region.7

Population inversion at a junction is best described by the use of the con-
cept of quasi-Fermi levels (Section 4.3.3). Since the forward-biased condition of
Fig. 8-18 is a distinctly nonequilibrium state, the equilibrium equations defining
the Fermi level are not applicable. In particular, the concentration of electrons
in the inversion region (and for several diffusion lengths into the p material)
is larger than equilibrium statistics would imply; the same is also true for the
injected holes in the n material. We can use Eqs. (4-15) to describe the carri-
er concentrations in terms of the quasi-Fermi levels for electrons and holes in
steady state. Thus

n = Nre_ - Fj/kT = ne'' - E)/kT	 (K-I 2a)

p = N , e_	 E/kT =	 ( S-12h)

Using Eqs. (8-12a) and (8-12b), we can draw F and F,, on any band di-
agram for which we know the electron and hole distributions. For example,
in Fig. 8-18, Fn in the neutral n region is essentially the same as the equilib-
rium Fermi level EF,,. This is true to the extent that the electron concentra-
tion on the n side is equal to its equilibrium value. However, since large
number of electrons are injected across the junction, the electron concen-
tration begins at a high value near the junction and decays exponentially to
its equilibrium value n,, deep in the p material. Therefore, F. drops from Er,,
as shown in Fig. 8-18. We notice that, deep in the neutral regions, the quasi-
Fermi levels are essentially equal. The separation of F,, and F,, at any point

'This is a different meaning of the term from that used in reference to MOS transistors,
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is a measure of the departure from equilibrium at that point. Obviously, this
departure is considerable in the inversion region, since F,, and F. are sepa-
rated by an energy greater than the band gap (Fig. 8-19).

Unlike the case of the two-level system discussed in Section 8.3, the con-
dition for population inversion in semiconductors must take into account the
distribution of energies available for transitions between the bands The basic de-
finition of population inversion holds—for dominance of stimulated emission be-
tween two energy levels separated by energy hv, the electron population of the
upper level must be greater than that of the lower level. The unusual aspect of
a semiconductor is that bands of levels are available for such transitions. Ikpu-
lation inversion obviously exists for transitions between the bottom of the con-
duian band E, and the top of the valence band E,, in Fig. 8-19. In fact, transitions
between levels in the conduction band up to F. and levels in the valence band
down to F, take place under conditions of population inversion. For any given
transition energy hv in a semiconductor, population inversion exists when

(F - F,,) > hv	 (8-13a)

For hand-to-hand transitions, the minimum requirement for popula-
tion inversion occurs for photons with hv = E - E,. Eg

(F,,-F)>E	 (8.-13b)

When F. and F,, lie within their respective bands (as in Fig. 8-19), stimulat-
ed emission can dominate over a range of transitions, from hv = (F - F,,) to
hv = Eg. As we shall see below, the dominant transitions for laser action are
determined largely by the resonant cavity and the strong recombination ra-
diation occurring near hv = Er

In choosing a material for junction laser fabrication, it is necessary that
electron-hole recombination occur directly, rather than through trapping
processes such as are dominant in Si or Ge. Gallium arsenide is an example of
such a "direct" semiconductor. Furthermore, we must be able to dope the ma-
terial n-type or p-type to form a junction. If an appropriate resonant cavity can
be constructed in the junction region, a laser results in which population in-
version is accomplished by the bias current applied to the junction g.&48).
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Figure 8-20
Variation of inver-I:	 sion region width
with forward bias:

a) c V(b).
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Figure 8-21
Light intensity vs.
photon energy hv

for a junction
laser: (a) incoher-
ent emission
below threshold;
(b) laser modes at
threshold; (c)
dominant loser
mode above
threshold. The in-
tensity scales are
greatly com-
pressed from (a)
to (b) to (c).

8.4.2 Emission Speth-o for p-n Junction Lasers

Under forward bias, an inversion layer can be obtained along the plane of the
junction, where a large population of electrons exists at the same location as
a large hole population. A second look at Fig. 8-19 indicates that sponta-
neous emission of photons can occur due to direct recombination of elec-
trons and holes, releasing energies ranging from approximately F,, - F. to E8.
That is, an electron can recombine over an energy from F. to F,,, yielding a
photon of energy hv = F,, - F,,, or an electron can recombine from the bot-
tom of the conduction band to the top of the valence band, releasing a pho-
ton with hv = E,. - E = Eg . These two energies serve as the approximate
outside limits of the laser spectra.

The photon wavelengths which participate in stimulated emission are
determined by the length of the resonant cavity as in Eq. (8-10). Figure 8-21
illustrates a typical plot of emission intensity vs. photon energy for a semicon-
ductor laser. At low current levels (Fig. 8-21a), a spontaneous emission spec-
trum containing energies in the range Eg < hv < (F,, - F,,) is obtained. As the
current is increased to the point that significant population inversion exis.
stimulated emission occurs at frequencies corresponding to the cavity modes
as shown in Fig. 8-21b. These modes correspond to successive numbers of in-
tegral half-wavelengths fitted within the cavity, as described by Eq. (8-10). Fi-
nally, at a still higher current level, a most preferred mode or set of modes will
dominate the spectral output (Fig. 8-21c). This very intense mode represents
the main laser output of the device: the output light will be composed of almost

I
a,'	 hv

	
hv

(a)
	

(b)
	

(c)
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monochromatic radiation superimposed on a relatively weak radiation back-
ground, due primarily to spontaneous emission.

The separation of the modes in Fig. 8-21b is complicated by the fact that
the index of refraction n for GaAs depends on wavelength X. From Eq. (8-10)
we have

M = 
2Ln
--	 (8-14)

If in (the number of half-wavelengths in L) is large, we can use the deriva-
tive to find its rate of change with X0:

din	 2Ln 2L do

d

Now reverting to discrete changes in m and X0, we can write

2Ln(1 X

0 dn\'
-

(8-15)

(8-16)

Figure 8-22
Fabrication of a
simple junction

loser: (a) degener-
ate n-type sample;

(b) diffused p
layer; (c) isolation

of junctions by
cutting or etching;
(d) individual junc-

tion to be cut or
cleaved into de-

vices; (e) mounted
laser structure.

If we let Am = -1, we can calculate the change in wavelength AX O between
adjacent modes (i.e., between modes m and m - 1),

8.43 The Bask Semiconductor Loser

To build a p-n junction laser, we need to form a junction in a highly doped,
direct semiconductor (GaAs, for example), construct a resonant cavity in
the proper geometrical relationship to the junction, and make contact to
the junction in a mounting which allows for efficient heat transfer. The first
lasers were built as shown in Fig. 8-22. Beginning with a degenerate n-type
sample, a p region is formed on one side, for example by diffusing Zn into
the n-type GaAs. Since Zn is in column 11 of the periodic table and is in-
troduced substitutionally on Ga sites, it serves as an acceptor in GaAs; there-
fore, the heavily doped Zn diffused layer forms a p region (Fig. 8 .-22b). At

(a)	 (b)

ji aII(,

n all

uIl j 	 uII_lI

	 Lead

Header
(c)	 (d)	 (e)
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this point we have a large-area planar p-n junction. Next, grooves are cui or
etched along the length of the sample as in Fig. 8-22c, leaving a series of
long p regions isolated from each other. These p-n junctions can be cut or
broken apart (Fig. 8-22d) and then cleaved into devices of the desired length.

At this point in the fabrication process, the very important require-
ments of a resonant cavity must be considered. It is necessary that the front
and back faces (Fig. 8-22e) be flat and parallel. This can be accomplished
by cleaving. If the sample has been oriented so that the long junctions of
Fig. 8-22d are perpendicular to a crystal plane of the material, it is possible
to cleave the sample along this plane into laser devices, letting the crystal
structure itself provide the parallel faces. The device is then mounted on a
suitable header, and contact is made to the p region. Various techniques are
used to provide adequate heat sinking of the device for large forward cur-
rent levels.

8.4.4 Heterounction Losers

The device described above was the first type used in the early development
of semiconductor lasers. Since the device contains only one junction in a sin-
gle type of material, it is referred to as a homojunction laser. To obtain more
efficient lasers, and particularly to build lasers that operate at room tefflper-
ature, it is necessary to use multiple layers in the laser structure. Such de-
vices, called heterojunction lasers, can be made to operate continuously at
room temperature to satisfy the requirements of optical communications.
An example of a heterojunction laser is shown in Fig. 8-23. In this structure
the injected carriers are confined to a narrow region so that population

m
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p GaAs ----
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substrate
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2 eV

E,

	

z
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Figure 8-24
A double-

heteroiunction
laser structure: (a)

multiple layers
used to confine in-

jected carriers
and provide

woveguiding For
the light; (b) a

stripe geometry
designed to re-

strict the current
injection to a nar-
row stripe along
the losing direc-

tion. One of many
methods for ob-

taining the stripe
geometry, this ex-
ample is obtained

by proton bom-
bardment of the

shaded regions in
(b), which con-
verts the GaAs
and AIGaAs to
semi-insulating

Form.

inversion can be built up at lower current levels. The result is a lowering of
the threshold current at which laser action begins. Carrier confinement is ob-
tained in this single-heterojunction laser by the layer of AIGaAs grown epi-
taxially on the GaAs.

In GaAs the laser action occurs primarily on the p side of the junction
due to a higher efficiency for electron injection than for hole injection. In a
normal p-n junction the injected electrons diffuse into the p material such that
population inversion occurs for only part of the electron distribution near the
junction. However, if the p material is narrow and terminated in a barrier, the

injected electrons can be confined near the junction. In Fig. 8-23a, an epitaxial
layer of p-type AIGaA5 (Eg 2 eV) is grown on top of the thin p-type GaAs
region. The wider band gap of A1GaAs effectively terminates the p-type
GaAs layer, since injected electrons do not surmount the barrier at the
GaAs-AlGaAs heterojunction (Fig. 8-23b). As a result of the confinement
of injected electrons, laser action begins at a substantially lower current than
for simple p-n junctions. In addition to the effects of carrier confinement,
the change of refractive index at the heteroj unction provides a waveguide ef-
fect for optical confinement of the photons.

A further improvement can be obtained by sandwiching the active GaAs
layer between two AIGaAs layers (Fig. 8-24).This double-heterojunction struc-
ture further confines injected carriers to the active region, and the change in
refractive index at the GaAs-AlGaAs boundaries helps to confine the gener-
ated light waves. in the double-he terojunction laser shown in Fig. 8-24b the in-
jected current is restricted to a narrow stripe along the lasing direction, to
reduce the total current required to drive the device. This type of laser was a
major step forward in the development of lasers for fiber-optic communications.

Active layer
Pro
bur
reg

E lm
p GaAs
pAlGaAs

- pGaAs

nGaAs
-	 substrate

(a)
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Separate Confinement and Graded Index Channels. One of the disadvan-
tages of the double-heterOStfl.lCtUre laser shown in Fig. 8-24 is the fact that the
carrier confinement and the optical waveguiding both depend on the same
heterojunctiOnS. It is uiuch better to optimize these two functions by using a
narrow confinement region for keeping the carriers in a region of high re-
combination, and a somewhat wider optical waveguide region. In Fig. 8-25a
we show a separate confinement laser in which the width of the optical wave-

guiding region (w) is optimized by using the refractive index step at a sepa-
rate heterojunction from that used to confine the carriers. For example, in the
GaAs—A1Ga 1 _AS system the optical confinement (waveguiding) occurs at
a boundary with much larger composition x (and therefore smaller refractive
index) than is the case for the carrier confinement barrier. By grading the
composition of the AIGaAs it is possible to obtain even better waveguiding.
For example, in Fig. 8-25b a parabolic grading of the refractive index leads to
a waveguide within the laser analogous to that shown in Fig. 8-12 for a fiber.
This graded mdex feparate confinement heterostnicture (GRINSCH) laser also
provides built in fields for better electron confinement.

Vertical Cavity' Surface-Emitting Lasers (VCSELs). There are advantages
to laser structures in which light is emitted normal to the surface, including
ease of device testing on the wafer before packaging. An interesting approach
is the VCSEL, in which the cavity mirrors are replaced by DBRs, which use
many partial reflectors spaced to reflect light constructively. DBRs can be
grown by MBE or OMVPE. In Fig. 8-26 the bottom DBR mirror of a VCSEL

Er 
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DI	 ___	 I
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Optical
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Figure 8-25
Separate confinement of carriers and woveguiding: (a) use of separate changes in AIGoAs alloy compo-
sition to confine carriers in the region (4 of smallest bond gap, and to obtain waveguiding (w at the
larger step in refractive index; (b) grading the alloy composition, and therefore the refractive index, For
better waveguiding and carrier confinement.
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Figure 8-26
Schematic cross section of oxide-confined vertical cavity surface-emitting laser diode. [DG.Deppe et al.,
IEEE I. Selected Topics in Quantum Elec., 3(3) (June 1997): 893-9041

is composed of many alternating layers of AlAs and GaAs with thickness
one-quarter of a wavelength in each material. The top mirror is composed of
deposited dielectric layers (alternating ZnSe and MgF). Current is funneled
into the active region from the top contact by using an oxide layer achieved
by laterally oxidizing an AlGaAs layer to form an aluminum oxide. The ac-
tive rewon of the laser employs InGaAs-GaAs quantum wells, and the GaAs
cavity between the two DBRs is one wavelength long. The VCSEL can be
made with much shorter cavity length than other structures, and as a result
of Eq. (8-16) the laser modes are widely separated in wavelength. Thus single-
mode laser operation is more easily achieved with the VCSEL. Lasing can be
achieved at very low current (< 50 pA) with this device.

8.4.5 Materials for Semiconductor Lasers

We have discussed the properties of the junction laser largely in terms of
GaAs and AIGaAs. However, as discussed in Section 8.2.2, the InGaAsP/InP
system is particularly well suited for the type of lasers used in fiber optic
communication systems. Lattice matching (Section 1.4.1) is important in cre-
ating heterostructures by epitaxial growth.The fact that the AIGaAs band gap
can be varied by choice of composition on the column HI sublattice allows
the formation of barriers and confining layers such as those shown in Section
8.4.4. The quaternary alloy InGaAsP is particularly versatile in the fabrica-
tion of laser diodes, allowing considerable choice of wavelength and flexi-
bility in lattice matching. By choice of composition, lasers can be made in
the infrared range 1.3-1.55 I.Lm required for fiber optics. Since four compo-
nents can be varied in choosing an alloy composition, InGaAsP allows si-
multaneous choice of energy gap (and therefore emission wavelength) and
lattice constant (for lattice matched growth on convenient substrates). In
many applications, however, other wavelength ranges are required for laser
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output. For example, the use of lasers in pollution diagnostics requires , 'iave-
lengths farther in the infrared than are available from InGaAsP and AKiaAs.
In this application the ternary alloy PbSnTe provides laser output wave-
lengths from about 7 1 rn to more than 30 m at low temperatures, depcnd-
ing on the material composition. For intermediate wavelengths, the InGaSb
system can be used.

Materials chosen i'or the fabrication of semiconductor lasers must be ef-
ficient light emitters and also he amenable to the formation of p-n junctions
and in most castr 10,c f:mation of heteroJunction barriers. These requ i re-
ments eliminate some materials from practical use in laser diodes. For ex-
ample, semiconductors with indirect band gaps are not sufficiently efficient
light emitters for practical laser fabrication. The II–VI compounds, on the
other hand, are generally very efficient at emitting light but junctions are
difficult to form. By modern crystal growth techniques such as MBE and
MOVPE it is possible to grow junctions in ZnS, ZnSe, ZnTe, and alloys of
these materials, using N as the acceptor. Lasers can be made in these mate-
rials which emit in the green and blue-green regions of the spectrum.

In recent years much progress has been made in the growth of large
bandgap semiconductors using GaN, and its alloys with InN and A1N. The
InAIGaN system has direct bandgaps over the entire alloy composition range,
and hence offers very efficient light emission. Bandgaps range from about
2eV for InN, to 14eV for GaN and 5 eV for AIN. This covers the wavelength
range from about 620 nm to about 248 nm, which is from blue to U'(The
resurgence of interest in this field was triggered by the work of Nakamura at
Nichia Corporation in Japan who demonstrated very high efficiency blue
light emitting diodes (LEDs) in GaN.

Two of the problems which had stymied progress in this field since pi-
oneering work by Pankove in the 1970s was the absence of a suitable sub-
strate having sufficient lattice match with GaN, and the inability to achieve
p-type doping in this semicnductor. GaN bulk crystals cannot be grown eas-
ily because of the high vapor pressure of the nitrogen-bearing precursor (ge;i..
erally ammonia). This requires growth at high temperature and pressure.
This precludes using bulk GaN wafers as substrates for epitaxial growth.
However, epitaxial layers can be grown on other substrates with reasonable
success, in spite of the lattice mismatch.

GaN exists in the cubic zincblende form (which is the preferred struc-
ture) as well as the hexagonal wurtzite form. It was demonstrated recently
that cubic GaN could be grown heteroepitaxially on sapphire, even though
it is not lattice matched to GaN. In fact, sapphire does not even have a cubic
crystal structure—it is hexagonal. The lattice constant of GaN is about 4.5 A,
while that of sapphire is 4.8 A. which is a huge lattice mismatch. Contrary to
what would normally be expected, however, high quality epitaxial GaN films
can be grown on sapphire by MOCVD using ammonia and tn-methyl galli-
um as the precursors. One possible reason for the high quality of the films,
as evidence by blue LEDs and short wavelength lasers fabricated in these ni-
trides, is that these large-bandgap semiconductors have very high chemical
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bond strengths. This apparently precludes the easy propagation of dislocation
defects from the heterointerface to the active part of the devices, where they
would form traps and kill optical efficiency. Yet another lattice-mismatched sub-
strate that has been successfully used for these nitride semiconductors is SiC.

The second breakthrough required in the nitrides was the ability to
achieve high p-type doping so that p-n junctions could be formed. It has been
demonstrated that Mg (which is a column II element) doping of MOCVD
films, followed by high temperature annealing can be used to achieve high ac-
ceptor concentrations in these systems.

Why is there so much interest in short wavelength emitters such as
blue LEDs and semiconductor lasers? As discussed in Section 8.2.1, high-
efficiency red, green and yellow-green LEDs have existed for a long time in
the GaAsP system, using concepts such as N isoelectronic doping. It has
been a major goal of the optoelectronics community to achieve high effi-
ciency blue emitters because, along with red and green, blue completes the
list of three primary additive colors. In fact, blue LEDs made in GaN have
been combined with the other color LEDs to form very intense white light
sources with luminous efficiencies exceeding those of conventional light
bulbs. Arrays of red, green and blue emitters can be used in outdoor dis-
plays and TV screens. Red, yellow and green LEDs are candidates for traf-
fic lights because they have much higher reliability and lifetime than
conventional light bulbs, and save energy.

Short wavelength emitters such as UV/blue semiconductor lasers are
important for storage applications such as digital versatile discs (D\'Ds),
which are higher density versions of compact discs (CDs). The storage den-
sity on these discs is inversely proportional to the square of the laser wave-
length that is used to read the information. Thus reducing the laser
wavelength by a factor of two leads to a four-fold increase of storage densi-
ty. Such increased storage capacity opens up entirely new applications for
DVDs that were not possible previously with conventional CDs, for exam-
ple, the storage of full-length movies. A recent example of success in this
rapidly progressing field is a 417 nm semiconductor laser made with InGaN
multi-quantum-well heterostructures.

PROBLEMS 8.1 For the p-i-n photodiode of Fig. 8-7, (a) explain why this detector does not
have gain; (h) explain how making the device more sensitive to low light lev-
els degrades its speed; (c) if this device is to be used to detect light with X = 0.6
Am, what material would you use and what substrate would you grow it On?

8.2 A Si solar cell 2 c X 2 c with I = 32 nA has an optical generation rate of lO'
EHP/c&-s within Lp = L,, = 2 p.m of the junction. If the depletion width is 1 p.m,
calculate the short-circuit current and the open-circuit voltage for this cell.

8.3 A Si solar cell with dark saturation current 'th of 5 nA is illuminated such that
the short-circuit current is 200 mA. Plot the I-V curve for the cell as in Fig. 8-6
(remember that I is negative but is plotted positive as I,).
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8.4 A major problem with solar cells is internal resistance, generally in the thin re-
gion at the surface, which must be only partiall y contacted, as in Fig. 8-5. As-
sume that the cell of Prob. 8.3 has a series resistance of I £, so that the cell
voltage is reduced by the /R drop. Replot the!- V curve for this case and com-
pare with the cell of Prob, 8.3.

8.5 Show schematically and discuss how several semiconductor materials might
be used together to obtain a more efficient solar cell.

8.6 Assume that a photoconductor in the shape of a bar of length L and area A has
a constant voltage V applied, and it is illuminated such that g. EHP/cm 3-s are
generated uniformly throughout. If ii,, a' tLp , we can assume the optically in-
duced change in current if is dominated by the mobility p., and lifetime T. for
electrons. Show that M= qALg0 iy-r, for this photoconductor, where ; is the
transit time of electrons drifting down the length of the bar.

8.7 What composition x of Al,Ga 1 As would produce red light emission at 680
nm? What composition of GaAs, _P? ln,Ga 1 P?

8.8 (a) Why must a solar cell be operated in the fourth quadrant of the junction
I-V characteristic?

(b) What is the advantage of a quarternary alloy in fabricating LEDs for
fiber optics?

(c) Why is a reverse-biased GaAs p-n junction not a good photodetector for
light of X = I m?

8.9 For steady state optical excitation, we can write the hole diffusion equation as

gD
d2 p op
--- = - -

"dx	 i•,,	 6.P

Assume that a long p-n diode is uniformly illuminated by an optical signal, re-
suting in g,,, EHP/cm3-s.

(a) Show that the excess hole distribution in the a region is

	

L2 -I	 g0L

OPDP
Op(x) = [ P(vkT 	

+ D

(b) Calculate the hole diffusion current I(x) and evaluate it at x = 0. Com-
pare the result with Eq. (8-2) evaluated for a p-n junction.

8.10 A Si solar cell has a short-circuit current of 100 mA and an open-circuit volt-
age of 0.8 V under full solar illumination. The fill factor is 0.7. What is the max-
imum power delivered to a load by this cell?

8.11 The maximum power delivered by a solar cell can be found by maximizing the
I-V product.

(a) Show that maximizing the power leads to the expression

(1 +

	

	 = 1 +
kT 'iS
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where V,,.,, is the voltage for maximum power, I,, is the magnitude of the short

circuit current, and Ii,, is the thermally induced reverse saturation current.

(b) Write this equation in the form in .r = C - x for the case l,	 'th' and
V	 kTIq.

(c) Assume a Si solar cell with a dark saturation current Ii,, of 1.5 nA is illu-
minated such that the short-circuit current is I,, = 100 mA. Use a graphi-
cal solution to obtain the voltage V,,,, at maximum delivered power.

(d) What is the maximum power output of the cell at this illumination?

8.12 For a solar ccii. Eq. (8-2) can be rewritten

V =	
+ I + 1)

q	 'th

Given the cell parameters of Prob. 8.11, plot the I-V curve as in Fig. 8-6 and

draw the maximum power rectangle. Remember that I is a negative number

but is ploted positive as I, in the figure. ',h and I,,, are positive magnitudes in

the equation.

8.13 Solar cells are severely degraded by unwanted series resistance. For the cell
described in Prob. 8-4. include a series resistance R, which reduces the cell volt-

age by the amount JR. Calculate and plot the fill factor for a series resistance

R from 0 to 5 11, and comment on the effect of Ron cell efficiency.

8.14 Based upon Fig. 1-13, what ternary alloy, composition, and binary substrate
can be used for an LED at the 1.55-th optical fiber window? What type of
epitaxial layer/substrate combination would you use for an LED with emis-
sion at 1.3 m?

The degenerate occupation of bands shown in Fig. 8-19 helps maintain the
laser requirement that emission must overcome absorption. Explain how the
degeneracy prevents band-to-band absorption at the emission wavelength.

8,16 Assume that the system described by Eq. (8-7) is in thermal equilibrium at an
extremely high temperature such that the energy density p(v 12) 1s essentially in-

finite. Show that B12 = B21.

8.17 The system described by Eq. (8--7) interacts with a blackbody radiation field
whose energy density per unit frequency at v12 is

P(V12) 
= 87 hv2[VJkT - 1]

from Planck's radiation law. Given the result of Prob. 8.16, find the value of

the ratio A211B12.

s.is Assuming equal electron and hole concentrations and band-to--band transitions,
calculate the minimum carrier concentration n = p for population inversion in
GaAs at 300 X. The intrinsic carrier concentration in GaAs is about 10' cm 3.
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