
Chapter 9

Integrated Circuits

Just as the transistor revolutionized electronics by offering more flexibility,
convenience, and reliability than the vacuum tube, the integrated circuit en-
ables new applications for electronics that were not possible with discrete
devices. Integration allows complex circuits consisting of many thousands of
transistors, diodes, resistors, and capacitors to be included in a chip of semi-
conductor. This means that sophisticated circuitry can he miniaturized for
use in space vehicles, in large-scale computers, and in other applications where
a large collection of discrete components would be impractical. In addition
to offering the advantages of miniaturization, the simultaneous fabrication
of many ICs on a single Si wafer greatly reduces the cost and increases the
reliability of each of the finished circuits. Certainly discrete components have
played an important role in the development of electronic circuits; howev-
er, most circuits are now fabricated on the Si chip rather than with a collec-
tion of individual components. Therefore, the traditional distinctions between
the roles of circuit and system designers do not apply to IC development.

In this chapter we shall discuss various types of ICs and the fabrica-
tion steps used in their production. We shall investigate techniques for build-
ing large numbers of transistors, capacitors, and resistors on a single chip of
Si, as well as the interconnection, contacting, and packaging of these circuits
in usable form. All the processing techniques discussed here are very basic
and general. There would be no purpose in attempting a comprehensive re-
view of all the subtleties of device fabrication in a book of this type. In fact,
the only way to keep up with such an expanding field is to study the current
literature. Many good reviews are suggested in the reading list at the end of
this chapter; more important, current issues of those periodicals cited can be
consulted for up-to-date information regarding IC technology. Having the
background of this chapter, one should be able to read the current literature
and thereby keep abreast of the present trends in this very important field
of electronics.

In this section we provide an overview of the nature of integrated circuits and 9.1
the motivation for using them. It is important to realize the reasons, both BACKGROUND
technical and economic, for the dramatic rise of ICs to their present role in

415



416	 Chapter 9

electronics. We shall discuss several main types of ICs and point out some of
the applications of each. More specific fabrication techniques will be pre-
sented in later sections.

9. 1.1 Advantages oF Integration

It might appear that building complicated circuits, involving many intercon-
nected components on a single Si substrate, would be risky both technically
and economically. In fact, however, modern techniques allow this to be done
reliably and relatively inexpensively; in most cases an entire circuit on a Si
chip can be produced much more inexpensively and with greater reliability
than a similar circuit built up from individual components. The basic reason
is that many identical circuits can be built simultaneously on a single Si wafer
(Fig. 9-1); this process is called batch fabrication. Although the processing
steps for the wafer are complex and expensive, the large number of result-
ing integrated circuits makes the ultimate cost of each fairly low. Further-
more, the processing steps are essentially the same for a circuit containing
millions of transistors as for a simpler circuit. This drives the IC industry to
build increasingly complex circuits and systems on each chip, and use larger
Si wafers (e.g., 8-inch diameter). As a result, the number of components in
each circuit increases without a proportional increase in the ultimate cost of
the system. The implications of this principle are tremendous for circuit de-
signers; it greatly increases the flexibility of Zesign criteria. Unlike circuits
with individual transistors and other components wired together or placed
on a circuit board, ICs allow many "extra" components to be included with-

Figure 9-1
A 200 mm diame-
ter (about 8 inch)
wafer of integrat-

ed circuits. The
circuits are tested
on the wafer, and
then sowed apart

into individual
chips for mount-

ing into pack-
ages. (Photograph

courtesy of IBM
Corp.)
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out greatly raising the cost of the final product. Reliability is also improved
since all devices and interconnections are made on a single rigid substrate,
greatly minimizing failures due to the soldered interconnections of discrete
component circuits.

The advantages of ICs in terms of miniaturization are obvious. Since
many circuit functions can be packed into a small space, complex elec-
tronic equipment can be employed in many applications where weight and
space are critical, such as in aircraft or space vehicles. In large-scale com-
puters it is now possible not only to reduce the size of the overall unit but
also to facilitate maintenance by allowing for the replacement of entire
circuits quickly and easily. Applications of ICs are pervasive in such con-
sumer products as watches, calculators, automobiles, telephones, televi-
sion, and appliances. Miniaturization and the cost reduction provided by
ICs mean that we all have increasingly more sophisticated electronics at
our disposal.

Some of the most important advantages of miniaturization pertain to
response time and the speed of signal transfer between circuits. For exam-
ple, in high-frequency circuits it is necessary to keep the separation of var-
ious components small to reduce time delay of signals. Similarly, in very
high speed computers it is important that the various logic and information
storage Circuits be placed close together. Since electrical signals are ulti-
mately limited by the speed of light (about 1 ft/ns), physical separation of
the circuits can be an important limitation. As we shall see in Section 9.5,
large-scale integration of many circuits on a Si chip has led to major reduc-
tions in computer size, thereby tremendously increasing speed and func-
tion density. In addition to decreasing the signal transfer time, integration
can reduce parasitic capacitance and inductance between circuits. Reduc-
tion of these parasitics can provide significant improvement in the operat-
ing speed of the system.

We have discussed several advantages of reducing the size of each unit
in the batch fabrication process, such as miniaturization, high-frequency and
switching speed improvements, and cost reduction due to the large number
of circuits fabricated on a single wafer. Another important advantage has to
do with the percentage of usable devices (often called the yield) which results
from batch fabrication. Faulty devices usually occur because of some defect
in the Si wafer or in the fabrication steps Defects in the Si can occur because
of lattice imperfections and strains introduced in the crystal growth, cutting,
and handling of the wafers. Usually such defects are extremely small, but
their presence can ruin devices built on or around them. Reducing the size
of each device greatly increases the chance for a given device to be free of
such defects. The same is true for fabrication defects, such as the presence of
a dust particle on a photolithographic mask. For example, a lattice defect or
dust particle jun in diameter can easily ruin a circuit which includes the
damaged area. If a fairly large circuit is built around the defect it will be
faulty; however, if the device size is reduced so that four circuits occupy the
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same area on the wafer, chances are good that only the one containing the
defect will be faulty and the other three will be good. Therefore, the per-
centage yield of usable circuits increases over a certain range of decreasing
chip area.There is an optimum area for each circuit, above which defects are
needlessly included and below which the elements are spaced too closely for
reliable fabrication.

9.1.2 Types of Integrated Circuits

There are several ways of categorizing ICs as to their use and method of fab-
rication. Thc most common categories are linear or digital according to ap-
plication, and monolithic or hybrid according to fabrication.

A linear IC is one that performs amplification or other essentially
linear operations on signals. Examples of lineai circuits are simple am-
plifiers, operational amplifiers, and analog communications circuits. Dig-
ital circuits involve logic and memory, for applications in computers,
calculators, microprocessors, and the like. By far the greatest volume of ICs
has been in the digital field, since large numbers of such circuits are re
quired. Since digital circuits generally require only "on-off" operation of
transistors, the design requirements for integrated digital circuits are often
less stringent than for linear circuits. Although transistors can be fabri-
cated as easily in integrated form as in discrete form, passive elements
(resistors and capacitors) are usually more difficult to produce to close
tolerances in ICs.

9.1 .3 Monolithic and Hybrid Circuits

Integrated circuits that are included entirely on a single chip of semiconduc-
tor (usually Si) are called monolithic circuits (Fig. 9-1). The word monolith-
ic literally means "one stone" and implies that the entire circuit is contained
in a single piece of semiconductor. Any additions to the semiconductor sam-
ple, such as insulating layers and metallization patterns, are intimately bond-
ed to the surface of the chip. A hybrid circuit may contain one or more
monolithic circuits or individual transistors bonded to an insulating substrate
with resistors, capacitors, or other circuit elements, with appropriate inter-
connections (Fig. 9-2). Monolithic circuits have the advantage that all com-
ponents are contained in a single rigid structure which can be batch fabricated;
that is, hundreds of identical circuits can be built simultaneously on a Si wafer.
On the other hand, hybrid circuits offer excellent isolation between compo-
nents and allow the use of more precise resistors and capacitors. Further-
more, hybrid circuits are often less expensive to build in small numbers.



Figure 9-2
A hybrid circuit
employing thick-
film printing. This
automobile volt-
age regulator cir-
cuit Contains
thick-film resistors
and thermistors, a
ceramic chip ca-
pacitor, and
monolithic Si
chips mounted on
an insulating sub-
strate. (Photo-
graph courtesy of
Delco Electronics
Corp.)
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When resistors and capacitors are made external to the monolithic Si
chip, basically two types of technology are used: the passive elements are
fabricated and interconnected by thick-film or thin-film processes. Although
the dividing line between thin and thick films is not precise, they are fairly well
separated in application to ICs: "thin" films are typically 0.1 to 0.5 Pm, and
"thick" films are about 25 pm.

The processing steps for the two hybrid techniques are quite different.
In thick-film circuits the resistors and interconnection patterns are "print-
ed" on a ceramic substrate (Fig. 9-2) by silk-screen or similar process. Con-
ductive and resistive pastes consisting of metal powders in organic binders
are printed on the substrate and cured in an oven. One advantage of this
process is that resistors can be made below the rated values and then trimmed
by abrasion, or by selective evaporation using a pulsed laser. These correc-
tions can be made quickly with automated procedures while the resistance
values are under test. Small ceramic chip capacitors can be bonded into place
in the interconnection pattern, along with monolithic circuits or individual
transistors.

Thin-film technology allows for greater precision and miniaturiza-
tion, and is generally preferred when space is an important limitation.
Thin-film interconnection patterns and resistors can be vacuum deposit-
ed on a glass or glazed ceramic substrate. The resistive films are usually
made of tantalum or other resistive metal, and the conductors are often
aluminum or gold. In general, the resistive materials must be deposited
by sputtering. Pattern definition for the resistors and conductor paths can
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be achieved by depositing the films through metal shields which contain
appropriate apertures. Better definition is obtained by metallizing the en-
tire substrate, or laige parts of it, and using photolithographic methods to
remove the metal except in the desired pattern. Capacitors can be fabri-
cated by thin-film techniques by depositing an insulating layer between
two metal films or by oxidizing the surface of one film and then deposit-
ing a second film on top.

9.2 The IC was invented in February 1959 by Jack Kilby of Texas Instruments.
EVOLUTION OF The planar version of the IC was developed independently by Robert Noyce

INTEGRATED at Fairchild in July 1959. Since then the evolution of this technology has been
CIRCUITS extremely fast-paced. One way to gauge the progress of the field is to look

at the complexity of ICs as a function of time. Figure 9-3a shows the num-
ber of transistors used in MOS microprocessor IC chips as a function of time.
It is amazing that on this semi-log plot, where we have plotted log of the
component count as a function of time, we get a straight line, indicating that
there has been an exponential growth in the complexity of chips over three
decades. The component count has roughly doubled every 18 months, as was
noted early by Gordon Moore of Intel corporation. This regular doubling
has become known as Moore's law.

The history of ICs can he described in terms of different eras, depend-
ing on the component count. Small Scale Integration (SSI) refers to the in-
tegration of 1-i 02 devices, Medium Scale Integration (MSI) between 102_102
devices, Large Scale Integration (LSI) between 102--10 devices, Very Large
Scale Integration (VLSI) between 105_106 devices, and now Ultra Large Scale
Integration (ULSI), where component count is between 10ô_109 Of course,
these boundaries are somewhat fuzzy. The next generation has been dubbed
as Giga-Scale Integration. Wags have suggested that after that we will have
RLSI or Ridiculously Large Scale Integration.

The main factor that has enabled this increase of complexity is the abil-
ity to shrink or scale devices. Typical dimensions or feature sizes (generally
the MOSFET channel lengths) of state-of-the-art dynamic random access
memories (DRAMs) at different times are also shown as a semi-log plot in Fig.
9-3b. Once again, we see a straight line, reflecting an exponential decrease
of the typical feature sizes with time over three decades. Clearly, one can
pack a larger number of components with greater functionality on an IC if
they are smaller. As discussed in Section 6.5.9, scaling also has other advan-
tages in terms of faster ICs which consume less power.

While scaling represents an opportunity, it also presents tremendous
technological challenges. The most notable among these challenges lie in lith-
ography and etching, as discussed in Section 5.1. However, since scaling of hor-
izontal dimensions also requires scaling of vertical geometries as discussed in
Section 6.5.9, there are also tremendous challenges in terms of doping, gate
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dielectrics and metallization. Small features and large chips also require device
fabrication in extremely clean environments. Particles which may not have
caused yield problems in a 1 pm IC technology can have catastrophic effects
for a 0.25 pm process. This requires purer chemicals, cleaner equipment, and
more stringent clean rooms. In fact, the levels of cleanliness required bypassed
the best surgical operating rooms early in the evolution shown in Fig. 9-3.The
cleanliness of these facilities is designated by the Class of the clean room. For
instance, a Class 1 clean room, which is state-of-the-art in 2000, has less than I
particle of size 0.2 pm or larger per cubic foot. There are more of the smaller
particles, and fewer of the larger ones. Obviously, the lower the Class of a clean
room, the better it is. A Class 1 clean room is much cleaner than a Class 100
fabrication facility or "fab." As one might expect, such high levels of cleanliness
come with a hefty price tag. A state-of-the-art fab in 2000 comes equipped with
a price tag of about two billion dollars.

In spite of the Costs, the economic payoff for ULSI is tremendous. Just
for calibration, let us examine some economic statistics at the dawn of the
third millennium. The total annual economic output of all the countries in the
world, or the so-called Gross World Product (GWP), is about 35 trillion US
dollars. The US Gross National Product is about S trillion dollars, or about a
quarter of the GWP. The worldwide IC industry is about 150 billion dollars,
and the entire worldwide electronics industry in which these ICs participate
is about I trillion dollars. As a single industry, electronics is one of the biggest
in terms of the dollar amount. It has surpassed, for example, automobiles
(worldwide sales of about 50 million cars annually) and petrochemicals.
About 100-200 million personal computers are sold annually worldwide.

Perhaps even more dramatic than these raw economic numbers is the
growth rate of these markets. If one were to plot IC sales as a function of time,
one again finds a more or less exponential increase of sales with time over
three decades. Of great importance to the consumer, the cost per electronic
function has dropped dramatically over the same period of time. For exam-
ple, the cost per bit of semiconductor memory (DRAM) has dropped from
about 1 cent/bit in 1970 to about 10 cents per bit today, a cost improvement
of four orders of magnitude in 30 years. There are no parallels in any other in-
dustry for this consistent improvement in functionality with such lowered cost.

While ICs started with bipolar processes in the 1960s, they were grad-
ually supplanted by MOS and then CMOS devices, for reasons discussed in
Chapters 6 and 7. Currently, about 88 percent of the IC market is MOS-
based, and about 8 percent BJT-based. Optoelectronic devices based on com-
pound semiconductors are still a relatively small component of the
semiconductor market (about 4 percent), but are expected to grow in the fu-
ture. Of the MOS ICs, the bulk are digital ICs. Of the entire semiconductor
industry, only about 14 percent are analog ICs. Semiconductor memories
such as DRAMs, SRAMs and non-volatile flash memories make up ap-
proximately 25 percent of the market, microprocessors about 25 percent,
and other application-specific ICs (ASICs) about 20 percent.
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Now we shall consider the various elements that make up an integrated cir- 9.3
cuit, and some of the steps in their fabrication. The basic elements are fairly MONOLITHIC
easy to name—transistors, resistors, capacitors, and some form of intercon- DEVICE ELEMENTS
nection. There are some elements in integrated circuits, however, which do
not have simple counterparts in discrete devices. We shall consider one of
these, charge transfer devices, in Section 9.4. Discussion of fabrication tech-
nology is difficult in a book of this type, since device fabrication engineers
seem to make changes faster than typesetters do! Since this important and
fascinating field is changing so rapidly, the reader should obtain a basic un-
derstanding of device design and processing from this discussion and then
search out new innovations in the current literature.

9.3.1 CMOS Process Integration

A particularly useful device for digital applications is a combination of
n-channel and p-channel MOS transistors on adjacent regions of the chip.
This complementary MOS (commonly called CMOS) combination is illus-
trated in the basic inverter circuit of Fig. 9-4a. In this circuit the drains of the
two transistors are connected together and form the output, while the input
terminal is the common connection to the transistor gates. The p-channel
device has a negative threshold voltage, and the n-channel transistor has a
positive threshold voltage. Therefore, a zero voltage input (V1 = 0) gives
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of p-channel and
n-channel devices
together.
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zero gate voltage for the n-channel device, but the voltage between the gate
and source of the p-channel device is - V. Thus the p-channel device is on,
the n-channel device is off, and the full voltage V is measured at V0 (i.e.. V
appears across the nonconducting n-channel transistor). Alternatively, a pos-
itive value of V,,, turns the n-channel transistor on, and the p-channel off.
The output voltage measured across the "on" n-channel device is essential-
ly zero. Thus, the circuit operates as an inverter—with a binary "1" at the
input, the output is in the "0" state, whereas a "0" input produces a "1" out-
put. The beauty of this circuit is that one of the devices is turned off for ei-
ther condition. Since the devices are connected in series, no drain current
flows, except for a small charging current during the switching process from
one state to the other. Since the CMOS inverter uses ultra little power, it is
particula rl y useful in applications such as electronic watch circuits which de-
pend on very low power consumption. CMOS is also advantageous in ultra
large scale integrated circuits (Section 9.5), since even small power dissipa-
tion in each transistor becomes a problem when millions of them are inte-
grated on a chip.

The device technology for achieving CMOS circuits consists mainly in ar-
ranging for both n- and p-channel devices with similar threshold voltages on
the same chip. To achieve this goal, a diffusion or implantation must be per-
formed in certain areas to obtain n and p regions for the fabrication of each type
of device. These regions are called tubs, tanks, or wells (Fig. 9-5). The critical
parameter of the tub is its net doping concentration, which must be closely
controlled by ion implantation. With the tub in place, source and drain im-
plants are performed to make the n-channel and p-channel transistors. Match-
ing of the two transistors is achieved by control of the surface doping in the tub
and by threshold adjustment of both transistors by ion implantation.

Including bipolar transistors in the basic CMOS technology allows flex-
ibility in Circuit design, particularly for providing drive currents. The combi-
nation of bipolar and CMOS (called BiCMOS) provides circuits with
increased speed.

Attention must be paid in CMOS designs to the fact that combining
n-channel and p-channel devices in close proximity can lead to inadvertent
(parasitic) bipolar structures. In fact, a p-n-p-n structure can be found in Fig.
9-4b, which can serve as an inefficient but troublesome thyristor (see Ch. 11).
Under certain biasing conditions the p-n-p part of the structure can supply
base current to the n-p-n structure, causing a large current to flow. This
process, called latchup, can be a serious problem in CMOS circuits. Several
methods have been used to eliminate the latchup problem, including using
both n-type and p-type tubs, separated by trench isolation (Fig. 9-6). The use
of two separate tubs (wells) also allows independent control of threshold
voltages in both types of transistor.

We can illustrate most of the common fabrication steps for MOS inte-
grated circuits by studying the flow of a twin well Self-Aligned siLICIDE
(SALICIDE) CMOS process. This process is particularly important because
most high-performance digital ICs, including microprocessors, memories and
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application specific ICs (ASICs), are made basically in this way. In order to
make enhancement-mode n-channel devices, we need a p-type substrate, and
vice versa. Since CMOS requires both, we must start either with an n-type or
a p-type wafer and then make selected regions of the substrate have oppo-
site doping by forming wells. For example, Fig. 9-5a shows a lightly doped p-
epitaxial layer on a p t-substrate. We can make n-channel devices in this layer.

425

.iII.

I

. . "•• • ••••

Boron

TankTan

11	 1	 1

:it

Fiore 9-5
Self-aligned twin
well process: (a)
n-well formation
using P donor
implant and a
photoresist mask;
(b) p-well forma-
tion using B ac-
ceptor implant.
A thick (-200 nm)
"tank" oxide
layer is grown
wherever the sili-
con nitride-oxide
stock is etched
off, and the tank
oxide is used to
block the B im-
plant in the
n-wells in a
self-aligned man-
ner; (c) isolation
pattern for Field
transistors show-
ing B channel
stop implant using
photoresist mask;
(d) local oxidation
of silicon wherev-
er nitride mask is
removed, leading
to thick LOCOS
field oxide.



426	 Chapter 9

By implanting n-wells wherever needed, we can make p-channel devices also.
This is an n-well CMOS process. Alternatively, if we start with an n-substrate
and make p-wells in certain regions, we have a p-well CMOS process. For
optimal device performance, however, it is usually desirable to separately
implant both the n- and the p-well regions, which is called twin-well CMOS.

The rationale for this can be appreciated if we keep in mind that for a state-
of-the-art IC, typical doping levels are .1018 cm and junction depths are -1
pm in these wells. The doping levels have to be high enough to prevent
punchthrough breakdown due to drain-induced barrier lowering (DIBL) in
the MOSFETs, but low enough to keep the threshold voltages acceptably
small. If we choose to use the p-substrate for n-channel devices as in Fig. 9-
5a, the p-type epitaxial layer must be doped to 10 cm, and the implanted
n-type layer must be achieved by counter-doping at a level of -2X 10' cm,
resulting in a net n-type doping of -IX 1018 cm, but a total doping in this

region of -3X 1018 CM-3. Such high levels of total doping are detrimental to
carrier transport because they cause excessive ionized impurity scattering.
Hence, for high performance ICs, the starting epitaxial doping level is gen-
erally very low (10 16 cm 3). This layer is grown on a heavily doped substrate
( .-10' cm 3), to provide a highly conducting electrical ground plane. This
helps with noise problems in ICs and helps minimize the problem of latchup

by bypassing majority carriers (iii this case holes) to the p substrate.
To form the twin wells in a self-aligned fashion, we first grow thermal-

ly a "pad" oxide (-20 nm) on the Si substrate, followed by low pressure chem-
ical vapor deposition (LPCVD) of silicon nitride (20 nm). As shown in Fig.
9-5a this oxide-nitride stack is covered by photoresist, and a window is
opened for the n-well. Reactive ion etching (R1E) is then used to etch the
oxide-nitride stack. Using the photoresist as an implant mask, we then do an
n-type implant using phosphorus. Phosphorus is preferred to As for this pur-
pose because P is lighter and has a higher projected range; also, P diffuses
faster. This fast diffusion is needed to drive the dopants fairly deep into the
substrate to form the n-well. After the implant, the photoresist is removed,
and the patterned wafer is subjected to wet oxidation to grow a "tank" oxide
(-200 nm). It may be noted in Fig. 9-5b that the tank oxidation process con-
sumes Si from the substrate, and the resulting oxide swells up. In fact, for
every micron of thermally-grown oxide, the oxidation consumes 0.44 1.lm of
Si, resulting in a 2.2x volume expansion. The oxide does not grow in the re-
gions that are protected by silicon nitride because nitride has the property
that it blocks the diffusion of oxygen and water molecules (and thereby pre-
vents oxidation of the Si substrate). The pad oxide that is used under the ni-
tride has two roles: it minimizes the thermal-expansion mismatch and
concomitant stress between silicon nitride and the substrate; i t also prevents

chemical bonding of the silicon nitride to the silicon substrate.
Using the tank oxide as a self-aligned implant mask (i.e., without actu-

ally having to do a separate photolithogaphiC step), one does a p-type well
implant using boron (Fig. 9-5b). The tank oxide must thus be much thicker
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than the projected range of the B. The concept of self-alignment is vely im-
portant, and is a recurring theme in IC processing. It is simpler and cheaper
to use self-alignment than a separate lithographic step. It also allows tighter
packing density of the twin wells, because it is not required to account for lith-
ographic misalignment during layout.The P and the B are then diffused into
the substrate to a well depth of typically a micron by a drive-in diffusion at
very high tempatureS (-1000 °C) for several hours. After this diffusion, the
silicon nitride-oxide stack and the tank oxide are etched away. Since the tank
oxidation consumes Si from the substrate, etching it off leads to a step in the
Si substrate delineating the n-well and p-well regions. This step is important
in terms of alignment of subsequent reticles, and is shown in an exaggerated
fashion in Fig. 9-5c.

Next, we form the isolation regions or the field transistors which guar-
antee that there will be no electrical cross-talk between adjacent transis-
tors, unless they are interconnected intentionally (Fig. 9-5c). This is achieved
by ensuring that the threshold voltage of any parasitic transistor that may
form in the isolation regions is much higher than the power supply voltage
on the chip, so that the parasitic channel can never turn on under operat-
ing conditions. From the threshold voltage expression Eq. 6-38), we notice
that V- can be raised by increasing substrate doping and increasing gate
oxide thickness. However, a problem with that approach is the subthresh-
old slope S (Eq. 6-66), which degrades with increasing substrate doping and
gate oxide thickness. One needs to optimize both V- and S such that the
off-state leakage current in the field between transistors is sufficiently low
at zero gate bias.

A stack of silicon dioxide-silicon nitride is photolithographically pat-
terned as in Fig. 9-5c and subjected to RIE.A boron "channel stop" implant
between the twin wells increases the acceptor doping and thus increases the
threshold voltage in the p-well between the n-channel transistors (the field

threshold). However, B will compensate the donor doping on the n-well side,
and thus reduce the threshold in the n-well between p-channel devices. The
B channel stop dose must thus be optimized to have acceptably high field
thresholds in both types of wells.

After the channel stop implant, the photoresist is removed and the
wafer with the patterned nitride-oxide stack shown in Fig. 9-5c (without
photoresist) is subjected to wet oxidation to selectively grow a field oxide
-300 nm thick. The nitride layer blocks oxidation of the Si substrate in the
regions where we plan to make the transistors. This procedure, where Si is ox-
idized to form Si02 in regions not protected by nitride, is called LOCal Ox-
idation of Silicon (LOCOS) (Sec. 6.4.1). In this case, LOCOS provides
electrical isolation between the two transistors, as shown in Fig. 9-5d.

The volume expansion of 2.2x upon oxidation is an important issue
because the selective oxidation occurs in narrow, confined regions. The com-
pressive stress, if excessive, can cause dislocation defects in the substrate. An-
other jssde is the lateral 'oxidation near the nitride mask edges, which causes
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the nitride mask to lift up near the edges, forming what is known as a bird's
beak and causing a lateral moat encroachment of -0.2 .i.m into each active re-
gion, thereby wasting precious Si real estate. There have been various mod-
ified LOCOS and other isolation schemes proposed to minimize this lateral
encroachment. A notable example is Shallow Trench Isolation (STI) which
involves using RIE to etch a shallow (-1 urn) trench or groove in the Si sub-
strate after the isolation pattern, filling it up completely by deposition of a
dielectric layer of SiO 2 and polysilicon by Low Pressure Chemical Vapor De-
position (LPCVD), and then using Chemical Mechanical Polishing (CMP) to
pianarize the structure (Fig. 9-6). This consumes less Si real estate compared
to LOCOS, but gives superior isolation because the sharp corners at the bot-
tom of the trench give rise to potential barriers that block leakage currents
(the corner effect).

The pad oxide between the nitride and the Si surface minimizes the
stress due to the nitride, and prevents bonding of the nitride to the Si, as men-
tioned above. Any residual nitride on the Si would retard subsequent gate
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oxide formation, leading to weak spots in the gate region of the MOSFETs.
This problem is known as the white ribbon effect or the Kooi effect, after the
Dutch scientist who first identified it. The pad oxide mitigates this problem,
but does not solve it completely. Therefore, very often a "sacrificial" or
"dummy" oxide is grown to consume a layer of Si containing any residual ni-
tride, and this oxide is wet etched prior to the growth of the actual gate oxide.

Next, an ultra-thin (-.5--10 nm) gate oxide is grown on the substrate.
Since the electrical quality of this oxide and its interface with the Si substrate
is of paramount importance to the operation of the MOSFETs, dry oxidation
is used for this step. It is common to incorporate some nitrogen at the Si—Si07
interface, forming oxy-nitrides which improve the interface quality in terms
of hot electron effects. After the oxidation, it is immediately covered with
LPCVD polysilicon in order to minimize contamination of the gate oxide. The
polysilicon gate layer is doped very heavily (typically n using a phosphorus
dopant source. POCI 3 in a diffusion furnace) all the way to the polysilicon-
oxide interface in order to make it behave electrically like a metal electrode.
Alternatively, the LPCVD polysilicon film may also be in situ doped during
the deposition itself by flowing in an appropriate dopant gas such as phos-
phine or diborane. Heavy doping of the gate material is very important, be-
cause otherwise a depletion layer can be formed in the polysilicon gate (the
poly depletion effect). This could result in a depletion capacitance in series
with the gate oxide capacitance, thereby reducing the overall gate capacitance
and, therefore, the drive current (see Eq. 6-53). The high doping (4020 cm 3)

in the polysilicon gate is also important for reducing the resistance of the
gate and its RC time constant. The uniformly high doping in the polysilicon
layer is facilitated by the presence of the grain boundary defects in the film,
because diffusivity of dopants along grain boundaries is many orders of mag-
nitude higher than in single crystal Si.

The doped polysilicon layer is then patterned to form the gates, and
etched anisotropically by RIE to achieve vertical sidewalls. That is extreme-
ly important because this etched polysilicon gate is used as a self-aligned im-
plant mask for the source/drain implants. As mentioned above, self-aligned
processes are always desirable in terms of process simplicity and packing
density. It is particularly useful in this case because we thereby guarantee
that there will be some overlap of the gate with the source/drain but minimal
overlap. The overlap is determined by the lateral scattering of the ions and
by the lateral diffusion of the dopants during subsequent thermal processing
(such as source/drain implant anneals). If there were no overlap, the chan-
nel would have to he turned on in this region by the gate fringing fields. The
resulting potential barrier in the channel would degrade the device current.
On the other hand, if there is too much overlap, it leads to an overlap ca-
pacitance between the source or drain and the gate. This is particularly both-
ersome near the drain end because it leads to the Miller overlap capacitance
which causes undesired capacitive feedback between the output drain ter-
minal and the input gate terminal (see Section 6.5.8).
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Fabrication steps for the n-channel MOSFETs in the p-well are shown
in Fig. 9-7. After the polysilicon gate is etched, we first do a self-aligned
n-type source-drain implant, during which the tank masking level is used to
protect the PMOS devices with a layer of photoresist. The NMOS source
and drain implants are done in two stages. The first implant is a lightly doped
drain (LDD) implant (Fig. 9-7a). This is typically a dose of ' 1011_1014 -2

corresponding to a concentration of 10_1019 cm' 3, and an ultra-shallow
junction depth of 50-100 nm. When a MOSFET is operated in the saturation
region, the drain-channel junction is reverse biased, resulting in a very high
electric field in the pinch-off region. As we saw in Section 5.4 for reverse-
biased p-n junctions, reducing the doping level increases the depletion width
and makes the peak electric field at the junction smaller. As discussed in Sec-
tion 6.5.9, electrons traveling from the source to the drain in the channel can
gain kinetic energy and thereby become hot electrons, which create damage.
The low doping in the LDD helps reduce hot carrier effects at the drain end.
The shallow junction depths in the LDD are also important for reducing
short channel effects such as DIBL and charge sharing (Sections 6.5.10 and
6.5.11). The penalty that we pay with the use of an LDD region is that the
source-to-drain series resistance goes up, which degrades the drive current.

As the technology is evolving towards lower power supply voltages,
hot carrier effects are becoming less important. This, along with the need to
reduce series resistance, has driven the trend towards increasing doping in
the LDD to levels above iO' cm. In fact, the use of the term LDD then be-
comes a bit of a misnomer, and is often replaced by the term sourceldrain ex-
tension or tip.

After the LDD regions are formed alongside the polysilicon gate,
we implant deeper (-200 nm) and more heavily doped (1020 cm) source
and drain junctions farther away from the gate edges (Fig. 9-7d). This more
conductive region allows ohmic contacts to the source and drain to be
formed more easily than they could be directly to the LDD regions, and
reduces the source/drain series resistance. This implant is done using a
self-aligned scheme by the formation of sidewall oxide spacers. After re-
moving the photoresist covering the PMOS devices, we deposit conformal
LPCVD oxide (-. 100-.200 nm thick) using an organic precursor called tetra-
ethyl-ortho-silicate (TEOS) over the entire wafer at fairly high tempera-
tures (-700°C) (Fig. 9-7b). The term conformal means that the deposited
film has the same thickness everywhere, and follows the topography on
the wafer. This oxide layer is then subjected to RIE, which is anisotropic
(i.e.,it etches predominantly inthe vertical direction) (Section 5.1.7). If the
RIE step is timed to just etch off the deposited oxide on the flat surfaces,
it leaves oxide sidewall spacers on the edges of the polysilicon gate, as
shown in Fig. 9-7c. This sidewall spacer is used as a self-aligned mask to
protect the LDD regions very near the gate during the heavier, deeper n
source and drain implants (Fig. 9-7d).

Next, the NMOS devices are masked by photoresist, and a p source and
drain implant is done for the PMOSFETs (Fig. 9-8a). It may be noted that an
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Figure 9-8
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LDD was not used for the PMOS. This is due to the fact that hot hole effects
are less problematic than hot electron degradation, partly due to the lower
hole mobility and partly due to the higher Si-SiC)2 barrier in the valence band
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(5 eV) than in the conduction band (3.1 eV). After the source-drain implants
are done, the dopants are activated and the ion implant damage is healed by
a furnace anneal, or more frequently by using a Rapid Thermal Anneal (RTA).
In this anneal we use the minimum acceptable temperature and time combi-
nation (the thermal budget) because it is critically important to keep the dopant
profiles as compact as possible in ultra-small MOSFETs.

We can now appreciate why most CMOS logic devices are made on p-
type substrates, rather than n-type. The n-channel MOSFETs generate a lot
more substrate current due to hot carrier effects than PMOSFETs. The holes,
thus generated, can more easily flow to ground in a p-type substrate, than in
an n-substrate. Also, it is easier to dope substrates p-type with B during
Czochralski crystal growth than n-type with Sb. Antimony is the preferred
donor, rather than As or P for bulk doping of the Si melt, because Sb evapo-
rates less than the other species.

The use of n polysilicon gates for both NMOS and PMOS devices
raises some interesting device issues. Since the Fermi level in the n gate is
very close to the Si conduction band, its workfunction is well suited to achiev-
ing a low V7 for NMOS ((D ms 1V). but not for PMOS (4m,-0V). From the
VT expression (Eq. 6-38), we notice that the second and third terms approach
zero as thin-oxide technology evolves because C, is getting larger. For high
drive current we want V i,- to be in the neighborhood of -0.3 to -0.7V for
NMOS (-0.3 to -0.7 V for PMOS). We find from Eq. (6-38) that the p-well
doping can be optimized to achieve the correct VT for the NMOS transistor,
while at the same time being high enough to prevent punchthrough break-
down between source and drain. For the PMOS transistor, on the other hand,
an n-well doping of the order of 10 CM-3 prevents punchthrough, but the
Fermi potential, 4, is so large and negative that the VT is too negative. That
forces us to do a separate acceptor implant to adjust VT for the PMOS de-
vices (Fig. 9-8b). The acceptor dose is low enough that the p-layer is fully de-
pleted at zero gate bias, leading to enhancement mode, rather than depletion
mode transistors. In CMOS we try to make the negative V7 of the PMOS
device about the same value as the positive V7 of the NMOS.

Close examination of the band diagram in the channel of the PMOSFET
along the vertical direction (perpendicular to the gate oxide) shows that the
energy minimum for the holes in the inversion layer is slightly below (-100
nm) the oxide-silicon interface, leading to what is known as buried channel op-
eration for PMOS (Fig. 9-8c). On the other hand, for NMOS, the electron en-
ergy minimum in the inversion layer occurs right at the oxide-silicon interface,
leading to surface channel operation) There are good and bad aspects of this

'% con qualitatively understand why the acceptor implant in the channel leads to such buried channel
behavior. Assume For o moment that the acceptor dose was high .0059h that the p4ay.r was not depleted
at zero bias. In such a depletion mode device, a positive gate bias to turn off the device would first
deplete the surface region of holes, still leading to hole conduction deeper in the substrate away from the
....h. C: :_... ---
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buried channel behavior for PMOS. Since the holes in the inversion layer of
the PMOSFET travel slightly away from the oxide—silicon interface, they do
not suffer as much channel mobility degradation as the electrons in the NMOS-
FET due to surface roughness scattering. That is good, because hole mobilities
in Si are generally lower than electron mobilities, which forces us to make PMOS
devices wider than the NMOSFETs to get similar drive currents. However, buried
channel devices have a greater propensity towards DIBL and punchthrough
breakdown. Hence, as the size of MOSFETs is reduced, the DIBL problem be-
comes worse, and there is a desire to have surface channel operation for both
NMOS and PMOS.Thus, there is interest in so-called dual gale CMOS, where n
polysilicon gates are used for NMOSFETs and p gates are used for PMOS-
FELTs. Such dual workfunction gates can be achieved by depositing the polvsil-
icon undoped and then using the source and drain implants themselves to also
dope the gates appropriately. This approach exploits the high polysilicon grain
boundary diffusivities to degenerately dope the gates, while at the same time
having ultra-shallow source and drain junctions to minimize DIBL.

As a historical footnote, it may be added that MOSFETs initially used
Al gates which could not withstand high temperature processing. Hence, the
source and drain regions had to be formed first, either by diffusion or by im-
plant, and then the Al gate was deposited and patterned. Such non—self-
aligned processes suffered from the Miller capacitance mentioned previously.
What made self-aligned source and drain regions viable was the use of poly-
silicon, which has a sufficiently high melting point to withstand subsequent
processing. Recent research on MOSFET technology is going back full cir-
cle to metal gates, but this time using refractory metals such as tungsten (W).
These metals have better conductivity than heavily doped polysilicon, and a
workfunction that is better suited for CMOS. The Fermi level of W is near the
middle of the Si bandgap, which makes the flatband voltage and the thresh-
old voltage more symmetric and better matched between NMOS and PMOS,
and avoids the buried channel effect.

The next step is to form a metal-silicon alloy or silicide in the source/drain
and gate regions of the MOSFETs in order to reduce the series resistance (and
thereby the RC time constants), and increase the drive current. This involves de-
positing a thin layer of a refractory metal such as Ti over the entire wafer by
sputtering, and reacting the Ti with Si wherever they come in direct contact, by
doing a two-step heat treatment in a N ambient (Fig. 9-9a). A 600°C anneal re-
sults in the formation of Ti 2Si (the C49 phase according to metallurgists, which
has fairly high resistivity), followed by an 800°C anneal which converts the Ti2Si
to the C54 phase, TiSi 2, which has an extremely low resistivity of --17 jfl-cm,
much lower than that of the most heavily doped Si. On the other hand, the Ti on
top of the sidewall oxide spacers does not form a silicide, and stays as unreact-
ed Ti or forms TiN because the process is done in a N ambient. The Ti and TiN
can be etched off selectively using a wet hydrogen peroxide-based etch which
does not attack the titanium disilicide, thereby electrically isolating the gates
from the source/drains It may be noted that this process results in a SALICIDE
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Figure 9-9
The formation of
silicided source-
drain and gate
regions for low-
resistance con-
tacts: (a) a layer
of refractory metal
is deposited and
reacted in regions
of exposed Si to
form a conducting
silic,de layer; (b)
the ur'reacted
metol is removed
and a CVD glass
is deposited and
patterned for con-
tact metallization.

without a separate masking level only on the source/drains and the polysilicon
gate, where the suicide is often termed a pol vcide. This results in very high per-

formance MOSFETs-
Finally, the MOSFETs have to be properly interconnected according to

the circuit layout, using the metallization level. This involves LPCVD of an
oxide dielectric layer doped with B and P, which is known as boro-phosphO-

silicate glass (BPSG) on the entire wafer, patterning it using the contact level
reticle and using RIE to open up the contact holes to the substrate (Fig. 9-9b).
The B and P allow the oxide layer to soften and reflow more readily upon an-
nealing, thereby helping planarize or smooth out the topography on the
wafer. This shaping of the millions of very small contact holes is critical on a
ULSI chip, because otherwise metal deposited on the surface into the con-
tact holes may not reach completely into the holes, leading to a catastroph-
ic open circuit. In fact, sometimes a CVD tungsten layer is selectively
deposited in the contact holes to form a contact plug before proceeding to
the next step.Then a suitable metal layer such as Al (alloyed with -1 percent
Si. and -4 percent Cu) is sputter deposited over the wafer, patterned using
the metal interconnect level, and subjected to metal RIE.The Si is added to
the Al to solve the junction spiking problem, where pure Al can incorporate
the solid solubility limit of Si from the shallow source/drain regions. This
would allow the Al to "spike' or short through the p-n junction. The Cu is
added to enlarge the grain size in the Al interconnect films, which are poly-
crystalline, making it harder for the electrons moving during current flow to
nudge the Al atoms along, thereby opening voids (open circuits) in the in-
terconnect. This is an example of an electromigrati on phenomenon.
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a modern VLSI chip, the complexity of the device layout general1
demands that multiple levels of metallization he used for interconnecting
the devices (Fig. 9-10). Hence, after depositing the first metal, an inter-metal
dielectric isolation layer such as Si0 2 is deposited by low temperature CVD.
I,OW temperatures are very important in this back-end part of the process-
ing because by now all the active devices are in place and one cannot allow
the dopants to diffuse significantly. Also, the Al metallization cannot with-
stand temperatures higher than -500 °C. The dielectric isolation layer must
be suitably planarized prior to the deposition of the next layer of metal, and
this is generally done by CMP. Planarization is important because if metal is
deposited on a surface with rough topography and subjected to RIE, there
can be residual metal sidewall filaments or "stringers" at the steps for the
same reason one gets sidewall oxide spacers on either side of the MOSFEI
gate in Fig. 9-7. These metal stringers can cause short circuits between adja-
cent metal lines. Planarization is also important in maintaining good depth
of focus during photolithography. After planarization of the isolation layer,
one uses photolithography to open up a new set of contact holes called Was,
followed by deposition, patterning and RIE of the next layer of metal, and
so on for multi-level metallization. As mentioned previously, W metal plugs
are sometimes selectively deposited to fill up the via holes prior to the metal
deposition, and reduce the likelihood of an open Circuit.

Finally, a protective overcoat is deposited on the IC to prevent conta-
min-auen and failure of the devices due to the ambient (Fig. 9-10). This gen-
erally involves plasma CVD of silicon nitride, which has the nice attribute that
it blocks the diffusion of water vapor and Na through it. Sodium, as men-
tioned in Section 6.4.3, causes a mobile ion problem in the gate dielectric of
MOS devices. Sometimes, the protective overcoat is a BPSG layer. After the
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overcoat is deposited, openings are etched for the metal bond pads. After
the chips are tested in an automated tester, the known good dies are pack-
aged and wire bonded, as discussed in Section 9.6.

9.3.2 Silkon-oninsulatOf (501)

An interesting and useful extension of the Si MOS process can be achieved
by growing very thin films of single crystal Si on insulating substrates (Fig.
9-11). Two such substrates which have the appropriate thermal expansion
match to Si are sapphire and spinel (MgO—A '203) . Epitaxial Si films can be
grown on these substrates by chemical vapor deposition (e.g., the pyrolysis
of silane), with typical film thickness of about 1 pm. The film can be etched
by standard photolithographic techniques into islands for each transistor.
Implantation of p and n' areas into these islands for source and drain regions
result in the MOS devices. Since the film is so thin, the source and drain re-
gions can be made to extend entirely through the film to the insulating sub-
strate. As a result, the junction capacitance is reduced to the very small
capacitance associated with the sidewalls between the source/drain and the
channel region. In addition, since interconnections between devices pass over
the insulating substrate, the usual interconnection—Si substrate capacitance
is eliminated (along with the possibility of parasitic induced channels 1n the
field between devices). These capacitance reductions improve considerably
the high-frequency operation of circuits using such devices.

Other insulators can be used for SO] devices, including Si02 . Since
oxide can easily be grown on Si substrates, it serves as an attractive insula-
tor for subsequent growth of thin-film Si. Since polycrystalline Si can be de-
posited directly over Si02, devices can be made in thin poly-Si films. However,
to avoid grain boundaries and other defects typical of polycrystalline mate-
rial, a variety of techniques have been developed to grow single crystal Si on
oxide. For example, the oxide layer can be formed beneath the surface of a
Si wafer by high-dose oxygen implantation. The thin Si layer remaining on
the surface above the implanted oxide is usually about 0.1 pm thick, and can

i' channel	 n channel

LOCOS oxide
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be used as the thin film for CMOS or other device fabrication. This process
is called separation by implantation of oxygen (SIMOX. In some cases a
thicker Si film is grown epitaxially on the SIMOX wafer, using the thin Si
crystalline layer over the oxide as a seed for the epitaxy.

Another approach for making SO! is to place two oxidized Si wafers
face-to-face, and thermally bond the oxide layers by high temperature an-
nealing in a furnace. One of the wafers is then chemically etched back al-
most completely, leaving about a micron of single crystal Si material on top
of the Si02 . This approach is known as Bond-and-Etch-back SO! (BE-SO!).
Since it is challenging to etch off about 600 p.m of Si and stop controllably
so as to leave about a micron of Si. an initial p implanted layer is often used
to act as an etch stop near the end of the chemical etch. The chemical recipe
that is used for etching Si has a much lower etch rate in a p layer than in light-
ly doped Si.

Another recent approach is a modification of BE-SO! using very
high dose H implantation into one of the oxidized Si wafers, such that the
peak of the H profile is about a micron below the Si surface. During the
high temperature annealing step, the H atoms coalesce to form tiny 1-I
bubbles which cause a thin layer of Si to cleave off from the implanted
wafer, leaving the Si layer bonded to the oxidized Si surface. This way, one
does not have to chemically etch off one Si wafer for every BE-SO! wafer.
If ,properly done, the cleaved-off Si wafer has a smooth surface and can be
reused.

Examining the two devices of Fig. 9-11 more closely, one of them is
unlike the transistors we have considered thus far. The thin Si film is light-
ly doped p-type, and therefore the device labeled "p-channel" appears
junctionless. Such a device is able to operate in the enhancement mode
(normally off) because of the equilibrium effects of the work function dif-
ference and the interface charge. With the usual and 0, a depletion re-
gion is formed in the central p material of each device with zero gate
voltage. In fact, for a Si film of about 0.1 p.m or less, this depletion region
can extend all the way through the Si to the insulator. Such a device is
called fully depleted and no drain-to-source current flows. In the n-channel
device a positive gate voltage greater than V1- induces an inverted re-
gion at the surface, as usual for an n-channel enhancement device. For the
p-channel case a small negative voltage VG removes.::the depletion and
causes hole accumulation beneath the gate. The result is the formation of
a conducting channel by a small negative gate voltage, as is the case for a
conventional p-channel enhancement device. Although the fully depleted
type of p-channel device operates by a somewhat different mechanism, its
current—voltage characteristics are similar to the conventional device. Since
both p-channel and n-channel transistors can be made on the same insu-
lating surface, the silicon-on-insulator technique is quite compatible with
CMOS circuit fabrication.
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The SOL approach does not suffer from the latchup problem of bulk
CMOS because there is no p-n-p-n thyristor from the power supply to ground.
For circuits requiring high speeds low standby power (due to the elimination of
junction leakage to the substrate), and radiation tolerance (due to the elimina-
tion of the Si substrate), the extra expense of preparing sapphire substrates or
growing crystalline Si films on oxide is compensated by increased performance.

9.3.3 integration ol Other Circuit Elements

One of the most revolutionary developments of integrated circuit technolo-
gy is the fact that integrated transistors are cheaper to make than are more
mundane elements such as resistors and capacitors. There are, however, nu-
merous applications calling for diodes, resistors, capacitors and inductors in
integrated form. In this section we discuss briefly how these circuit elements
can be implemented on the chip. We will also discuss a very important circuit
element—the interconnection pattern which ties all of the integrated devices
together in a working system.

Diodes. It is simple to build p-n junction diodes in a monolithic circuit. It is
also common practice to use transistors to perform diode functions. Since many
transistors are included in a monolithic circuit, no special diffusion step is re-
quired to fabricate the diode element. There are a number of ways in which a
transistor can be connected as a diode-. Perhaps the most common method is
to use the emitter junction as the diode, with the collector and base shorted. This
configuration is essentially the narrow base diode structure, which has high
switching speed with little charge storage (Prob. 5.35). Since all the transistors
can be made simultaneously, the proper connections can he included iii the

metallization pattern to convert some of the transistors into diodes.

Resistors. Diffused or implanted resistors can be obtained in monolithic cir-
cuits by using the shallow junctions used in forming the transistor regions
(Fig. 9-12a). For example, during the base implant, a resistor can be implanted
which is made up of a thin p-type layer within one of the n-type islands. Al-
ternatively a p region can be made during the base implant, and an n-type

n
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Figure 9-12
Monolithic resis-
tors: (a) cross sec-
tion showing use
of base and emit-
ter diffusions for
resistors; (b) top
view of two resis-
tor patterns.



440	 Chapter 9

resistor channel can be included within the resulting p region during the emit-
ter implant step. In either case, the resistance channel can be isolated from the
rest of the Circuit by proper biasing of the surrounding material. For example,
if the resistor is a p-type channel obtained during the base implant, the sur-
rounding n material can be connected to the most positive potential in the cir-
cuit to provide reverse-bias junction isolation. The resistance of the channel
depends on its length, width, depth of the implant, and resistivity of the im-
planted material. Since the depth and resistivity are determined by the re-
quirements of the base or emitter implant, the variable parameters are the
length and width. IWo typical resistor geometries are shown in Fig. 9-12h. In
each case the resistor is long compared with its width, and a provision is made
on each end for making contact to the metallization pattern.

Design of diffused resistors begins with a quantity called the sheet resis-
tance of the diffused layer. If the average resistivity of a diffused region is p, the
resistance of a given length L is R = pL/wt, where w is the width and t is the
thickness of the layer. Now if we consider one square of the material, such that
L = w, we have the sheet resistance R, = p/t in units of ohms per square. We
notice that R measured for a given layer is numerically the same for any size
square. This quantity is simple to measure for a thin diffused layer by a four-
point probe technique.2 Therefore, for a given diffusion, the sheet resistance is
generally known with good accuracy. The resistance then can be calculated
from the known value of R, and the ratio 1,1w (the aspect ratio) for the resis-
tor. We can make the width w as small as possible within the requirements of
heat dissipation and photolithographic limitations and then calculate the re-
quired length from w and R5. Design criteria for diffused resistors include geo-
metrical factors, such as the presence of high current density at the inside corner
of a sharp turn. In some cases it is necessary to round corners slightly in a fold-
ed or zigzag resistor (Fig. 9-12b) to reduce this problem.

To reduce the amount of space used for resistors or to obtain larger re-
sistance values, it is often necessary to obtain surface layers having larger
sheet resistance than is available during the standard base or emitter im-
plants. We can use a different implant, such as the VT adjust implant to form
shallow regions having very high sheet resistance (-. HP fl/square).This pro-
cedure can provide a considerable saving of space on the chip. In integrated
FET circuits it is common to replace load resistors with depletion-mode tran-
sistors, as mentioned in Section 6.5.5.

Capacitors. One of the most important elements of an integrated circuit is the
capacitor.This is particularly true in the case of memory circuits, where charge
is stored in a capacitor for each bit of information. Figure 9-13 illustrates a
one-transistor DRAM cell, in which the n-channel MOS transistor provides

'This is a very useful method, in which current is introduced into a wafer at one probe, collected at
another probe, and the voltage is measured by two probes in between. Special Formulas are required to
calculate resistivity or sheet resistance from these measurements.
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access to the adjacent MOS capacitor. The top plate of the capacitor is poly-
silicon, and the bottom plate is an inversion charge contacted by an n re-
gion of the transistor. The terms bit line and word line refer to the row and
column organization of the memory (Section 9.5.2). One can also make use
of the capacitance associated with p-n junctions, as discussed in Section 5.5.5.

Inductors. Inductors have not been incorporated into ICs in the past, because
it is much harder to integrate inductors than the other Circuit elements. Also,
there has not been a great need for integrating inductors. Recently, that has
changed because of the growing need for rf analog ICs for portable communi-
cation electronics. Inductors are very important for such applications, and can be
made with reasonable 0 factors using spiral wound thin metal films on an IC.
Such spiral patterns can be defined by photolithography and etching techniques
compatible with IC processing, or they can be incorporated in a hybrid IC.

Contacts and Interconnections. During the metallization step, the various
regions of each circuit element are contacted and proper interconnection of
the circuit elements is made. Aluminum is commonly used for the top met-
allization, since it adheres well to Si and to Si0 2 if the temperature is raised
briefly to about 550°C after deposition. Gold is used on GaAs devices, but the
adherence properties of Au to Si and Si0 2 are poor. Gold also creates deep
traps in Si.

As mentioned throughout this chapter, silicide contacts and doped poly-
silicon conductors are commonly used in integrated circuits. By opening win-
dows through the oxide layers to these conductors, Al metallization can be
used to contact them and connect them to other parts of the circuit. In cases
where Al is used to contact the Si surface, it is usually necessary to use Al con-
taining about 1 percent Si to prevent the metal from incorporating Si from the
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Figure 9-13
Integrated capaci-
tor for DRAM
cells. A one-
transistor memory
cell in which the
transistor stores
and accesses
charge in an ad-
jacent planar
MOS capacitor.
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layer being contacted, thereby causing "spikes" in the surface. Thin diffusion bar-
riers are also used between the Al and Si layers, to prevent migration between
the two. The refractory suicides mentioned in Section 9.3.1 serve this purpose.

Increased complexity and packing density in integrated circuits inevitably
leads to a need for multilayer metallization. Multiple levels of Cu metallization
can be incorporated with interspersing dielectrics. In general, the metals may
all be Al, Cu or they may be different conductors such as polysilicon or re-
fractory metals (depending on the heat each is subjected to in subsequent pro-
cessing). Also, the dielectrics may be deposited oxides, boro-phospho-silicate
glass for reflow planarization, nitrides, etc. The planarization of the surface is
extremely important to prevent breaks in the metallization, which can occur
in traversing a step on the surface. Various approaches using reflow glass, poly-

Figure 9-14
Multi-level inter-

connects: (a) Mi-
crograph of

multi-level inter-
connects in an IC.

The inter-level di-
electrics have

been etched off to
reveal the copper
interconnect lines;
(b) equivalent cir-

cuit illustrating the
various parasitic

capacitive ele-
ments associated
with a multi-level
interconnect. On

the top right hand
corner of the fig-
ure, we focus on
the parallel plate
capacitor model

referred to in Eqs.
(9-1) and (9-2).

(Photograph cour-
tesy of IBM.)
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imide, and other materials to achieve plananzation have been used, along with
chemical mechanical polishing.

The most important challenge in designing interconnects is the RC time
constant, which affects the speed and active power dissipation of the chip. A
very simplistic model of two layers of interconnects with an inter-metal di-
electric (Fig. 9-14b) shows that it can be regarded as a parallel plate capacitor.
Regarding the interconnect as a rectangular resistor, its resistance is given by

	

R-"	
L

(9-la)

where R is the sheet resistance, and the other symbols are defined in Fig. 9-14b.
The capacitance is given by

€Lw
	C -

	 (9-1 b)

The RC time constant is then

(pL' (eLw) pci 2 R,EL2
wt,'\ d td d (9-2)

Interestingly, for this simple one-dimensional model, the width of the inter-
connect w cancels out. Therefore, it does not make sense to use wider con-
ductors for high speed operation. It is also impractical to do so in terms of
packing density. Of course, in reality we must account for the fringing elec-
tric fields, and therefore account for width dependence. From Eq. 9-2, it is
clear we need as thick a metal layer (within practical limits of deposition
times and etching times) and as low a resistivity as possible. Low resistivitjes
are also important in minimizing ohmic voltage drops in metal bus lines that
carry power from one end of a chip to the other. Aluminum is very good in
this regard, and thus was a mainstay for Si technology for many years. Alu-
minum also has other nice attributes such as good ohmic contacts to both n
and p-type Si, and good adhesion to oxides.

Copper has even lower resistivity (1.7 j.dI-cm) than Al (3 P.0-cm) and
is about two orders of magnitude less susceptible to electromigration. Hence,
it is an excellent alternative to Al for very high speed ICs (Fig. 9-14a). The
process breakthroughs that have made Cu viable for metallization include
new electrodeposition and electroplating techniques because CVD or sput-
ter deposition is not very practical for Cu. It is also very difficult to use re-
active ion etching (RIE) for Cu because the etch byproducts for Cu are not
very volatile. Hence, instead of RIE. Cu patterning is based on the so-called
Damascene process where grooves are first etched in a dielectric layer, Cu is
deposited on it, and the metal layer is chemically-mechanically polished
down, leaving inlaid metal lines in the oxide grooves. In this method, the
metal does not have to be etched directly using RIE, which is always a diffi-
cult process. The name "damascene" is derived from a metallurgical tech-
nique in ancient Turkey where metal artwn,k '."	 -- --
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other artifacts using this type of process. Copper can create traps deep in the

handgap of Si; hence,
,

 a suitable harrier layer such as Ti is needed between the

Cu layer and the Si substrate.
Other parameters in Eq. (9-2) that can minimize the RC time constant

are clearly the use of a thick inter-metal dielectric layer (once again within
the limits of practicality in terms of deposition times), and as low a dielectric
constant material as possible. Silicon dioxide has a relative dielectric con-
stant of 3.9. There is active research in low dielectric constant materials
(sometimes referred to as low-K materials). These include organic materials
such as polyimides, or xerogels/aerogels which have air pockets or porosity
purposely built in to minimize the dielectric constant.

In designing the layout of elements for a monolithic circuit, topological
problems must be solved to provide efficient interconnection without

crossovers —points at which one conductor crosses another conductor. If
crossovers must be made on the Si surface, they can be accomplished easily at
a resistor. Since the implanted or diffused resistor is covered by Si0 2, a con-

ductor can be deposited crossing the insulated resistor. In cases requiring
crossovers where no resistor is available, a low-value implanted resistor can be
inserted in one of the conductor paths. For example, a short n region can be
implanted during the source/drain step and contacted at each end by one of the
conductors.The other conductor can then cross over the oxide layer above the

region. Usually, this can be accomplished without appreciable increase in re-
sistance, since the n region is heavily doped and its length can be made small.

During the metallization step, appropriate points in the circuit are con-
nected to relatively large pads to provide for external contacts. These metal
pads are visible in photographs of monolithic circuits as rectangular areas
spaced around the periphery of the device, in the mounting and packaging
process, these pads are contacted by small Au or Al wires or by special tech-
niques such as those discussed in Section 9.6.

9.4 One of the most interesting and broadly useful integrated devices is the

CHARGE charge-coupled device (CCD). The CCD is part of a broader class of struc-

TRANSFER tures known generally as charge transfer devices-These are dynamic devices

DEVICES that move charge along a predetermined path under the control of clock
pulses. These devices find applications in memories, various logic functions,
signal processing, and imaging. In this section we lay the groundwork for un-
derstanding these devices, but their present forms and variety of applications
must be found in the current literature.

9.4.1 Dynamic Effects in MOS Capacitors

The basis of the CCD is the dynamic storage and withdrawal of charge in a
series of MOS capacitors. Thus we must begin by extending the MOS dis-
cussion of Chapter 6 to include the basics of dynamic effects. Figure 9-15
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Me;

(a)

(b)

^^_7c5h

shows an MOS capacitor on a p-type substrate with a large positive gate pulse
applied. A depletion region exists under the gate, and the surface potential in-
creases considerably under the gate electrode. In effect, the surface potential
forms a potential well, which can be exploited for the storage of charge.

If the positive gate bias has been applied for a sufficiently long time,
electrons accumulate at the surface and the steady state inversion condition
is established:rhe source of these carriers is the thermal generation of elec-
trons at or near the surface. In effect, the inversion charge tells us the ca-
pacity of the well for storage charge. The time required to fill the well
thermally is called the thermal relaxation time, and it depends on the quali-
ty of the semiconductor material and its interface with the insulator. For good
materials the thermal relaxation time can be much longer than the charge
storage times involved in CCD operation.

If instead of a steady state bias we apply a large positive pulse to the
MOS gate electrode, a deep potential well is first created. Before inversion
has occurred by thermal generation, the depletion width is greater than it
would be at equilibrium (W> Wm). This transient condition is sometimes
called deep depletion. If we can inject electrons into this potential well elec-
trically or optically, they will be stored there. 3 The storage is temporary; how-
ever, because we must move the electrons out to another storage location
before thermal generation becomes appreciable.

What is needed is a simple method for allowing charge to flow from one
potential well to an adjacent one quickly and without losing much charge in
the process. If this is accomplished, we can inject, move, and collect packets
of charge dynamically to do a variety of electronic functions.

31h potential well should not be confused with the depletion region, which extends into the bull, of thessmicoductor. The depth" of the well is measured in electrosotic potential, not distance. Electron5 5toredin the potential well are in 60 located very near the semiconductor surface
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Figure 9-15
An MOS capaci-
tor with a positive
gate pulse: (a ) de-
pletion region and
surface charge;
(b) potential well
at the interface.
partially Filled
with electrons cor-
responding to the
surface charge
shown in (a).
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9.4.2 The Basic CCD
The original CCD structure proposed in 1969 by Boyle and Smith of Bell
Laboratories consisted of a series of metal electrodes forming an array of
MOS capacitors as shown in Fig. 9-16. Voltage pulses are supplied in three lines

(L 3 , L 2 , L 3 ), each connected to every third electrode in the row (G 1 , G2, G3).

These voltages are clocked to provide potential wells, which vary with time
as in Fig. 9-16. At time t a potential well exists under each G 1 electrode, and
we assume this well contains a packet of electrons from a previous operation.

At time t2 a potential is applied also to the adjacent electrode G 2 , and the

charge equalizes across the common G 1-G2 well. It is easy to visualize this
process by thinking of the mobile charge in analogy with a fluid, which flows
to equalize its level in the expanding container. This fluid model continues
at 13 when V 1 is reduced, thus decreasing the potential well under G 1 . Now the

charge flows into the G7 well, and this process is completed at 14 when V is

zero By this process the packet of charge has been moved from under G 1 to

G2 . As the procedure is continued, the charge is next passed to the G 3 P0 S'_

tion, and continues down the line as time proceeds. In this way charge can be

hgure 9-6

The basic CCD,
composed of a lin-
ear array of MOS

capacitors. At
time t, the G
electrodes are

positive, and the
charge pocket is
stored in the G1

potential well. At
t, both G 1 and G2

are positive, and
the charge is dis-
tributed between
the two wells. At

t3 the potential on
G 1 is reduced,

and the charge
flows to the sec-

ond well. At t4 the
transfer of charge

to the G2 well is
completed.
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injected using an input diode, transported down the line, and detected at the
other end.

9.4.3 Improvements on the Basic Structure

Several problems arise in the implementation of the CCD structure of Fig.
9-16. For example, the separation between electrodes must be very small to
allow coupling between the wells. An improvement can be made by using an
overlapping gate structure such as that shown in Fig. 9-17. This can be done,
for example, with poly-Si electrodes separated by Si0 2 or with alternating
poly-Si and metal electrodes.

One of the problems inherent to the charge transfer process is that
some charge is inevitably lost during the many transfers along the CCD. If
the charges are stored at the Si—S'0 2 interface, surface states trap a certain
amount of charge. Thus if the "0" logic condition is an empty well, the lead-
ing edge of a train of pulses is degraded by the loss of charge required in fill-
ing the traps which were empty in the "0" condition. One way of improving
this situation is to provide enough bias in the "0" state to accommodate the
interface and bulk traps. This procedure is colorfully referred to as using afat
zero. Even with the use of fat zeros, the signal is degraded after a number of
transfers, by inherent inefficiencies in the transfer process.

Transfer efficiency can be improved by moving the charge transfer layer
below the semiconductor—insulator interface. This can be accomplished by
using ion implantation or epitaxial growth to create a layer of opposite type
than the substrate. This shifts the maximum potential under each electrode
into the semiconductor bulk, thus avoiding the semiconductor—insulator in-
terface. This type of device is referred to as a buried channel CCD.

The three-phase CCD shown in Fig. 9-16 is only one example of a va-
riety of CCD structures. Figure 9-18 illustrates one method for achieving a
two-phase system, in which voltages are sequentially applied to alternating
gate electrodes from two lines. A two-level poly-Si gate structure is used, in
which the gate electrodes overlap, and a donor implant near the Si surface cre-
ates a built-in well under half of each electrode. When both gates are turned
off (b), potential wells exist only under the implanted regions, and charge can
be stored in any of these wells. With electrode G 2 pulsed positively, the charge

Figure 9-17
An overlapping

At gate CCD struc-
ture. One set of
electrodes is poly.

	

1M	 MI	 crystalline Si, and
the overlapping

SO	 gates are Al in
this case. S102
separates the ad-
jocent electrodes.
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Figure 9-18
A two-phase CCD
with on extra po-

tential well built in
under the right

hail of each elec-
trode by donor (a)

implantation.

Poly-Si
G,	 G2	 G,

/

,IV St	 _-- SiO,

-loll
implant
(donors)

(b) V 1 . V off

(c) t2

V off

packet shown in (b) is transferred to the deep'st well under G 2, which is its
implanted region as (c) indicates. Then with both gates off, the wells appear
as in (b) again, except that the charge is now under the G2 electrode.Thc next
step in the transfer process is obviously to pulse G 1 positively, so that the
charge moves to the implanted region under the G 1 electrode to the right.

Other improvements to the basic structure are important in various
applications. These include channel stops or other methods for achieving lat-
eral confinement for the stored charge. Regeneration points must be included
in the array to refresh the signal after it has been degraded.

9.4.4 Applications of CCDs

CCDs are used in a number of ways, including signal processing functions such
as delay, filtering, and multiplexing several signals. Another interesting applica-
tion of CCDs is in imaging for astronomy or in solid state TV cameras, in which
an array of photosensors is used to form charge packets proportional to light in-
tensity, and these packets are shifted to a detector point for readout. There are
numerous ways of accomplishing this in CCD-, including the linear array line
scanner, in which the second dimension is obtained by moving the scanner rel-
ative to the image. Alternatively, an area image sensor can be made which scans
the image electronically in both dimensions. The latter device can be used as an
alternative to the electron beam-addressed television imaging tube (Fig. 9-19).



Figure 9-19
A charge-coupled
device image sen-
sor shown as
large white rec-
tangular areas,
with peripheral
signal processing
circuitry. (Photo-
graph courtesy of
Texas Instruments.)
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In the early development of integrated circuits it was felt that the inevitable
defects that occur in processing would prevent the fabrication of devices con-
taining more than a few dozen logic gales. One approach to integration on a
larger scale tried in the late 1960s involved fabricating many identical logic
gates on a wafer, testing them, and interconnecting the good ones (a process
called discretionary wiring). While this approach was being developed, how-
ever, radical improvements were made in device processing which increased
the yield of good chips on a wafer dramatically. By the early 1970s it was
possible to build circuits with many hundreds of components per chip, with
reasonable yield. These improvements made discretionary wiring obsolete al-
most as SOOn as it was developed. By reducing the number of processing de-
fects, improving the packing density of components, and increasing the wafer
size, it is now possible to place millions of device elements on a single chip
of silicon and to obtain many perfect chips per wafer.

A major factor in the development of integrated circuits has been the
continual reduction in size of the individual elements (transistors, capacitors)
wiihin each circuit. Through improved design and better lithography, there has
been a dramatic shrinking of the minimum feature size (e.g., a transistor gate)
used in these devices. The results of shrinking the elements in a 16-Mb-DRAM
are shown in Fig. 9-20. By reducing the minimum feature size in successive
steps from 0.43 to 0.3 lJ.m, the die area was reduced from about 135 mm 2 in thefirst-generation design to less than 42 mm 2 in the fifth-generation device. Ob-
viously, more of the smaller chips can be made by batch fabrication on the wafer,
and the effort in shrinking the design is rewarded in a more profitable device.

9.5
ULTRA LARGE-
SCALE
INTEGRATION
(ULSI)



Figure 9-20
Size reduction of
a 16 Mb DRAM
die as the mini-

mum Feature size
is reduced from
043 t.Lm for the
first generation

design (die on the
left) to 0.3 t xm for

the die on the
right. (Photograph

courtesy of Mi-
cron Technology,

Inc.)
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Figure 9-21
Three ways of ob-

taining 128
million bits of

dynamic random
access memory:
(a) one 128-Mb

chip; (b) two
64-Mb chips;

)c) eight 16-Mb
chips. The

128-Mb die
measures almost

1 by I inch.
(Photograph cour-

tesy of Micron
Technology, Inc.)
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Successive designs using reduced feature sizes have made dramatical-
ly increased circuit complexity possible. DRAM design has set the pace over
the past two decades, in which successive 1-Mb, 4-Mb, and 16-Mb memories
led to similar powers of two increase to the 128-Mb range. Figure 9-21 illus-
trates the size comparison of a 128-Mb memory with an equivalent amount
of memory in the form of two 64-Mb and eight 16-Mb chips. These are ex-
amples of ultra large-scale integration (LJLSI).

Although the achievement of many powers of two in memory is im-
pressive and important. other ULSI chips are important for the integration
of many different system functions. A microprocessor includes functions for
a computer central processing unit (CPU), along with memory, control, tim-
ing, and interface circuits required to perform very complex computing func-



Figure 9-22
An example of
IJLSi, the Motoro-
la Power PC mi-
croprocessor
includes 10 mu-
ion transistors em-
ploying CMOS
technology with
035 m mini-
mum feature size.
(Photograph cour-
tesy of Motorola,
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tions. The complexity of such devices is shown in Fig. 9-22, which illustrates
a microprocessor chip with various areas outlined by function.

Before leaving this section it might be useful to provide some calibra-
tion regardthe dimensions we have been discussing. Figure 9-23 compares
the size of Mb DRAM circuit interconnect elements with a human hair, on
the same scale. We can see that the densely packed 0.18 l.Lm lines on this ULSI
memory chip are dwarfed by the scanning electron micrograph of a human
hair which has the diameter of about 50 microns. This makes it dramatically
clear why ULSI chips must be fabricated in ultra-clean environments.

Although the focus of this book is devices and not circuits, it is impor-
tant to look at some typical applications of MOS capacitors and FETs in
semiconductor logic and memory ULSI, which constitute about 90 percent
of all ICs. This should give the reader a better feel for why we have studied
the physics of MOS devices in Chapter 6. This is clearly not a comprehensive
discussion, because the design and analysis of Circuits is a large subject cov-
ered in other books and courses. We will first look at some digital logic ap-
plications, followed by some typical memory devices.



Figure 9-23
Size comparison

of 'JI.SI circuit ele-
ments with human

hair: (a) densely-
pocked 0.18 m
interconnect lines
in the array of a

64Mb DRAM
chip; (b) scanning

electron micro-
graph of a

human hair. Both
microgrqphs are

shown to the
some scale. (Pho-
tograph coutesy

of Micron
Technology, Inc.)
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9.5.1 Logic Devices

A very simple and basic circuit element is the inverter, which serves to flip
the logic state. When its input voltage is high (corresponding to logic "1"), its
output voltage is low (logic "0"), and vice versa. Let us start the analysis with
a resistor-loaded n-channel MOSFET inverter to illustrate the principles in
the simplest possible manner (Fig. 9-24a). Then, we will extend the treat-
ment to the slightly more complicated CMOS inverters which are much more
useful and more common today.
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A key concept for inverters is the voltage transfer characze,;c (VTC),
which is a plot of the output voltage as a function of the input bias (Fig. 9-24c).
The VTC gives us information, for example, about how much noise the dig-
ital circuit can handle, and the speed of switching of the logic gates. There are
five key operating points (marked I through V) on the VTC. They include
V0 , corresponding to the logic high or "1", VOL , corresponding to the logiclow or "0", and V,, corresponding to the intersection of a line with unity slope
(where V = V,,,) with the Vl'C. V,,,, known as the logic threshold (not to be
confused with the VT of the MOSFETs), is important when two inverters are
cross-coupled in a flip-flop circuit because the output of one is fed to the
input of the other, and vice versa. 'Pwo other key points are the unity gain
points, VIL and V,11. The significance of these points is that if the input volt-
age is between them, the change of the input is amplified and we get a larg-
er change of the Output voltage. Outside of this operating range, the change
of the input voltage is attenuated. Clearly, any noise voltage which puts the
input voltage between VJL and V,,, would be amplified, and lead to a poten-
tial problem with the circuit operation.

Let us see how to go about determining the VTC. From the circuit in
Figure 9-24a, we see that in the output loop from the power supply to ground,
the current through the resistor load is the same as the drain current of the
MOSFET. The power supply voltage is equal to the voltage drop across the
resistor plus the drain-to-source voltage. To determine the VTC, we super-
impose the load line of the load element (in this case a straight line for an
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Figure 9-24
Resistor load in-
verter voltage
transfer character-
istics (VTC): (a)
NMOSFET with
load resistor, R,
and load parasitic
capacitance, C;
b) determination

of VTC by super-
imposing load line
(linear I-V ohmic
characteristics of
resistor) on
NMOSFET output
characteristics; (c)
VTC showing out-
put voltage as a
function of input
voltage. The five
key points on the
VIC are logic high
(V, logic low
(V0J, unity gain
points (Vr and
V,, and logic
threshold where
input equals Out-
put (V,).
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ohmic resistor) on the output characteristics of the MOSFET (Figure 9-24b).
This is similar to our load line discussion in Section 6.1.1.17he load line goes

through V00 on the voltage axis because when the current in the output loop
is zero, there is no voltage drop across the resistor and all the voltage ap-
pears across the MOSFET. On the current axis, the load line goes through

VODIRL. because when the voltage across the MOSFEF is zero, the voltage
across the resistor must be VDD . As we change the input bias, V. we change

the gate bias on the MOSFET, and thus in Figure 9-24h, we go from one con-

stant VG curve to the next. At each input bias (and a corresponding constant

1G 
curve) the intersection of the load line with that curve tells us what the drain

bias V1, is, which is the same as the output voltage. This is because at the
point of intersection, we satisfy the condition that for the d-c case where the
capacitor does not play any role, the current through the resistor is the same
as the MOSFET current. (Later on, we shall see that in the a-c case when the
logic gates are switched, we need to worry about the displacement current
through the capacitor when it is charged or discharged.) It can be clearly
seen from Fig.9-24c that as the input voltage (or V0) changes from low to

high, the output voltage decreases from a high of VDD to a low of VOL. We can

solve for any point on this VTC curve analytically simply by recognizing
whether the MOSFET is in the linear region or in saturation, using the cor-
responding drain current expression [Eq. (6-49) or (6-53)1 and setting it
equal to the resistor current. As an illustration, suppose we want to determine

the logic "0" level, VOL . This occurs when the input VG is high and the out-

put V0 is low, putting the transistor in the linear region. Using equation (6-49),

we can write

= kVG - VT -
7,	 VOL

 = kV00 - yr -	 VOL	 (9-3a)

Since in the d-c case the current through the MOSFET is the same as that
through the resistor,

==
VDD VOL	 (9-3b)

ID _
RL

We can solve for VOL if we know R L and the MOSFET parameters. Alter-

natively, we can design the value of R1 to achieve a certain VOL. What might

dictate the choice of R L? We shall see later in this section that for many ap-
plications we use two of these inverters in a cross-coupled manner to form
a bistable flip-flop. The output of one flip-flop is fed back to the input of the
other, and vice versa. Clearly, the VOL must be designed to be significantly less

than the V . of the MOSFET. Otherwise, neither MOSFET will be fully turned
off, and the flip-flop will not function properly. Similarly, all the other points
on the V1'C can be determined analytically by using the appropriate MOS-
FET drain current expression, and setting it equal to the current through the

resistor.
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We can make some general observations from this analysis. We want
the transition region of the VTC (between VIL and V,,,) to be as steep (i.e., high
gain) as possible, and the transition should be around V00/2. High gain guar-
antees a high-speed transition from one logic state to the other. It is necessary
to increase the load resistance to increase this gain in the transition region.

The transition around VDDI2 guarantees high noise immunity or margin for
both logic "1" and logic "0" levels. To appreciate the importance of noise immu-
nity, we must recognize that in combinatorial or sequential digital circuits, the
output of one inverter or logic gate is often fed into the input of the next stage.
Noise immunity is a measure of how much noise voltage the circuit can tolerate
at the input, and still have the digital outputs be at the correct logic level in the
subsequent stages. For example in Fig. 9-24c, if the inputis nominally at zero, the
output should be high (logic "1"). If this is fed into another inverter stage, its out-
put should be low, and soon. If a noise spike causes the input of the first stage to
go above V,,,, the output voltage decreases sufficiently to potentially create errors
in the digital levels in subsequent stages. Having a symmetric transition of the
VTC around V01-72 ensures that the noise margin is high for both logic levels.

One problem with the resistor load inverter is that the VOL is low, but
not zero. This, coupled with the fact that the load element is a passive resis-
tor that cannot be turned off, causes high standby power dissipation in this
circuit. These problems are addressed by the CMOS structure described next.

We can determine the VTC for the CMOS case exactly as for the resistor
load, although the math is somewhat more messy (Fig. 9-25). As mentioned pre-
viously, for an input voltage Vi., the VG of the NMOSFEI is V1 , but that of the
PMOSFET is V fl-VDD. Similarly, if the output voltage is V0 , the V0 of the
NMOSFET is V, but that of the PMOS is V-VDD . The load element now is
not a simple resistor with a linear current-voltage relationship, but instead is the
PMOSFET device whose "load line" is a set of 10-V0 output characteristics (Fig.
9-25b). The V0 can be determined as a function of the Vm by recognizing
whether the NMOSFET and the PMOSFET are in the linear or saturation re-
gion of their characteristics, and using the appropriate current expressions. At
each point, we would set the NMOSFET ID equal to the PMOSFET I.

As in the case of the resistive load, there are five key points on the VTC
(Fig. 9-25c).They are logic "1 equal to V00, logic "0" equal to 0, logic thresh-
old V. where V1,, = and the two unity gain points, V,,, and V1L. In region I
in Fig. 9-25c, the NMOSFET is OFF, and V0, = V. Similarly, in region V. the
PMOSFET is OFF, and V00 = 0. We can illustrate the calculation in region II,
where the NMOSFET is in saturation and the PMOSFET is in the linear region.
In this case, we must use Eq. (6-53) for the saturation drain current of the
NMOSFET.

'DNW	 V)2	 (9-4a)
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On the other hand, we must use Eq. (6-49) for the PMOSFET in the lin-
ear region.
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Figure 9-25
CMOS inverter voltage transfer characteristics: (a) NMOSFET with PMOSFET load and load parasitic
capacitance, C; (b) determination of VTC by superimposing bad line (output charocterisitics of PMOSFET
shown as dotted line) on NMOSFET output characteristics; (c) VTC showing output voltage as a function
of input voltage. The five key points on the VTC are logic high (V, logic low (VojJ, unity gain points
(VIL and Vj, and logic threshold where input equals output (V,J; (d) switching current from Vv to ground
when the input voltage is in a range where both the NMOSFET and the PMOSFET are on.
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r	 (VOD - V )1

	

= k (VDD	
) + V - —j------ j 

(V, -	 (9-4b)

Here VTN and V7. are the n- and p-channel threshold voltages. In the d-c
case, since the output load capacitor does not play a role, the drain current
through the PMOSFET device must be equal in magnitude to that through
the NMOSFET. (However, for the a-c case, we need to consider the dis-
placement current through the capacitor.)

'DN'Dp	 (9-5a)

Using Eq. (6-53) for the NMOSFFT in saturation, and Eq. (6-49) for thePMOSFET in the linear region.

vD_ V,V)2 = L V -	 + VIP -	 -

	

[V	 v 1

=	
- V. +	 +	 ' J(VD/)	 (9--5b)2 

ID

From Eq. (9-5b), we can get an analytical relation between the input and
output voltages valid in Region II. We can get similar relationships in the
other regions of the VTC.

Region IV is very similar to region II in Fig. 9-25c, except that now the
NMOS is in the linear regime, while the PMOSFET is in saturation. In re-
gion Ill, both the NMOSFET and the PMOSFET are in saturation. Since the'
output impedance of a MOSFET' is very high, this is tantamount to a semi-
infinite load resistor, thereby resulting in a very steep transition region. That
is why a CMOS inverter switches faster than the resistor load case. The
CMOS inverter is also preferable because in either logic State (regions I or
V), either the NMOSFET or the PMOSFET is OFF, and the standby power
dissipation is very low. In fact, the current in either logic state Corresponds
to the (very low) source/drain diode leakage.

We want the transition region (region Ill) to be at VD[ /2 from the point of
view of symmetry and noise immunity. Once again, by setting the NMOSFET 

'D
equal to that of the PMOSFET. it can be shown that the transition occurs at

	

= (V0 +	 + V),-(1 + x)	 (9-6a)

where

x= ())Jk r...	1z "	 (9-6b)

HcU jL
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We can design V,,, to be at VDD/2 by choosing VTN = - TP and x = 1. Since
the effective electron mobility in the channel of a Si MOSFET is roughly
twice that of the hole mobility, we must design CMOS circuits to have a
(Z/L) 2(Z/L)N to achieve the condition x 1.

We can combine such CMOS inverters to form other logic gates for
combinatorial circuits such as NOR gates and NAND gates (Fig. 9-26 T). The
truth tables for these gates are shown in Fig. 9-27. By applying combinations
of logic "high" or logic "low" to inputs A and B, we get the output states cor-
responding to the truth tables. The synthesis of logic circuits corresponding
to these truth tables can be done using Boolean algebra and De Morgan's
laws. The upshot of these laws is that any logic circuit can be made using in-
verters in conjunction with either NAND gates or NOR gates. Which would
be preferable from a device physics point of view? We see from Fig. 9-26, that
in the NOR gate the PMOSFEf devices T3 and T4 are in series, while for the

VOD

(a)

112
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Inout	 Output Y
A B AND I NAND

:111111111-. Y B:1IIIII:YD_-. Y	 0 0	 0	 1
0	 1	 0	 1

AND	 NAND 1	 0	 0	 1
1	 1	 1	 0

(a)

Input I	 Output Y

A^_	 A^_	
A BIOR NOR

'	
-1

B 
_ 
:>Y 

B _D^ 
o I 1 0

OR	 NOR 1	 01	 1	 0
1	 1	 1	 0

(b)

Input I	 Output Y
XOR

0	 0	 0
0	 1	 1

XOR	 1 0	 1
I	 1	 0

(c)

NAND it is the NMOSFETs (T 1 and T2 ). Since the electron channel mobil-
ities are twice hole mobilities, we would obviously prefer NMOSFETs.There-
fore, the preferred choice is NAND, along with inverters.

We can also estimate the power dissipation in the inverter circuit. We
already know that the standby power dissipation is very small, being gov-
erned by the OFF state leakage current of either the NMOSFET or the
PMOSFET, depending on the logic state. This leakage current depends on the
source and drain diode leakage currents, or if the V is low, on the sub-
threshold leakage of the MOSFET that is turned OFF (see Section 6.5.7).

While the inverter is switching, there is also a transient current from the
power supply to ground when both the transistors are ON (see Fig. 9-25d).This
is known as the switching current or the commutator current. The magnitude of
this current will clearly depend on the values of Vm' and VTP The higher the
magnitudes of the thresholds, the less is the input voltage swing for which both
the PMOSFET and the NMOSFET will be ON while the input voltage is being
changed. The commutator current is then less during switching, which is desir-
able from a reduced power dissipation point of view. However, this reduction
of power dissipation by increasing threshold voltages is obtained at the expense
of reduced drive current and, therefore, overall speed of the circuit.

The speed penalty due to reduction of drive current is because in a digital
circuit, while switching between logic states, the MOSFET drive currents must

Figure 9-27
(a) AND/NAND
logic symbols and
truth table. (b)
OR/NOR logic
..,'mbols and truth
table. (c) XOR
logic symbol and
truth table.
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charge and discharge the parasitic capacitors that are, inevitably associated with
the output node (Fig. 9-25a). There is also some power dissipation involved in
charging and discharging load capacitors attached to the output of the inverter.
This load capacitance depends mostly on the input gate oxide capacitance of
the MOSFETs of the next inverter stage (or logic gate) that this inverter (or
logic gate) may be driving, along with some small parasitic capacitances. The
input load capacitance of a single inverter is given by gate oxide capacitance per
unit area Ci times the device areas.

= C ((ZL)N + (ZL))	 (9-7)

The total load capacitance is then multiplied by a factor that depends on the
fan-out of the circuit, which is the number of gates that are being driven in
parallel by the inverter (or logic gate). It is necessary to add up the load Ca-
pacitances for all the inverters or logic gates that are being driven by this in-
verter stage. The energy expended in charging up the equivalent load
capacitor, C, is the integral of the product of the time-dependent voltage
times the time-dependent displacement current through the capacitor dur-
ing the charging cycle.

EC = ji(t) [VDD - v(1)]dt

= V00 fi,,(t)dt - li(t)v(r)dt	 (9-8a)

The energy stored in C is then obtained by considering the displacement cur-
rt4i(t) = C dvldt) through the capacitor:

Er V0pJC dt - Jcvdt CVo0 J dv cfvdv = CV - !CV?D
dt

(9-8h

Similarly, during one discharging cycle we get

-0

Ed = i,,(t)v(t)dt = - j Cvdv = CV D 	(99)
V_

If the inverter (or gate) is being charged and discharged at a frequencyf,we
get an active power disspation

P = CV D f	 (9-10)

In addition to power dissipation, we are also concerned with the speed of
logic circuits. The speed of a gate, such as the one shown in Fig. 9-25, is determined
by the propagation delay time t,. We define the time required for the output to
go from the logic high VOH to V01 12 as 1PHL• The converse (to go from logic low
VOL(=O)to V01/2) is defined as tpLH. We can write down approximate estimates
for these times by recognizing that for the output to go from high to low (or
logic "1" to "0"), the NMOSFET has to discharge the output node towards
ground. During this period, the NMOSFET will be in saturation. Assuming a
constant saturation current as an approximation, we obtain from Eq. (6-53)
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cv 

	
(9-11 a)

- DO	 2

PHL = 'DN =	
V00 - VT")

This is the decrease of charge on the capacitor divided by the discharging
current. Conversely,

jCVDD	 DD-CV

PLH 
=	

-	
(9-lib)

IDP - f(V + V)2

Knowing these times helps us considerably in designing circuits that meet the
speed requirements of a design. Of course, for accurate numerical estimates
of these propagation time delays or of the power dissipation we need to use
computers. A very popular program to do so is the Simulation Program with
Integrated Circuit Emphasis (SPICE). This discussion illustrates that the de-
vice physics plays an important role in the design and analysis of such circuits.

9.5.2 Semiconductor Memories

In addition to logic devices such as microprocessors, integrated circuits depend
on semiconductor memories. We can illustrate many key MOS device physics
issues by looking at three of the most important types of semiconductor mem-
ory cells: the static random access memory (SRAM), the dynamic random ac-
cess memory (DRAM), and the non-volatile flash memory cell. SRAMs and
DRAMs are volatile in the sense that the information is lost if the power sup-

ply is removed. For flash memories, however, information is stored indefinite-

ly. For SRAMs, the information is static, meaning that as long as the power
supply is on, the information is retained. On the other hand, the information
stored in the cells of a DRAM must periodically be refreshed because stored
charge representing one of the logic states leaks away rapidly. The refresh time
must be short compared with the time needed for stored charge to degrade.

The overall organization of all these types of memories is rather simi-
lar, and is shown in Fig. 9-28. We will not describe the memory organization
in great detail here, but will instead focus on the device physics. We need to
know the type of cell that is used at the intersection of the rows or word-
lines, and the columns or bitlines. These memories are all random access in
the sense that the cells can be addressed for write or read operations in any
order, depending on the row and column addresses provided to the address
pins, unlike memories such as hard disks or floppy disks on a computer which
can only be addressed sequentially. Generally, the same set of pins is used for
both the row and the column addresses, in order to save pin count.This forces
us to use what is known as address multiplexing. First, the row addresses are
provided at the address pin, and decoded using row decoders. For N row ad-
dresses, we can have 2N rows or wordlines. The row decoders then cause the



462	 Chapter 9

VDD IGND
Row	 2N Rows

address	 Bitline

L
Row

	

decoder	
I	 cell	

Wordline LI
Memory array

2N Rows 

2N Columns

'2N

	

2N Columns	 •	 ii 21 ............................... I 	 2N

Sense amplifiers
and column decoders

out

Data in
Cokum
address	 circuit

Figure 9-28
Organization of a random access memory (RAM): The memory array consists of memory cells arranged
in on orthogonal array. There is one memory cell at the intersection of one row (wordline) and one col-
umn (bitline). To address a particular memory cell, the N row addresses are latched in from the N ad-
dress pins, and decoded by the 2N row decoders. All the memory cells on the selected row are read by
the 2N sense amplifiers. Of those, a cell (one bit) or group of cells (byte or word) is selected for transfer
to the data output buffers depending on the column addresses that ore decoded by the 2' column de-
coders. Generally, to save pin count on the package, the N column addresses are provided in a multi-
plexed fashion to the some N address pins as the row addresses, after the row addresses have already
been latched in.

-	 I

selected wordline to go high, so that all the 2N cells (corresponding to N col-
umn addresses) on this wordline are accessed for either read or write, through
sense amplifiers at the end of the 24 columns or bitlines. After the appro-
priate row has been decoded, the appropriate column addresses are provid-
ed to the same address pins, and the column decoders are used to select the
bit or group of bits (known as byte or word) out of all the bits on the se-
lected wordline. We can either write into or read from the selected bit (or
group of bits) using the sense amplifiers, which are basically flip-flops used
as differential amplifiers.
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Figure 9-29

An array of 4
CMOS SRAM
cells. The bifline
and EilTne
fbitline-bar) are
logical comple-
ments of each
other.

Bitline	 Bitline Bitlinc	 Bie
0	 0	 m	 m

SEAMs. A group of four six-transistor CMOS SRAM cells is shown in Fig.
9-29. Each cell is found in this case at the intersection of a row or wordline, and
a column or bithne (along with its logical complement known as bitline-bar).The
cell is a flip-flop, consisting of two cross-coupled CMOS inverters. Cleailv. it is
bistable: if the output of one inverter is high (corresponding to the NMOSFET
being OFF, and the PMOSFET ON), that high voltage is fed to (lie input of the
other cross-coupled inverter, and the output of the other inverter will be low.
This is one logic state (say'! ) of the SRAM. Conversely, the other stable state
of the flip-flop can be considered to be the other logic state (say 'O"). Many of
the device issues are identical to those described in Section 9.5.1 in connection
with the VTC of inverters. We aim for a symmetric transition from VOH to Vo l

at V0012 with a high gain in the transition region, to improve noise immunity
and speed of convergence of the SRAM cell. The speed of convergence deter-
mines how fast the SRAM flip-flop latches into one stable logic state or the
other. The cells are accessed through two access transistors whose gates are
controlled by the wordline. That is why this is called a 6-transistor cell. Other
SRAM cells use load resistors in the inverters, rather than PMOSFETs, lead-
ing to a 4-transistor, 2-resistor cell. As discussed in Section 9.5.1,the CMOS cell
has superior performance, but at the expense of occupying more area.
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Unless the row decoders cause a particular Wordline to go high, the
SRAM cells on that wordline are electrically isolated. By selecting a partic-
ular wordline, the access transistors on that row are turned ON and act as
logic transmission gates between the output nodes of the SRAM cell and
the bitline and its complement, the bitline-bar. During a read operation, the
bitline and its complement are both precharged to the same voltage. Once the
access transistors are turned ON, a small voltage differential develops be-
tween bitline and bitline-bar because the output nodes of the SRAM are at
different voltages (0 and VDD). The voltage differential that is established is
due to a charge redistribution that occurs between the parasitic capacitance
associated with the output nodes of the SRAM and the bitline capacitance.
This voltage difference is amplified by the sense amplifiers. As mentioned
previously, the sense amplifiers are differential amplifiers, very similar in
configuration to the SRAM flip-flop cell itself. The bitline and bitline-bar
(complement of the bitline) are fed to the two inputs of the sense amplifier,
and the voltage differential is amplified until the voltage separation is VDD.

DR4Ms. The DRAM cell structure is shown in Fig. 9-30. The information
is stored as charge on an MOS capacitor, which is connected to the bitline
through a switch which is an MOS pass transistor, the gate of which is con-
trolled by the wordline. There is one such cell at each intersection of the or-
thogonal array of wordlines and bitlines, exactly as for SRAMs. When the
wordline voltage becomes higher than the V . of the pass transistor (MOS-
FET between the bitline and the storage capacitor), the channel is turned
ON, and connects the bitline to the MOS storage capacitor. The gate of this
capacitor (or capacitor plate) is permanently connected to the power supply
voltage V00, thereby creating a potential well under it which tends to be full
of inversion electrons for a p-type substrate (Fig. 9-31a).We apply either OV
to the bitline (generally corresponding to logic "0"), or V00 (corresponding

Figure 9-30
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capacitor DRAM
cell equivalent dr-
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Figure 9-31
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to log
i
c "1"). and the appropriate voltage appears as the substrate potential

of the MOS capacitor. For a stored "0" in the cell, the potential appears as the
substrate potential of the MOS capacitor. For a stored "0" in the cell, the po-
tential well that is created under the MOS capacitor by the plate voltage is
lull of inversion charge (Fig. 9-31b,c). When the wordliiie voltage is turned low
such that the MOS pass transistor is turned off, the inversion charge under the
storage capacitor sta ys the same; this is the stable State of the capacitor. On
the other hand, if a positive voltage (Vf1) ) is applied to the hitline, it draws
ow the inversion electrons through the pass transistor (Fig. 9-31d,c). When
the pass transistor is cut off, we end up with an empty potential well under the
MOS capacior plat. Over a period of time, the potential well tends to be
filled up by luinol it. carrier ciectrons that are constantl y created bv thermal
genetaton-recombination in the substrate and are collected under the
cliargeu MOS capacitor platc Hence, the logic" I "degrades towards the logic
"0". That is why a DRAM . considered to he "d ynamic" unlike an SRAM.
It k necessary to periodcai restore the logic levels or "refresh" the stored
information.

There are interesting device physics issues regarding the pass transis-
tor. This is like the access transistor in the SRAM. or a logic transmission
gate. We see that in this MOSFET, neither the source nor the drain is per-
moently grounded. in fact, which side acts as the source and which as the
drain depends on the circuit operation. When we are writing a logic "1" into
the vll.the bitline voltage is held high (-VDD ). As this voltage is written into
the cell, it is as if the source of the pass transistor gets charged up to V1 . An-
ot,er way of looking at this is that with respect to the source, the substrate
bias of the pass transistor is - VDD.The bod y effect ot the MOSFET (Section
6 causes its V- to tncrcase. This is very important because for the pass
transistor to operate as a transmission gate it is necessary that it he in the lin-
ear regime throughout, and not get into saturation (with a concomitant volt-
age drop across the pinch-off region). Hence, the gate or the wordlinc voltage
must be held at (which is the final voltage of the source/drains) plus the
V, of the MOSFE'I, taking body effect into account. It is also important to
make sure that the leakage of the pass transistor is low enough to satisf y re-
fresh requirements of the DRAM. Not only must the source/drain diodes he
low leakage, but the VT and the subthreshold slope must he optimized such
that subthreshold leakage for the grounded wordline case is low enough.

The stored charge difference between the two logic states can be de-
termined by looking at the capacitance-voltage (C-V) characteristics of the
MOS capacitor (Fig. 9-32). For a stored "1", essentiall y there is a substrate bias
applied to the MOS capacitor, which raises its V 7 due to the body effect (Sec-
tion 6.5.6'L 1 knee, the C-V characteristics shift to the right for a stored "1".
Since the MOS capacitance is not a fixed capacitance, but is voltage depen-
dent, we saw earlier that it must be defined in a differential form (Eq. 6-34a).
Alternatively, we can write down the stored charge under the capacitor as
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Figure 9-32
C—V characteristics of DRAM MOS capacitor in stored "0" and stored "1" states. The difference of area
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Q=fC(V)dV	 (9-12)

This is simply the area under the C-V curve. The charge differential that dis-
tinguishes the logic "1" and the logic "0" is the difference of areas under the
capacitance-voltage curves in the two cases (Fig. 9-32).

When reading the cell, the pass transistor is turned on. and the MOS
storage capacitor charge is dumped on the bitline capacitance C, precharged

to VB (typically = The swing of the bitline voltage will clearly depend
on the voltage V1 stored in the storage cell capacitance C. As in the case of
the SRAM, the change of the bitline voltage depends on the capacitance
ratio between the bitline and the cell. To do differential sensing in the case
of DRAMs, we do not use two bitlines per cell as for SRAMs. Instead, we
compare the bitline voltage for the selected cell with a reference bitline volt-
age to which is connected a dummy cell whose MOS capacitance, CD , is

roughly half that of the actual cell capacitance. C. Typical values of C8. C

and CD in a DRAM are 800 fF, 50 f and 20 fF, respectively. The voltage dif-
ferential that is applied to the sense amplifier then becomes (Fig. 9-33)

- CcVC + C8V8 - CCVD + C8V8

- CR 1-Cc	 C±C

= (V8 - VD)CBCD - ( V8 - Vc)CBCD - (Va — VD)CcC,	
(9-13a)

(C8 + C)(C8 + CZ))
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Figure'9 33
Equivalent circuit showing charge redistribution between cell capacitance (Cc) and bit line capacitance
( C8) on one side, versus dummy cell ( CD) and bit line capacitance ( C8) on other.

If V0 is set to zero, the expression simplifies to:

= 
(VBCR + VcC)C0 	- - VC)CBCC	

(9-13h)
 ( C8 + C)(C8 + CD)

Putting the cell voltage V equal to OV or 5 V, and typical, acceptable bitline-to-
cell capacitance ratios CD/Cc (= 15-20) in Eq. (9-13b), we get different po-
larities of the differential voltage of the order of ± 100 mV for logic '1"and
logic "0", respectively, which can be detected by sense amplifiers. From Eq.
(9-13b), it can be seen that for much higher bitline-to-cell capacitance ra-
tios, the swing of the bitline voltage will be negligible, regardless of the cell
voltage. The minimum required cell capacitance C . is about 50 if', governed
by so-called soft errors. DRAMs, like everything else on Earth, are con-
stantly being bombarded by cosmic rays, and high energy alpha particles
can create electron-hole pairs in semiconductors. A typical collected charge
due to one of these events is about 100 IC. This spurious charge can be ne-
glected if the cell capacitance is 50 f and 5 V is applied to the cell, for which
the stored charge is roughly 250 W. The DRAM cell then becomes immune
to typical alpha particle hits.

Maintaining a cell capacitance of 50 fF as the cell dimensions are re-
duced from one generation of DRAM to the next is a tremendous techno-
logical challenge. One way to look at this problem is shown in Fig. 9-34. The
challenge is to store more charge per unit area on the planar surface (A,) of
the Si substrate. Approximating the MOS capacitance as a fixed, voltage-
independent capacitor, one can write the stored charge Q as

Q = CV = (eA/d)V	 (914)
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Figure 9-34
Various approaches (past, present and future) of achieving higher DRAM cell capacitance and charge
storage density without increasing cell size. A, Area on wafer taken by capacitor; A = Area of capac-

tar. For a planar capacitor A, = A,; however, for non-planar structures A> A,. C A, €/d is the capac-

itance; and Q CV is the total stored charge in a fixed, voltage-independent capacitor.

where € is the permittivity of the dielectric, a is its thickness, and Ac is the
capacitor area. As shown in Fig. 9-34, the historical way of achieving the de-
sired capacitance has been to scale the dielectric thickness, d. But that runs
into the problems discussed in Section 6.4.7. Another approach, which is
being taken currently, is to use fabrication schemes to increase the area de-
voted to the MOS storage capacitor, Ac, even as we reduce the planar sur-

face area on the wafer, Aa, used for making this storage capacitance.
Obviously, this can he done by moving away from a purely planar structure,
and exploiting the third dimension. We can go down into the Si by digging
"trenches" in the substrate with RIE and forming a trench storage capaci-
tor on the sidewalls of the trench (Figure 9-35a). Alternatively, we can go up
from the substrate by stacking multiple layers of capacitor electrodes to in-
crease the "stacked" capacitor area (Fig. 9-35b). Other tricks that have been
tried are to purposely create a rough polysilicon surface on the capacitor
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Figure 9-35
I ncreasing cell capacitance by exploiting the vertical dimension; (a) trench capacitors involve etching a
trench in the substrate so that the larger area on the sidewalk can be used to increase capacitance; (b)
stacked capacitors go 'up" rather than "down" as in trenches and increase capacitor area by using
multiple polysilicon capoctor,plates or "fins", as well as by exploiting the topyraphy of the cell surface.

plates to increase the surface area. In the future, alternative materials may
he used. For example, the ferroelectrics have much higher dielectric con-
stant than SiO-, and offer larger capacitance without increasing area or re-
ducing thickness. Promising materials include barium Strontium titanate and
zirconium oxide.

Flash Memories. Another interesting MOS device is the flash memory,
which Is rapidly becoming the most important type of non-volatile memory.
The memory cell structure is shown in Figure 9-36. It is very simple and com-
pact, and looks just like a MOSFET, except that it has two gate electrodes,
one on top of the other.'T'hc top electrode is the one that we have direct elec-
trical access to. and is known as the control gate. Below that we have a so-
called "floating" gate that is capacitively coupled to the control gate and the
underlying silicon.

The capacitive coupling of the floating gate to the various terminals is
illustrated in Fig. 9-36 in terms of the various coupling capacitance compo-
nents. The floating gate and the control gate are separated b y a stacked oxide-
nitride-oxide dielectric in typical flash devices. The capacitance between
these two gates is called C00 because of the oxide-nitride-oxide makeup
of the dielectric stack. The total capacitance CTOT is the sum of all the paral-
lel ccmponents shown in Fig. 9-36.
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Figure 9-36
Flash memory cell
structure: (a) cell
structure shown
along the channel
length showing
the control gate
(wordline), float-
ing gate below it,
the source and the
drain (bitline); (b)
view of cell along
the width of the
MOSFET. The vari-
ous coupling
capacitors to the
floating gate are
shown.

UTOX

	

Cmr = CONO + C 7 + CFLD + C 8 + CDRN	 (9-15)

where C is the floating gate-to-channel capacitance through the tm'ne1
oxide, CFLD is the floating gate-to-substrate capacitance in the LOCOS field
oxide region, and CSRC and CDR N are the gate-to-source/drain overlap ca-
pacitances.

Since it is isolated by the surrounding dielectrics, the charge on the float-
ing gate QFG is not changed by (moderate) changes of the terminal biases

QFG = 0 = C00( VFG - VG) + CSRC( Vf-G - V5 ) + CDR( VFG - V0 ) (9-16)

We assume that the substrate bias is fixed, and hence ignore the contributions
from Cmx and CFLD. which couple the floating gate to the substrate. The float-
ing gate voltage can be indirectly determined by the various terminal voltages,
in terms of the gate, drain and source coupling ratios as defined in Eq. (9-17).

	

Vf( = VG - GCR + V5 - SCR + VI) DCR	 (9-17)

where

GCR = 
0v0

cl-or

DCR = CD-
Cror

SCR = CSRC-
CTOT
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The basic cell operation involves putting charge on the floating gate or
removing it, in order to program the MOSFET to have two different Vt's, cor-
responding to two logic levels. We can think of the stored charge on the float-
ing gate to be like the fixed oxide charge in the V T expression (equation 6-38).
If many electrons are stored in the floating gate, the VT of an NMOSFET is high;
the cell is considered to have been "programmed" to exhibit the logic State "1".
On the contrary, if electrons have been removed from the floating gate, the cell
is considered to have been "erased" into a low V1 state or logic "0".

How do we go about transferring charges into and out of the floating
gate? To program the cell, we can use channel hot carrier effects that we dis-
cussed in Section 6.5.9. We apply a high field to both the drain (bitline) and
floating gate (wordline) such that the MOSFET is in saturation. It was dis-
cussed in Section 6.5.9 that the high longitudinal electric field in the pinch-
off region accelerates electrons toward the drain and makes them energetic
(hot). We maximize such hot carrier effects near the drain pinch-off region
in a flash device by making the drain junction somewhat shallower than the
source junction (Fig. 9-37a). This can be achieved by a separate higher en-
ergy source implant that is masked in the drain region. If the kinetic energy
of electrons is high enough, a few can become hot enough to be scattered
into the floating gate. They must surmount the 3.1 eV energy barrier that ex-
ists between the conduction band of Si and that of Si0 2 , or hot electrons can
tunnel through the oxide (Fig. 9-37h). Once they get into the floating gate,
electrons become trapped in the 3.1 eV potential well between the floating
polysilicon gate and the oxides on either side. This barrier is extremely high

(a)	
(b)

Figure 937
Hot carrier programming of the flash cell: (a) flash memory cell structure with typical biases required for
writing into the cell. The channel of the MOSFET is pinched off in saturation; (b) bond diagram along a
vertical line in the middle of MOSFET channel showing hot electrons in the channel being injected
across the gate oxide and getting trapped in the floating gate.
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for a trapped (low kinetic energy) electron. Therefore the trapped electrons
essentially stay in the floating gate forever, unless the cells is intentionally
erased. That is why a flash memory is non-volatile.

To erase the cell, we USC Fowler-Nordheim tunneling between the
floating gate and the source in the overlap region (Fig. 9-38a).A high pos-
itive voltage (say .. 12 V) is applied to the source with the control gate
grounded. The polarity of the field is such that electrons tunnel from the
floating gate into the source region, through the oxide barrier (Section
6.4.7). The band diagram (along a vertical line in this overlap region) dur-
ing the operation is shown in Fig. 9-38b. Interestingly, in a flash device we
make use of two effects that are considered to be "problems" in regular
MOS devices: hot carrier effects and Fowler-Nordheim tunneling.

During the read operation, one applies a moderate voltage (- . 1 V) to
the bitline (drain of the MOSFET), and a wordline (control gate) voltage

VC-G that causes the capacitively coupled floating gate voltage to be between
that of the high V1 and the low VT state of the programmed flash memory cell
(Fig. 9-39). There will be negligible drain current flow in the bit line (drain)
for the high VT case because the gate voltage is less than the threshold volt-
age. We will then interpret the selected cell as being in state "1". For the low

case, since the applied gate voltage is higher than the threshold voltage
of the cell, there wiltbe drain current flow in the bitline (drain), and this can
be interpreted as state "0". The read operation can be understood by look-
ing at the transfer characteristics of the MOSFET in the programmed and
erased states (Fig. 9-39).

E,.

rnn

(a)
	 (b)

Figure 9-38
Fowler-Nordheim tunneling erasure: (a) flash memory cell structure with typical biases required for
ersosing the cell; (b) band diagram as a function of depth in the gate/source overlap region of the
MOSFET showing quantum mechanical tunneling of carriers from the floating gate into the oxide, and
subsequent drift to the source.
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Figure 9-39
Drain (bitline) current versus control gate (wordline) voltage transfer characteristics of the MOSFET in a
flash cell if the cell is programmed to a high VT (logic "1"), and a read voltage is applied to the word-
line that is below this V1, the MOSFET does not conduct, and there is negligible bitline current. On the
other hand, if the cell had een erased too low VT state (logic "0") the MOSFET is turned ON, and
there is significant bitline current.

9.6 After the preceding discussions of rather dramatic fabrication steps in mono-
TESTING, lithic circuit technology, the processes of attaching leads and packaging the

BONDING, AND devices could seem rather mundane. Such an impression would be far from
PACKAGING accurate, however, since the techniques discussed in this section are crucial

to the overall fabrication process. In fact, the handling and packaging of in-
dividual Circuits can be the most critical steps of all from the viewpoints of cost
and reliability. The individual IC chip must be connected properly to outside
leads and packaged in a way that is convenient for use in a larger Circuit or
system. Since the devices are handled individually once they are separated
from the wafer, bonding and packaging are expensive processes Considerable
work has been done to reduce the steps required in bonding. We shall discuss
the most straightforward technique first, which involves bonding individual
leads from the contact pads on the circuit to terminals in the package. Then
we shall consider two important methods for making all bonds simultane-
ously. Finally, we shall discuss a few typical packaging methods for ICs.

9.6.1 Testing

After the wafer of monolithic circuits hs been processed and the final metal-
lization pattern defined, it is placed in a holder under a microscope and is
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aligned for testing by a multiple-point probe (Fig. 9-40).The probe contacts the
various pads on an individual circuit, and a series of tests are made of the elec-
trical properties of the device. The various tests are programmed to be made
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Figure 9-40
Automated prob-
ing of devices:
( a) high speed
testing of Ics is
done using probe
cords having a
rigidly fixed array
of probes that
corresponds to
the bond pad pat-
tern on the IC to
be tested. Many
electrical signals
are provided or
measured by the
automated tester
at the various
pins. After one
chip is tested,
the tester mechan-
ically moves the
wafer to the next
die location;
(b) array of Al
bond pads near
the chip periph-
ery, some show-
ing probe marks.
The space be-
tween the arrays
of bond pads
is the "scribe
line" along which
the wafer will
be sawed into
individual chips
after testing.
(Photographs
courtesy of Mi-
cron Technology.)
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automatically in a very short time. These tests may take only milliseconds for
a simple circuit, to several seconds for a complex 131 SI chip. The information
from these tests is fed into a computer, which compares the results with infor-
mation stored in its memory, and a decision is made regarding the acceptabil-
ity of the circuit, if there is some defect so that the circuit falls below
specifications the computer remembers that chip must be discarded. The probe
automatically steps the prescribed distance to the next circuit on the wafer
and repeats the process. After all of the circuits have been tested and the sub-
standard ones noted, the wafer is removed from the testing machine, sawed be-
tween the circuits, and broken apart (Fig. 9-41). Then each die that passed the
test is picked up and placed in the package. In the testing process, information
from tests on each die can be stored to facilitate analysis of the rejected circuits
or to evaluate the fabrication process for possible changes.

9.6.2 Wire Bonding

'Ihe earliest method used for making contacts from the monolithic chip to the
package was the bonding of fine Au wires. Later techniques expanded wire
bonding to include Al wires and several types of bonding processes. Here
we shall outline only a few of the most important aspects of wire bonding.

If the chip is to he wire bonded, it is first mounted solidly on a metal
lead frame or on a metallized region in the package. In this process a thin
la y er of Au (perhaps combined with Ge or other elements to improve the

Figure 9-41
Sawing of a
wafer along

scribe lines: After
the wafer is test-
ed, the "known
good dies" are

"inked" or identi-
fied. The wafer

is then sawed
into individual
dies for subse-

quent packaging.
(Photograph cour-

tesy of Micron
Technology.)
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metallurgy of the bond) is placed between the bottom of the chip and the sub-
strate; heat and a slight scrubbing motion are applied, forming an alloyed
bond which holds the chip firmly to the substrate. This process is called diebonding. Generally, die bonding is done by a robotic arm that picks up each
die, Orients it, and places it for bonding. Once the chip is mounted, the in-
terconnecting wires are attached from the various Contact pads to posts on
the package (Fig. 9-42).

In Au wire bonding, a spool of fine Au wire (about 0.007-0.002- inch
diameter) is mounted in a lad bonder apparatus and the wire is fed
through a glass or tungsten carbide capillary (Fig. 9-43a). A hydrogen gas
flame jet is swept past the wire to form a ball on the end. In thermocorn-pression bonding the chip (or in some cases the capillary) is heated to
about 360°C, and the capillary is brought down over the contact pad. When
pressure is exerted by the capillary on the ball, a bond is formed between
the Au ball and the Al pad (Fig. 9-43h). Then the capillary is raised and
moved to a post on the package. The capillary is brought down again, and
the combination of force and temperature bonds the wire to the post.
After raising the capillary again, the hydrogen flame is swept past, form-
ing a new ball (Fig. 9-43c): then the process is repeated for the other pads
on the chip.

There are many variations in this basic method. For example, the sub-
strate heating can be eliminated by ultrasonic bonding. In this method a tung-
sten carbide capillary is held by a tool connected to an ultrasonic transducer,
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Figure 9-42
Attachment of
leads from the
Al pods on the
periphery of the
chip to posts on
the package.
(Photograph cour-
tesy of Micron
technology.)
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Figure 9-43
Wire bonding
techniques: (a)
capillary posi-

tioned over one of
the contact pods

for a boll (nail-
head) bond; (b)

pressure exerted
to bond the wire

to the pod; (c)
post bond and

flame-off; (d)
wedge bonding

tool; (e) pressure
and ultrasonic en-

ergy applied; (f)
post bond com-
pleted and wire

broken or cut for
next bond.

Flam-of1 jet

V

Icad

(c)(a)

Wedge	 t.1i:.bonding 41	 AuorAl
tool	 wire

(d)	 (e)
	 rii

When it is in contact with a pad or a post, the wire is vibrated under pressure
to form a bond. Other variations include techniques for automatically re-
moving the "tail." which is left on the post in Fig. 9-43c. When the bond to
the chip is made by exerting pressure on a ball at the end of the An wire, it

is called a ball bond or a nail-head bond, because of the shape of the de-
formed ball after the bond is made (Fig 9-44a).

Aluminum wire can be used in ultrasonic bonding; it has several ad-
vantages over Au, including the absence of possible metallurgical problems
in bonds between Au and Al pads. When Al wire is used, the flame-off step
is replaced by cutting or breaking the wire at appropriate points in the
process. In forming a bond, the wire is bent under the edge of a wedge-
shaped bonding tool (Fig. 9-43d). The tool then applies pressure and ultra-
sonic vibration, forming the bond (Fig. 9-43e and f).The resulting flat bond,
formed by the bent wire wedged between the tool and the bonding surface,
is called a wedge bond. A closeup view of ball and wedge bonds is given in

Fig. 9-44.

9.6.3 Flip-chip Techniques

The time consumed in bonding wires individually to each pad on the chip
can he overcome by several methods of simultaneous bonding. The flip-chip
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Figure 9-44
Scanning electron micrographs of a boll bond (a) and a wedge bond (b). (Photographs courtesy of Mi-
cron Technology Inc.)

approach is typical of these methods. Relatively thick metal is deposited on
the contact pads before the devices are separated from the wafer.After sep-
aration, the deposited metal is used to contact a matching metallized pat-
tern on the package substrate.

In the flip-chip method, "bumps" of solder or special metal alloys are
deposited on each contact pad. These metal bumps can he distributed over
the die (Fig. 9-45). After separation from the wafer, each chip is turned up-
side down, and the bumps are properly aligned with the metallization pattern
on the substrate. At this point, ultrasonic bonding or solder attaches each
bump to its corresponding connector on the substrate. An obvious advan-
tage of this method is that all Connections are made simultaneously. Disad-
vantages include the fact that the bonds are made under the chip and
therefore cannot be inspected visually. Furthermore, it is necessary to heat
and/or exert pressure on the chip.

9.6.4 Packaging

The final step in IC fabrication is packaging the device in a suitable medi-
um that can protect it from the environment of its intended application, In
most cases this means the surface of the device must be isolated from mois-
ture and contaminants and the bonds and other elements must be pro-
tected from corrosion and mechanical shock. The problems of surface
protection are greatly minimized by modern passivation techniques, but it
is still necessary to provide some protection in the packaging. In every case,
the choice of package type must be made within the requirements of the
application and cost considerations. There are many techniques for encap-
sulating devices, and the various methods are constantly refined and



Figure 9-45
Flip-chip bonding.

The Power PC
chip has metal-

lized "bumps" dis-
tributed over the

surface instead of
contact pods

around the periph-
ery. These bumps
are aligned with
the interconnec-

tion pattern on the
package and

bonded simultane-
ously. (Phcto-

graph courtesy of
IBM Corp.)

480	 Chapter 9

changed. Here we shall consider just a few general methods for the purpose
of illustration.

In the early days of IC technology, all devices were packaged in metal
headers. In this method the device is alloyed to the surface of the header,
wire bonds are made to the header posts, and a metal lid is welded over the
device and wiring. A Ithough this method has several drawbacks, it does pro-
vide complete sealing of the unit from the outside environment. This is often
called a hermetical/v sealed device. After the chip is mounted on the header
and bonds are made to the posts, the header cap can he welded shut in a con-
trolled environment (e.g.. an inert gas). which maintains the device in a pre-
scribed atmosphere.

Integrated circuits are now mounted in packages with many output
leads (Fig. 9-46). In one version the chip is mounted on a stamped metal lead
frame and wire bonding is done between the chip and the leads. The pack-
age is formed by appl y ing a ceramic or plastic case and trimming away the
unwanted parts of the lead frame.

Broadly speaking, packages can he through-hole-mount that involve
inserting the package pins through holes on the printed Circuit board (PCB)
before soldering, or surface mount type where the leads do not pass through
holes in the PCB. Instead, surface-mounted package leads are aligned to
electrical contacts on the PCB, and are connected simultaneousl y by solder
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Figure 9-46
Various types of
packaging for
ICs: Packages can
be through-hole-
mount or surface
mount type, and
be mode out of
plastic or ceramic.
The pins con be
on one side (SIP),

two sides (DIP) or
four side (quad)
of the package,
or distributed over
the surface of the
package (PGAs or
BGAs)

SIP (Single mime Package)

Single side

ZIP (Zig-zag Inline Package)

Through-hole-
mount

Dual side -	 DIP (Dual Inline Package)

Full surface - PGA (Pin Grid Array)

Single side - SVP (Surface Vertical -Mount Package)

	

SRI
SOP (Small-Outline Package)

Dual side	 TSOP (Thin Small-Outline Package)

Surface mount

SO) (SmaIOudine J-lead -

QFP (Quad Flat Package)

aide

OF) (Quad Flat i-lead package)

LCC (Leadk clüp Carrier)

LCC SO)
(Leaded Chip

Small Out.
hue J4ead

Full surface - BOA (Bail Grid Array)
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reflow. Most packages can be made using ceramic or plastic (which is cheap-
er).The ICs are hermetically sealed for protection from the environment.
The pins can be on one side (single inline or zig-zag pattern of leads), two
sides (dual inline package or DIP) or four sides of the package (quad pack-
age) (Fig. 9-46). More advanced packages have leads distributed over a
large portion of the surface of the package as in through-hole-mounted pin
grid arrays (PGAs) (Fig. 9-47) or surface-mounted ball grid arrays (BGAs)
(Fig. 9-48). By not restricting the leads to the edges of the package, the pin
count can be increased dramatically, which is very attractive for advanced
IJLSI in which a large number of electrical leads must be accessed.

Since a sizable fraction of the cost of an IC is due to bonding and pack-
aging, there have been a number of innovations for automating the process.
These include the use of film reels that contain the metal contact pattern onto
which the chips can be bonded. The film can then be fed into packaging equip-
meat, where the position registration capabilities of a film reel can be used

Figure 9-47
Ceramic column

grid array
(CCGA): This ad-

vanced ceramic
package is a type
of pin grid array

made up of sever-
al hundred metal
columns. Several

ICs with metal-
lized solder

bumps on them as
in Fig. 9-45 can

be flip chip bond-
ed on the back of

this package,
making this a

multi-chip module
(MCM). (Photo-

graph courtesy of

IBM.)



Figure 9-48
0lI grid array: In

this package, the
IC in the middle is
wire bonded to
electrical connec-
tions on the pack-
age. The package
itself has an array
of solder "balls"
on the top, which
can be properly
aligned and
surface-mount
connected
simultaneously to
electrical sockets
on o PCB using
solder reflow.
iPbotoaronh cour-
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for automated handling. This process, called rape-automated bonding (TAB).
is particularly useful in mounting several chips on a large ceramic substrate
having multilevel interconnection patterns (called a multichip module).

9.1 Assume that boron is diffused into a uniform n-type Si sample, resulting in a PROBLEMS
net doping profile 	 Set up an expression relating the sheet resistance
of the diffused la yer to the acceptor profile N(x) and the junction depth x.
Assume that N() is much greater than the background doping N d over most
of the diffused layer.

9.2 A t ypical sheet resistance of a base diffusion layer is 200 i1/square.
(a) What should be the aspect ratio of a 10-k it resistor, using this diffusion?
(h) Draw a pattern for this resistor (see Fig. 9-12b) which uses little area for

a width w = 5 gm.
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9.3 A 3-jsm n-type epitaxial layer (Nd = 10 16 cm) is grown on a p-type Si sub-
strate. Areas of the a layer are to be junction isolated (see Fig. 9-12a) by a
boron diffusion at 1200"C (D = 2.5>< 1012 cm2ls). The surface boron concen-
tration is held constant at 10° cin (see Prob. 5.2).

(a) What time is required for this isolation diffusion?

(b) How far does an Sb-doped buried layer (D = 2 X iO cm21s) diffuse into the
epitaxial layer during this time, assuming the concentration at the substrate-
epitaxial boundary is constant at 10' cm -3?

9.4 A 500 jxm thick p-type Si wafer with a doping level of 1 x 
lollcm has a certain

region in which we do a constant source solid-solubility-limited P diffusion, re-
sulting in a junction depth of 0.8 p.m and a surface concentration of 6 x 1019 cat.
We do sheet resistance measurements on the two parts of the wafer. What is the
measured sheet resistance of the p-type part? If we have a sheet resistance of
90 0./square in the n-type part, what is the average resistivity there? At what tem-
perature was the P diffusion done, keeping in mind that typical diffusion temper-
atures are less than 110I)°C? (Refer to Prob. 5.2.)
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Chapter 10

Negative Conductance
Microwave Devices

We have discussed a number of devices that are useful in microwave circuits,
such as the varactor and specially designed high-frequency transistors, which
can provide amplification and other functions at microwave frequencies up

to 10 11 Hz. However, transit time and other effects limit the application of
transistors beyond the 10 11 Hz range. Therefore, other devices are required
to perform electronic functions such as switching and d-c to microwave power
conversion at higher frequencies.

Several important devices for high-frequency applications use the in-
stabilities that occur in semiconductors. An important type of instability in-
volves negative conductance. Here we shall concentrate on three of the most
commonly used negative conductance devices: Esaki or tunnel diodes, which

depend on quantum-mechanical tunneling; transit time diodes, which depend
on a combination of carrier injection and transit time effects; and Gunn

diodes, which depend on the transfer of electrons from a high-mobility state
to a low-mobility state. Each is a two-terminal device that can be operated
in a negative conductance mode to provide amplification or oscillation at
microwave frequencies in a proper circuit.

0.1 The tunnel diode is a p-n junction device that operates in certain regions of

TUNNEL DIODES its I-V characteristic by the quantum mechanical tunneling of electrons
through the potential barrier of the junction (see Sections 2.4,4 and 5.4.1). The
tunneling process for reverse current is essentially the Zener effect, although
negligible reverse bias is needed to initiate the process in tunnel diodes-This
device can be used in many applications, including high-speed switching and
logic circuits. As we shall see in this section, the tunnel diode (often called the
Esaki diode after L. Esaki, who in 1973 received the Nobel prize for his work
on the effect) exhibits the important feature of negative resistance over a por-

tion of its I-V characteristic.

Pq
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10.1.1 Degenerate Semiconductors

Thus far we have discussed the properties of relatively pure semiconductors;
any impurity doping represented a small fraction of the total atomic densi-
ty of the material. Since the few impurity atoms were so widely spaced
throughout the sample, we could be confident that no charge transport could
take place within the donor or acceptor levels themselves. What happens,
however, if we continue to dope a semiconductor with impurities of either
type? As might be expected, a point is reached at which the impurities be-
come so closely packed within the lattice that interactions between them
cannot be ignored. For example, donors present in high concentrations (e.g.,
1020 donors/cm) are so close together that we can no longer consider the
donor level as being composed of discrete, noninteracting energy states. In-
stead, the donor states form a band, which may overlap the bottom of the con-
duction band. If the conduction band electron concentration n exceeds the
effective density of states N,, the Fermi level is no longer within the band
gap but lies within the conduction band. When this occurs, the material is
called degenerate n-type. The analogous case of degenerate p-type material
occurs when the acceptor concentration is very high and the Fermi level lies
in the valence band. We recall that the energy states below EF are mostly
filled and states above EF are empty, except for a small distribution dictated
by the Fermi statistics. Thus in a degenerate n-type sample the region be-
tween E and EF is for the most part filled with electrons, and in degenerate
p-type the region between E, and EF is almost completely filled with holes.

10. 1.2 Tunnel Diode Operation

A p-n junction between two degenerate semiconductors is illustrated in terms
of energy bands in Fig. 10-1a. This is the equilibrium condition, for which the
Fermi level is constant throughout the junction.We notice that Ef, lies below the
valence band edge on the p side and EF is above the conduction band edge on
the n side, Thus the bands must overlap on the energy scale in order for EF to be
constant. This overlapping of bands is veryimportant; it means that with a small
forward or reverse bias, filled states and empty states appear opposite each other,
separated by essentially the width of the depletion region. If the metallurgical
junction is sharp, as in an alloyed junction, the depletion region will be very nar-
row for such high doping concentrations, and the electric field at the junction
will be quite large. Thus the conditions for electron tunneling are met—filled
and empty states separated by a narrow potential barrier of finite height.

As mentiohed previously, the filled and empty states are distributed
about EF according to the Fermi distribution function; thus there are some
filled states above EF,, and some empty states below EFfl . In Fig. 10-1 the
bands are shown filled to the Fermi level for convenience of illustration, with
the understanding that a distribution is implied.
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Figure 10-1
Tunnel diode

bond diagrams
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Since the bands overlap under equilibrium conditions, a small reverse bias
(Fig. lO-ib) allows electron tunneling from the filled valence band states below
Ef1 , to the empty conduction band states above EF.Th1S condition is similar to
the Zener effect except that no bias is required to create the condition of over-
lapping bands. As the reverse bias is increased, E,,, continues to move down
the energy scale with respect to EF, placing more filled states on the p side op-
posite empty states on the n side. Thus the tunneling of electrons from pto n in-
creases with increasing reverse bias. The resulting conventional current is
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opposite to the electron flow, that is, from n to p. At equilibrium (Fig. 10-1a)
there is equal tunneling from n to p and from p to n, given a zero net current.

When a small forward bias is applied (Fig. 10-Ic), E F, moves up in en-
ergy with respect to EF by the amount qV.Thus electrons below E,,, on the n
side are placed opposite empty states above EF on the p side. Electron tun-
neling occurs from n to p as shown, with the resulting conventional current
from p to n.This forward tunneling current continues to increase with increased
bias as more filled states are placed opposite empty states However, as EF
continues to move up with respect to E,, a point is reached at which the bands
begin to pass by each other. When this occurs, the number of filled states op-
posite empty states decreases.The resulting decrease in tunneling current is il-
lustrated in Fig. 10-id. This region of the i-V characteristic is important in that
the decrease of tunneling current with increased bias produces a region of neg-
ative slope; that is, the dynamic resistance dV/di is negative. This negative re-
sistance region is useful in a number of applications.

If the forward bias is increased beyond the negative resistance region, the
current begins to increase again (Fig. 10-2). Once the bands have passed each
other, the characteristic resembles that of a conventional diode. The forward
current is now dominated by the diffusion current—electrons surmounting the
potential barrier from n to p and holes surmounting their potential barrier
from p to n. Of course, the diffusion current is present in the forward tunnel-
ing region, but it is negligible compared to the tunneling current.

The total tunnel diode characteristic (Fig. 10-3) has the general shape
of an N (if a little imagination is applied); therefore, it is common to refer to
this characteristic as exhibiting a type N negative resistance. It is also called
a voltage-controlled negative resistance, meaning that the current decreases
rapidly at some critical voltage (in this case the peak voltage V,,, taken at the
point of maximum forward tunneling).

The values of peak tunneling current i, and valley current 4 (Fig. 10-3)
determine the magnitude of the negative resistance slope for a diode of given
material. For this reason, their ratio in/i, is often used as a figure of merit for

489

(b)

Figure 10-2
Band diagram (a)
and i-.Vchorocter-
istic (b) for the tun-
nel diode beyond
the tunnel current
region. In (b) the
tunneling compo-
nent of current is
shown by the
solid curve and
the diffusion cur-
rent component is
dashed.

E\

Ec

P

	

	 n

(a)



490	 Chapter 10

Figure 10-3
Total tunnel diode

characteristic.

the tunnel diode. Similarly, the ratio V,,/Vf is a measure of the voltage spread
between the two positive resistance regions.

10.1.3 Circuit Appikalions

The negative resistance of the tunnel diode can be used in a number of ways
to achieve switching, oscillation, amplification, and other circuit functions.
This wide range of applications, coupled with the fact that the tunneling
process does not present the time delays of drift and diffusion, makes the
tunnel diode a natural choice for certain high-speed circuits. However, the
tunnel diode has not achieved widespread application, because of its rela-
tively low current operation and competition from other devices.

10.2 In this section we describe a type of microwave negative conductance de-
THE IMPATT vice that operates by a combination of carrier injection and transit time ef-

DIODE fects. Diodes with simple p-n junction structure, or with variations on that
structure, are biased to achieve tunneling or avalanche breakdown, with an
a-c voltage superimposed on the d-c bias. The carriers generated by the in-
jection process are swept through a drift region to the terminals of the de-
vice. We shall see that the a-c component of the resulting current can be
approximately 1800 out of phase with the applied voltage under proper con-
ditions of bias and device configuration, giving rise to negative conductance
and oscillation in a resonant circuit. Transit time devices can convert d-c to
microwave a-c signals with high efficiency and are very useful in the gener-
ation of microwave power for many applications.
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The original suggestion for a microwave device employing transit time effects
was made by W. T. Read and involved an n-p-i-p structure such as that
shown in Fig. 10-4.This device operates by injecting carriers into the drift re-
gion and is called an impact avalanche transit time (IMP477) diode. Although
IMPATT operation can be obtained in simpler structures, the Read diode is
best-suie4 for illustration of the basic principles. The device consists essen-
tially of two regions: (1) the n*p region at which avalanche multiplication oc-
curs and (2) the i (essentially intrinsic) region through which generated holes
must drift in moving to the p contact. Similar devices can be built in the
p-n-i-n configuration, in which electrons resulting from avalanche multi-
plication drift through the i region, taking advantage of the higher mobility
of electrons compared to holes.

Although detailed calculations of IMPATT operation are complicated
and generally require computer solutions, the basic physical mechanism is
simple. Essentially, the device operates in a negative conductance mode when
the a-c component of current is negative over a portion of the cycle during
which the a-c voltage is positive, and vice versa. The negative conductance oc-
curs because of two processes, causing the current to lag behind the voltage
in time: (1) a delay due to 'the avalanche process and (2) a further delay due
to the transit time of the carriers across the drift region. If the sum of these
delay times is approximately one-half cycle of the operating frequency, neg-
ative conductance occurs and the device can be used for oscillatioaand am-
plification.

From another point of view, the a-c conductance is negative if the a-c
component of carrier flow drifts opposite to the influence of the a-c electric
field. For example, with a d-c reverse bias on the device of Fig. 10-4, holes drift
from left to right (in the direction of the field) as expected. Now, if we su-
perimpose an a-c voltage such that ' decreases during the negative half-
cycle, we would normally expect the drift of holes to decrease also. However,
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Figure 10-4
The Read diode:
(a) basic device
configuration; (b)
electric field distri-
bution in the de-
vice under reverse
bias.
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in IMPA1T operation the drift of holes through the i region actually increases
while the a-c field is decreasing. To see how this happens, let its consider the
effects of avalanche and drift for various points in the cycle of applied volt-
age (Fig. 10-5).

To simplify the discussion, we shall assume that the p region is very
narrow and that all the avalanche multiplication takes place in a thin region
near the n*-p junction. We shall approximate the field in the narrow p re-
gion by a uniform value. If the d-c bias is such that the critical field for
avalanche is just met in the n-p space charge region (Fig. 10-5a),
avalanche multiplication begins at r =0. Electrons generated in the avalanche
move to the n region, and holes enter the i drift region. We assume that de-
vice is mounted in a resonant microwave circuit so that an a-c signal can be
maintained at a given frequency. As the applied a-c voltage goes positive,
more and more holes are generated in the avalanche region. In fact, the pulse

Critical field for avalanche	 Voltage cycle

IP

	

(a)

	 vNJ
ii 2ir
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of holes (dotted line) generated by the multiplication process continues to
grow as long as the electric field is above (Fig. 10-5b). It can be shown that
the particle current due to avalanche increases exponentially with time while
the field is above the critical value.The important result of this growth is that
the hole pulse reaches its peak value not at irI2 when the voltage is maxi-
mumbtitàt ir (Fig. 10-5c).Therefore, there is a phase delay of 1r/2 inherent
in the avalanche process itself. A further delay is provided by the drift re-
gion. Once the avalanche multiplication stops (wt > jn), the pulse of holes sim-
ply drifts toward the p contact (Fig. 10-5d). But during this period the a-c
terminal voltage is negative. Therefore, the dynamic conductance is nega-
tive, and energy is supplied to the a-c field.

If the length of the drift region is chosen properly, the pulse of holes is
collected at the p contact just as the voltage cycle is completed, and the cycle
then repeats itself The pulse will drift through the length L of the i region dur-
ing the negative half-cycle if we choose the transit time to be one-half the os-
cillation period

	

!!	 (10-I)

	

Vd 2f'	 2L

where f is the operating frequency and Vd is the drift velocity for holes There-
fore, for a Read diode the optimum frequency is one-half the inverse transit
time of holes across the drift region v,/L. In choosing an appropriate resonant
circuit for this device, the parameter L is critical. For example, taking v, = 167 cm/s
for Si,the optimum operating frequency for a device with an i region length of
5 ILm isf= 102(5 x 10) = 10 10 Hz. Negative resistance is exhibited by an IM-
PATE diode for frequencies somewhat above and below this optimum frequency
for exact 180° phase delay. A careful analysis of the small-signal impedance
shows that the minimum frequency for negative conductance varies as the square
root of the d-c bias current for frequencies in the neighborhood of that described
by Eq. (10-1).

Although the Read diode of Fig. 10-4 displays most directly the opera-
tion of IMPA1T devices, simpler structures can be used, and in some cases
they may be more efficient. Negative conductance can be obtained in simple
p-n junctions or in p-i-n devices. In the case of the p-i-n, most of the applied volt-
age occurs across the i region, which serves as a uniform avalanche region and
Also as a drift region. Therefore, the two processes of delay due to avalanche
and drift, which were separate in the case of the Read diode, are distributed
within the i region of the p-i-n. This means that both electrons and holes par-
ticipate in the avalanche and drift processes.

'In general, vd is  function of the local electric field. however, these devices are normally operoied with
fields in the i region sufficiently large that holes drift at their scattering limited velocity (Fig. 3-24). for this
case th, drift velocity does not vary appreciably with the D.c variations in the fi.ld
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10.3 Microwave devices that operate by the transferred electron mechanism are
THE GUNN DIODE often called Gunn diodes after J. B. Gunn, who first demonstrated one of the

forms of oscillation. In the transferred electron mechanism, the conduction
electrons of some semiconductors are shifted from a state of high mobility
to a state of low mobility by the influence of a strong electric field. Negative
conductance operation can be achieved in a diode 2 for which this mecha-
nism applies, and the results are varied and useful in microwave Circuits.

First, we shall describe the process of electron transfer and the result-
ing change of mobility. Then we shall consider some of the modes of opera-
tion for diodes using this mechanism.

10.3.1 The Transferred Electron Mechanism

In Section 3.4.4 we discussed the nonlinearity of mobility at high electric
fields. In most semiconductors the carriers reach a scattering limited veloci-
ty, and the velocity vs. field plot saturates at high fields (Fig. 3-24). In some
materials, however, the energy of electrons can be raised by an applied field
to the point that they transfer from one region of the conduction band to
another, higher-energy region. For some band structures, negative conduc-
tivity can result from this electron transfer. To visualize this process, let us re-
call the discussion of energy bands in Section 3.1. The band diagrams we
usually draw vs. distance in the sample are good approximations when the
conduction electrons exist near the minimum energy of the conduction band.
However, in the more complete band diagram, electron energy is plotted vs.
the propagation vector k, as in Fig. 3-5. It was shown in Example 3-1 that
the k vector is proportional to the electron momentum in the vector direc-
tion; therefore, energy bands such as those in Fig. 3-5 are said to be plotted
in momentum space.

A simplified band diagram for GaAs is shown in Fig. 10-6 for reference;
some of the detail has been omitted in this diagram to isolate the essential fea-
tures of electron transfer between bands. In n-type GaAs the valence band is
filled, and the central valley (or minimum) of the conduction band at F (k = 0)
normally contains the conduction electrons. There is a set of subsidiary mini-
ma at L (sometimes called satellite valleys) at higher energy,3 but these mini-
ma are many kT above the central valley and are normally unoccupied.
Therefore, the direct band gap at Fand the energy bands centered at k = 0 are
generally used to describe the conduction processes in GaAs. This was true of
our discussion of GaAs lasers in Section 8.4, for example. The presence of the
satellite valleys at L is crucial to the Gunn effect, however. If the material is sub-
jected to an electric field above some critical value (about 3000 V/cm), the

'These devices are coiled diodes, since they ore two-terminal devices. No p .n junction is involved, howev-
er. Gunn effect and related devices utilize bulk instabilities, which do not require junctions.
'We have shown only one satellite volley For convenience; there are other equivalent valleys for different
directions in k-space. The effective roast ratio of 0.55 refers to the combined satellite valleys.
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electrons in the central F valley of Fig. 10-6 gain more energy than th &30 eV
separating the valleys; therefore, there is considerable scattering of electrons
into the higher-energy satellite valley at L.

Once the electrons have gained enough energy from the field to be
transferred into the higher-energy valley, they remain there as long as the
field is greater than the critical value. The explanation for this involves the
fact that the combined effective density of states for the upper valleys is
much greater than for the central valley (by a factor of about 24). Although
we shall not prove it here, it seems reasonable that the probability of electron
scattering between valleys should depend on the density of states available
in each case, and that scattering from a valley with many states into a valley
with few states would be unlikely. As a result, once the field increases above
the critical value, most conduction electrons in GaAs reside in the satellite
valleys and exhibit properties typical of that region of the conduction band.
In particular, the effective mass for electrons in the higher L valleys is al-
most eight times as great as in the central valley, and the electron mobility is
much lower. This is an important result for the negative conductivity mech-
anism: As the electric field is increased, the electron velocity increases until
a critical field is reached; then the electrons slow down with further increase
in field. The electron transfer process allows electrons to gain energy at the
expense of velocity over a range of values of the electric field.Taking current
density as qvn. it is clear that current also drops in this range of increasing
field, giving rise to a negative differential conductivity dJ/t.

495

Figure 10-6
Simplified band
diagram for
GaAs, illustrating
the lower (F) and
upper (1) valleys
in the conduction
band.
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Figure 10-7
A possible char-

acterishc of elec-
tron drift velocity

vs. field for a
semiconductor ex-
hibiting the trans-

ferred electron
mechanism.

A possible dependence of electron velocity v& electric field for a mate-
rial capable of electron transfer is shown in Fig. 10-7. For low values of field,
the electrons reside in the lower (f) valley of the conduction band, and the
mobility (p.r = vJ) is high and constant with field. For high values of field, elec-
trons transfer to the satellite valleys, where their velocity is smaller and their
mobility lower. Between these two states is a region of negative slope on the
Vd v& W plot, indicating a negative differential mobility dv/d = -

The actual dependence of electron drift velocity on electric field for
GaAs and InP is shown in Fig. 10-8. The negative resistance due to electron
transfer occurs at a higher field for InF and the electrons achieve a higher
p
e

ak velocity before transfer from F to L occurs.
The existence of a drop in mobility with increasing electric field and the

resultant possibility of negative conductance were predicted by Ridley and
Watkins and by Hilsum several years before Gunn demonstrated the effect in
GaAs. The mechanism of electron transfer is therefore often called the Ridley-
Watkins-Hilsum mechanism. This negative conductivity effect depends only on
the bulk properties of the semiconductor and not on junction or surface effects.
It is therefore called a bulk negative differential conductivity (BNDC) effect.

10.3.2 Formation and Drift of Space Charge Domains

If a sample of GaAs is biased such that the field falls in the negative con-
ductivity region, space charge instabilities result, and the device cannot be
maintained in a d-c stable condition. To understand the formation of these
instabilities, let us consider first the dissipation of space charge in the usual
semiconductor. It can be shown from treatment of the continuity equation
that a localized space charge dies out exponentially with time in a homoge-
neous sample with positive resistance (Prob. 10.3). If the initial space charge
is Q0, the instantaneous charge is

Q(t) = Q0e'	 (10-2)
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where 1d = th is called the dielectric relaxation time Because of this process,
random fluctuations in carrier concentration are quickly neutralized, and
space charge neutrality is a good approximation for most semiconductors in
the usual range of condLtivities. For example, the dielectric relaxation time
for a 1.0 fl-cm Si or GaAs sample is approximately 10_12

Equation (10-2) gives a rather remarkable result for cases in which the

conductivity is negative. For these cases Td is negative also, and space charge

fluctuations build up exponentially in time rather than dying out. This means
that normal random fluctuations in the carrier distribution can grow into large
space charge regions in the sample. Let us see how this occurs in a GaAs sam-
ple biased in the negative conductivity regime. The velocity-field diagram for
n-type GaAs is illustrated in Fig. 10-9a. If we assume a small shift of electron
concentration in some region of the device, a dipole layer can form as shown
in Fig. 10-9b. Under normal conditions this dipole would die out quickly. How-
ever, under conditions of negative conductivity the charge within the dipole,
and therefore the local electric field, builds up as shown in Fig. 10-9c. Of
course, this buildup takes place in a stream of electrons drifting from the cath-
ode to the anode, and the dipole (now called a domain) drifts along with the
stream as it grows. Eventually the drifting domain will reach the anode, where
it gives up its energy as a pulse of current in the external circuit.

During the initial growth of the domain, an increasing fraction of the
applied voltage appears across it, at the expense of electric field in the rest
of the bar. As a result, it is unlikely that more than one domain will be pre-
sent in the bar at a time; after the formation of one domain, the electric field
in the rest of the bar quickly drops below the threshold value for negative
conductivity. If the bias is d-c, the field outside the moving domain will sta-
bilize at a positive conductivity point such as A in Fig. 10-9a, and the field in
the domain will stabilize at the high-field value B.
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Figure 10-9
Buildup and drift

of a space charge
domain in GaAs:
(a) velocity-field
characteristic for
n-type GaAs; (b)

formation of a di-
pole; (c) growth
and drift of a di-

pole for condi-
tions of negative

conductivity.
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Let us follow the motion of a single domain as illustrated by Fig. 10-9.
A small dipole forms from a random noise fluctuation (or more likely at a
permanent nucleation Site such as a crystal defect, a doping inhomogeneity,
or the cathode itself), and this dipole grows and drifts down the bar as a do-
main. During the early stages of domain development, we can assume a uni-
form electric field in the bar, except just at the small dipole layer. If the field
is in the negative mobility region, such as point C of Fig. 10-9a. the slightly
higher field within the dipole results in a lower value of electron drift veloc-
ity inside the dipole than outside. As a result, electrons on the right (down-
stream) of the domain drift away, while electrons pile up on the left
(upstream) side. This causes the accumulation and depletion layers of the di-
pole to grow, thereby further increasing the electric field in the domain. This
is obviously a runaway process, in which the electric field within the domain
grows while that outside the domain decreases. A stable condition is real-
ized when the domain field increases to point B in Fig. 10-9a, and the field
outside drops to point A. When this condition is met, the electrons drift at a
constant velocity v everywhere, and the domain moves down the bar with-
out further growth.

In this discussion we have assumed that the domain has time to grow
to its stable condition before it drifts out of the bar. This is not always the case;
for example, in a short bar with a low concentration of electrons, a dipole
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can drift the length of the bar before it develops into a domain. We can spec-
ify limits on the electron concentration no and sample length L for success-
ful domain formation by requiring the transit time (L/vx) to be greater than
the dielectric relaxation time (absolute value) in the negative mobility re-
gion. This requirement gives

L	 €—>
V5	 q/A.''n

CV
Ln0 > --i- - 10 12crn 2 	(10-3)

for n-type GaAs, where the average negative differential mobility4 is taken
to be -100 cm2fV-s. Therefore, for successful domain formation there is a crit-
ical product of electron concentration and sample length.

The type of domain motion we have described here was the first mode
of operation observed by Gunn. In the observation of current vs. voltage for
a GaAs sample, Gunn found a linear ohmic relation up to a critical bias, be-
yond which the current came in sharp pulses. The pulses were separated in
time by an amount proportional to the sample length. This length depen-
dence was due to the transit time Liv, required for a domain nucleated at
the cathode to drift the length of the bar. Gunn performed an interesting ex-
periment in which he used a tiny capacitive probe to measure the electric
field at various positions down the bar. By scanning the field distribution in
the bar at various times in the cycle, he was able to plot out the growth and
drift of the domains.

The formation of stable domains is not the only mode of operation for
transferred electron devices. Nor is it the most desirable mode for most ap-
plications, since the resulting short pulses of current are inefficient sources
of microwave power.

10.3.3 Fabrication

Devices utilizing the Gunn effect and its variations can he made in a num-
ber of materials which have appropriate band structures. Although GaAs
and lnP are the most common materials, transferred electron effects have
been observed in Me, ZnSe, GaAsP, and other materials. The band struc-
ture of some materials can be altered to exhibit properties appropriate for
electron transfer. For example, the energy bands of InAs can be distorted by
the application of pressure to the crystal, such that a set of satellite valleys
becomes available for electron transfer, although these upper valleys are too
far above the lower valley at normal pressures. We have discussed the de-
vice behavior in terms of GaAs, since this material can be prepared with
good purity and is most widely used in microwave applications.

'This is  rather crude approximation, since p is not  Constant but varies considerably with field; the
negative dielectric relaxation time therefore change, with time as the domain grows.
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Gunn diodes and related devices are simple structures in principle,
since they are basically homogeneous samples with ohmic contacts on each
end. In practice, however, considerable care must be taken in fabricating and
mounting workable devices. In addition to the obvious requirements on dop-
ing, carrier mobility, and sample length, there are important problems with
contacts, heat sinking, and parasitic reactances of the packaged device.

The samples must have high mobility, few lattice defects, and homoge-
neous doping in the range giving carrier concentrations n = 10 - 10' 6 cm.
Devices can be made from GaAs or InP bulk samples cut from an ingot, but
it is more common to use ingot material as a substrate for an epitaxial layer,
which serves as the active region of the device. The material properties of
epitaxial layers are often superior to bulk samples, and the precise control of
layer thickness is helpful in these devices, which require exact sample lengths.
In a typical configuration, an n-type epitaxial layer about 10 p.m thick is
grown on an n substrate wafer, which is perhaps 100 p.m thick. The substrate
serves as one of the contacts to the active region. A thin n (very heavily
doped) layer is grown on top of the n region, so that an n-n-n sandwiched
structure results. External contacts can be made by evaporating a thin layer
of Au-Sn or Au-Ge on each surface, followed by a brief alloying step in a hy-
drogen atmosphere. The wafer is divided into individual devices by cutting
or cleaving (givinga cube structure) or by selective etching (giving a mesa
structure). Each device is mounted with the n side down on a copper stud
or other heat sink, so that the active region cm dissipate heat to the mount
in one direction and to the substrate layer in the other direction. Then the sub-
strate side can be contacted by a wire or pressure contact. In other configu-
rations, planar fabrication techniques can be used to produce lateral devices
in an n-type epitaxial layer grown on a high-resistivity substrate.

Removal of heat is a very serious problem in these devices. The power
dissipation may be 107 Wtcm3 or greater (Prob. 10.5), giving rise to consid-
erable heating of the sample. As the temperature increases, the device char-
acteristics vary because of changes in no and mobility. As a result of such
heating effects, these devices seldom reach their theoretical maximum effi-
ciency. Pulsed operation allows better control of heat dissipation than does
continuous operation, and efficiencies near the theoretical limits can some-
tunes be achieved in the pulsed mode. If the application does not require
continuous operation, peak powers of hundreds of watts can be achieved in
pulses of microwave oscillation.

PROBLEMS 10.1 Sketch the band diagram for an abrupt junction in which the doping on the p
side is degenerate and the Fermi level on the n side is aligned with the bottom
of the conduction band Draw the forward and reverse bias band diagrams and
sketch the I-V characteristic. This diode is often called a backward diode. Can
you explain why?

10.2 What determines the peak tunneling voltage V of a tunnel diode? Explain.
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If a large density of trapping centers is present in a tunnel diode (Fig. P10 2),
tunneling can occur from the n-side conduction band to the trapping level (A-B).
Then the electrons may drop to the valence band on the p side (B-C). there-
by completing a two-step process of charge transport across the junction. In
fact, if the density of trapping centers is large, it is possible to observe an in-
crease in current as the states below EF pass by the trapping level with in-
creased bias. In Fig. P10-2, the trapping level E is located 0.3 eV above the
valence band. Assume F. = I eV, and EF - F, on the a side equals E, - E1 on
the p side, equals 0.1 eV.

E,	 Figure P10-2

E

P	 n

(a) Calculate the minimum forward bias at which tunneling through E, occurs.
(b) Calculate the maximum forward bias for tunneling via Er.

(c) Sketch the i-V curve for this tunnel diode. Assume the maximum tunnel-
ing current via E, is about one-third of the peak band-to-band tunneling
Current.

10.3 (a) Use Poisson's equation, the continuity equation, and the definition of cur-
rent density in terms of the gradient of electrostatic potential to relate the
time variation of space charge density p to the conductivity (land the per-
mittivity € of a material, neglecting recEibination.

(b) Assuming a space charge density po at I = 0, show that p(i) decays expo-
nentially with a time constant equal to the dielectric relaxation time id.

(c) Given a sample of thickness L and area A, calculate the inherent RC time
constant if the conductivity isa-and the permittivity is E.

10.4 Assuming that nr electrons/cm3 are in the lower (central) valley of the GaAs
conduction band at time land nL are in the satellite (L) valleys, show that the
criterion for negative differential conductivity (dJId't <0) is

dnr	 ( dAr	 dML
+	 1 flcj) 

-1
flrl.Lr + flLLLL



502	 Chapter 10

where - and pL L are the electron mobilities in the 1 and L valleys, respective-

ly. Note: no = nr + n,. Discuss the conditions for negative differential conduc-
tivity, assuming the mobilities are approximately proportional to 	 .

10.5 We wish to estimate the d-c power dissipated in a GaAs Gunn diode. Assume
the diode is 5 m long and operates in the stable domain mode.

(a) What is the minimum electron concentration n0? What is the time between

current pulses?

(b) Using data from Fig. 10-9a. calculate the power dissipated in the sample per
unit volume when it is biased Just below threshold, if no is chosen from the

calculation of part (a). In general, does operation at a higher frequency re-
sult in greater power dissipation'!

10.6 (a) Calculate the ratio NLINF of the effective density of states in the upper (L)

valleys to the effective density of states in the lower (F) valley of the GaAs
conduction band (Fig. 10-6).

(b) Assuming a Boltzmann distribution njjnr = (NL/Nr) exp (-E/kT), calcu-

late the ratio of the concentration of conduction band electrons in the
upper valley to the concentration in the central valley in equilibrium at

300 K.

(c) As a rough calculation, assume an electron at the bottom of the central

valley has kinetic energy kT. After it is promoted to the satellite (L) val-

ley, what is its approximate equivalent temperature?

READING UST Bailey, M. J. "1-leterojunction IMPATT Diodes: Using New Material Technology in
a Classic Device." Microwave Journal 36 (June 1993): 76+.

Bayraktaroglu, B. "Monolithic IMPATF Technology." Microwave Journal 32 (April

1989); 73-4+.

Bose, B. K. "Recent Advances in Power Electronics." IEEE Transactions on Power

Electronics 7 (January 1992):2-16.

Esaki, L. "Discovery of the Tunnel Diode." IEEE Trans. Elec. Dev., ED-23 (1976):

644+.

Gunn, J. B. "Microwave Oscillations of Current in Ill-V Semiconductors." Solid State

Comm., 1(1963): 88+.

Herman, M. A. Molecular Beam Epitaxy: Fundamentals and Current Status. Berlin:

springer-Verlag. 1989.

Hughes, W. A., A. A. Rezazadeh, and C. E. C. Wood. GaAs Integrated Circuits. Ox-
ford: BSP Professional Books, 1988.

Kearney, M. .J., N. R. Couch, and J. Stephens. "Heterojunction Impact Avalanche
Transit-time Diodes Grown by Molecular Beam Epitaxy." Semiconductor Sci-

ence and Technology 8 (April 1993) 560-7.

Lesurf, I. "The Rise and Fall of Negative Resistance." New Scientist 31(31 March
1990):56-60.

Neamen, D. A. Semiconductor Physics and Devices.' Basic Principles Homewood, IL:

Irwin, 1992.



Negative Conductance Microwave Devices
	

503

Re*I, W. T. "A Proposed High Frequency, Negative Resistance Diode." Bell Syst.
Tech. J.,37 (1958):401 +.

Ridley, B. K., and T. B. Wa*kln& "The Possibility of Negative Resistance Effects in
Semiconductors." Proc. Phys Soc. Lond. 78 (161): 293+.

Shockley, W. "Negative Resistance Arising From Transit Time in Semiconductor
Diodes." Bell SysL Tech. 1., 33 (1954):799+.

Shut, M. GaAs Devices and Circuits New York: Plenum Press, 1987.
Singh, J. Semiconductor Devices. New York: McGraw-Hill, 1994.
Sze, S. M. High-Speed Semiconductor Devices. New York: Wiley, 1990.
Sze, S. M. Physics of Semiconductor Devices. New York: Wiley, 1981.
Voekker, J. "The Gunn Effect." IEEE Spectrum 26 (July 1989):24.
Wang, S. Fundamentals of Semiconductor Theory and Device Physics. Englewood

Cliffs, NJ: Prentice Hall, 1989.
Wood, I., and D. V. Morgan. "Gallium Arsenide and Related Compounds for Device

Applications." Ada Physica PolonicaA 79 (January 1991): 97-116.



Chapter I 

Power Devices

One of the most common applications of electronic devices is in switching,
which requires the device to change from an "off" or blocking state to an

"on" or conducting state. We have discussed the use of transistors in this ap-
plication. in which base current drives the device from cutoff to saturation.
Similarly, diodes and other devices can he used to serve as certain types of
switches. There are a number of important switching applications that re-
quire a device remain in the blocking state under forward bias until switched
to the conducting state by an external signal. Several devices which fulfill
this requirement have been developed, and we shall discuss a family of switch-
es in this chapter, the semiconductor controlled rectifier (SCR) 1 and related
devices. These devices are typified by a high impedance ("off" condition)
under forward bias until a switching signal is applied; after switching they
exhibit low impedance ("on" condition). The signal required for switching can
be varied externally; therefore, these devices can be used to block or pass
currents at predetermined levels. In this chapter we shall discuss the physi-
cal operation of the SCR and a combination FET and SCR called an insu-

lated gate bipolar transistor.

iLl The SCR is a four-layer (p-n-p-n) structure that effectively blocks current
THE p-n-p-n through two terminals until it is turned on by a small signal at a third termi-

DIODE nal. There are many varieties of the basic p-n-p-n structure, and we shall not
attempt to cover all of them; however, we can discuss the basic operation
and physical mechanisms involved in these devices. We shall begin by inves-
tigating the current flow in a two-terminal p-n-p-n device and then extend the
discussion to include triggering by a third terminal. We shall see that the
p-n-p-n structure can be considered for many purposes as a combination of
p-n-p and n-p-n transistors, and the analysis in Chapter 7 can be used as an

aid in understanding its behavior.
Before discussing the control of an SCR using a third terminal, it is im-

portant to understand the basic transistor action at work in a p-n-p-n structure.
Therefore, in this section we analyze the four-layer structure with only two
terminals.

Since Si is the material commonly used for this device, it is often called a silicon controlled rectifier.
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Figure 11-1
A two-terminal
p-n-p-n device: (a)
basic structure
and common cir-
cuit symbol; (b)
I-V characteristic.

First we consider a four-layer diode structure with an anode terminal A at the
outside p region with a cathode terminal K at the outside ii region (Fig. 11-1 a).
We shall refer to the junction nearest the anode asj 1 , the center junction as
j2, and the junction nearest the cathode as j

. When the anode is biased pos-
itively with respect to the cathode (v positive), the device is forward biased.
However, as the I-V characteristic of Fig. 11-b indicates, the forward-biased
condition of this diode can be considered in two separate states. the high-
impedance or forward-blocking state and the low-impedance or forward-
conducting state. In the device illustrated here the forward I-I1 characteristic
switches from the blocking to the conducting states at a critical peak forward
voltage VP.

We can anticipate the discussion of conduction mechanisms to follow
by noting that an initial positive voltage v places]1 and j3 under forward bias
and the center junction j, under reverse bias. As v is increased, most of the for-
ward voltage in the blocking state must appear across the reverse-biased junc-
tion 12 . After switching to the conducting state, the voltage from A to K is
very small (less than I V), and we conclude that in this condition all three
junctions must be forward biased. The mechanism by which 12 switches from
reverse bias to forward bias is the subject of much of the discussion to follow.

In the reverse-blocking state (v negative).] 1 and j3 are reverse biased and
12 is forward biased. Since the supply of electrons and holes to 12 is restricted
by the reverse-biased junctions on either side, the device current is limited
to a small saturation current arising from thermal generation of EHPs near
J and 13 . The current remains small in the reverse-blocking condition until
avalanche breakdown occurs at a large reverse bias. In a properly designed
device, with guards against surface breakdown, the reverse breakdown volt-
age can be several thousand volts.

We shall now consider the mechanism by which this device, often called
a Shockley diode, switches from the forward-blocking state to the forward-
conducting state.
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1.1.2 The Two-Transistor Analogy

The four-layer configuration of Fig. 11-la suggests that the p-n-p-n diode
can be considered as two coupled transistors:J1 and 12 form the emitter and
collector junctions, respectively, of a p-n-p transistor; similarly,j2 and j3 form
the collector and emitter junctions of an n-p-n (note the emitter of the n-p-n
is on the right, which is the reverse of what we usually draw). In this analo-
gy, the collector region of the n-p-n is in common with the base of the p-n-p,
and the base of the n-p-n serves as the collector region of the p-n-p.The cen-
ter junction 12 serves as the collector junction for both transistors.

This two-transistor analogy is illustrated in Fig. 1l-2. The collector cur-
rent i- of the p-n-p transistor drives the base of the n-p-n, and the base cur-
rent iBI of the p-n-p is dictated by the collector current i 2 of the n-p-n. If we
associate an emitter-to-collector current transfer ratio a with each transistor,
we can use the analysis in Chapter 7 to solve for the current i. Using Eq.

(7-37b) with a 1 = UN for the p-n-p, 2 = ON for the n-p-n, and with icol and

1CO2 
for the respective collector saturation currents, we have

c'i = Ol i + 'COI = iB2	 (11—la)

12=a21+ICO2-IBI	 1-1 b)

But the sum of ic, and ic2 is the total current through the device:

icI+ic2=i	 (11-2)

Taking this sum in Eq. (11-1) we have

i(a 1 + a2) -I- 'an + 11 =

1an +l2
(11-3)

1 - (a 1 + a2) 

IA

a1

E V B
2ir

Figure 11-2
Two-transistor

Of101O9y of the
p-n-p-n diode- K
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As Eq. (11-3) indicates, the current i through the devices is small (ap-
proximately the combined collector saturation currents of the two equiva-
lent transistors) as long as the sum ct, + a 2 is small compared with unity. As
the sum of the alphas approaches unity, the current i increases rapidly. The
current does not increase without limit as Eq. (11-3) implies, however, be-
cause the derivation is no longer valid as a 1 + a2 approaches unity. Since 12
becomes forward biased in the forward-conducting state, both transistors
become saturated after switching. The two transistors remain in saturation
while the device is in the forward-conducting state, being held in saturation
by the device current.

11.1.3 Variation of a with Injection

Since the two-transistor analogy implies that switching involves an increase in
the alphas to the point that a 1 + a 2 approaches unity, it may be helpful to re-
view how alpha varies with injection for a transistor. The emitter-to-collector
current transfer ratio a is given in Section 7.2 as the product of the emitter in-
jection efficiency -y and the base transport factor B. An increase in a with in-
jection can be caused by increases in either of these factors, or both. At very
low currents (such as in the forward-blocking state of the p-n-p-n diodes), °y is
usually dominated by recombination in the transition region of the emitter
junction (Section 7.7.4). As the current is increased, injection across the junc-
tion begins to dominate over recombination within the transition region (Sec-
tion 5.6.2) and y increases. There are several mechanisms by which the base
transport factor B increases with injection, including the saturation of recom-
bination centers as the excess carrier concentration becomes large. Which-
ever mechanism dominates, the increase in a 1 + a2 required for switching of the
p-n-p-n diode is automatically accomplished. In general, no special design is re-
quired to maintain a 1 + a2 smaller than unity during the forward-blocking
state; this requirement is usually met at low currents by the dominance of re-
combination within the transition regions of Ii and 13.

11.1.4 Forward-Blocking State

When the device is biased in the forward-blocking state (Fig. I 1-3a), the ap-
plied voltage v appears primarily across the reverse-biased junction .12. Al-
though J1 and ]3 are forward biased, the current is small. The reason for this
becomes clear if we consider the supply of electrons available to n 1 and holes
to P2° Focusing attention first upon j 1 , let us assume a hole is injected from Pi
into n 1 . If the hole recombines with an electron in n 1 (or in the j1 transition
region), that electron must be resupplied to the n 1 region to maintain space
charge neutrality. The supply of electrons in this case is severely restricted,
however, by the fact that n 1 is terminated in 12, a reverse-biased junction. In
a normal p-n diode the n region is terminated in an ohmic contact, so that the
supply of electrons required to match recombination (and injection into p)
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Figure 11-3
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is unlimited. In this case, however, the electron supply is restricted essen-
tially to those electrons generated thermally within a diffusion length of j2.

As a result, the current passing through the J junction is approximately the
same as the reverse saturation current of j 2 .A similar argument holds for the
current through j3 ; holes required for injection into n 2 and to feed recombi-
nation in p2 must originate in the saturation current of the center junction j2.
The applied voltage v divides appropriately among the three junctions to ac-
commodate this small current throughout the device.

In this discussion we have tacitly assumed that the current crossing 12
is strictly the thermally generated saturation current. This implies that elec-
trons injected by the forward-biased junction J3 do not diffuse across P2 in any
substantial numbers, to be swept across the reverse-biased junction into n 1 by
transistor action. This is another way of saying that ct 2 (for the "n-p-n tran-
sistor") is small. Similarly, the supply of holes to P2 is primarily thermally
generated, since few holes injected at]1 reach j2 without recombination (i.e.,
X1 is small for the "p-n-p"). Now we can see physically why Eq. (11-3) implies
a small current while a + 0a2 is small: Without the transport of charge pro-
vided by transistor action, the thermal generation of carriers is the only sig-
nificant source of electrons to n 1 and holes to P2-

11.1.5 Conducting State

The charge transport mechanism changes dramatically when transistor action
begins. As a 1 + 0s 2 approaches unity by one of the mechanisms described
above, many holes injected at j survive to be swept across /2 into p2. This
helps to feed the recombination in P2 and to support the injection of holes into
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n 2. Similarly, the transistor action of electrons injected at j and collected at
12 supplies electrons for fil l . Obviously, the current through the device can be
much larger once this mechanism begins. The transfer of injected carriers
across 12 is regenerative, in that a greater supply of electrons to n 1 allows
greater injection of holes atj 1 while maintaining space charge neutrality; this
greater injection of holes further feeds P2 by transistor action, and the process
continues to repeat itself.

If a 1 + u2 is large enough, so that many electrons are collected in n1
and many holes are collected in p2, the depletion region at 12 begins to de-
crease. Finally the reverse bias disappears across 12 and is replaced by a for-
ward bias, in analogy with a transistor biased deep in saturation. When this
occurs, the three small forward-bias voltages appear as shown in Fig. 11-3b.
Two of these voltages essentially cancel in the overall v, so that the forward
voltage drop of the device from anode to cathode in the conducting state is
not much greater than that of a single p-n junction. For Si this forward drop
is less than 1 V, until ohmic losses become important at high current levels.

We have discussed the current transport mechanisms in the forward-
blocking and forward-conducting states, but we have not indicated how switch-
ing is initiated from one state to the other. Basically, the requirement is that
the carrier injection at j and 12 must somehow be increased so that signifi-
cant transport of injected carriers across j2 occurs. Once this transport begins,
the regenerative nature of the process takes over and switching is completed.

11.1.6 Triggering Mechanisms

There are several methods by which a p-n-p-n diode can be switched (or trig-
gered) from the forward-blocking state to the forward-conducting state. For
example, an increase in the device temperature can cause triggering, by suffi-
ciently increasing the carrier generation rate and the carrier lifetimes. These ef-
fects cause a corresponding increase in device current and in the alphas
discussed above. Similarly, optical excitation can be used to trigger a device by
increasing the current through EHP generation.2 The most common method
of triggering a two-terminal p-n-p-n, however, is simply to raise the bias volt-
age to the peak value V,. This type of voltage triggering results in a breakdown
(or significant leakage) of the reverse-biased junction j2; the accompanying in-
crease in current provides the injection atj1 andj3 and transport required for
switching to the conducting state. The breakdown mechanism commonly cc-
curs by combination of base-width narrowing and avalanche multiplication.

When carrier multiplication occurs in j2, many electrons are swept into
n and holes into P2. This process provides the majority carriers to these re-
gions needed for increased injection by the emitter junctions. Because of
transistor action, the full breakdown voltage of j2 need not be reached. As we

'Four.layer devicesthat can be triggered by a pulse of light are useful in many op400leclronic systems. This
type of device is often coiled a liojil.ocii'uted SCR, or IASCR.
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showed in Eq. (7-52), breakdown occurs in the collector junction of a tran-
sistor with 1B = 0 when Ma = 1. In the coupled transistor case of the p-n-p-n
diode, breakdown occurs at 12 when

Ma i +M,,a2 =1	 (114)

where M is the hole multiplication factor and M is the multiplication factor
for electrons.

As the bias v increases in the forward-blocking state, the depletion re-
gion aboutj 2 spreads to accommodate the increased reverse bias on the cen-
ter junction. This spreading means that the neutral base regions on either
side (n 1 and P2) become thinner. Since a 1 and a, increase as these base widths
decrease, triggering can occur by the effect of base-width narrowing. A true
punch-through of the base regions is seldom required, since moderate nar-
rowing of these regions can increase the alphas enough to cause switching.
Furthermore, switching may be the result of a combination of avalanche mul-
tiplication and base-width narrowing, along with possible leakage current
through j2, high voltage. From Eq. (11-4) it is clear that with avalanche
multiplication present, the sum a 1 + a2 need not approach unity to initiate
breakdown 0112. Once breakdown begins, the increase of carriers in n 1 and
P2 drives the device to the forward-conducting state by the regenerative
process of coupled transistor action. As switching proceeds, the reverse bias
is lost acrossj2 and the junction breakdown mechanisms are no longer actixe.
Therefore, base narrowing and avalanche multiplication serve only to start
the switching process.

If a forward-bias voltage is applied rapidly to the device, switching can
occur by a mechanism commonly called dv/dt triggering. Basically, this type
of triggering occurs as the depletion region of /2 adjusts to accommodate the
increasing voltage. As the depletion width of j2 increases, electrons are re-
moved from the n 1 side and holes are removed from the P2 side of the junc-
tion. For a slow increase in voltage, the resulting flow of electrons toward j
and holes toward j does not constitute a significant current. If dv/dt is large,
however, the rate of charge removal from each side of j2 can cause the cur-
rent to increase significantly. In terms of the junction capacitance (C12 ) of the
reverse-biased junction, the transient current is given by

dC 2 v 2	dy2	 dC•
1(t) =
	 dt ' =
	 + vj,--	 (11-5)

where v12 is the instantaneous voltage across J2• This type of current flow is
often called displacement current. The rate of change of C12 must he includ-
ed in calculating current, since the capacitance varies with time as the de-
pletion width changes.

The increase in current due to a rapid rise in voltage can cause switching
well below the steady state triggering voltage V. Therefore, a dv/dt rating is usu-
ally specified along with V, for p-n-p-n diodes Obviousl y, dv/dt triggering can
be a disadvantage in circuits subjected to unpredictable voltage transients.



511Power Devices

The various triggering mechanisms discussed in this section apply to
the two-terminal p-n-p-n diode. As we shall see in the following section, the
semiconductor controlled rectifier is triggered by an external signal applied
to a third terminal.

The semiconductor controlled rectifier (SCR) is useful in many applications,
such as in power switching and in various control circuits. This device can
handle currents from a few milliamperes to hundreds of amperes. Since it can
he turned on externally, the SCR can be used to regulate the amount of
power delivered to a load simply by passing current only during selected
portions of the line cycle. A common example of this application is the light-
dimmer switch used in many homes. At a given setting of this switch, an SCR
is turned on and off repetitively, such that all or only part of each power
cycle is delivered to the lights. As a result, the light intensity can be varied
continuously from full intensity to dark. The same control principle can be
applied to motors, heaters, and many other systems. We shall discuss this
type of application in this section, after first establishing the fundamentals
of device operation.

11.2.1 GateConirci

The most important four-layer device in power circuit applications is the
three-terminal SCR3 (Fig. 11-4). This device is similar to the p-n-p-n diode,

11.2
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age. Analogous to the gate current control of the 5CR, this tiring voltage can be varied by a voltag, ap-
plied too third electrode.
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geometry and
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characteristics.
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except that a third lead (gate) is attached to one of the base regions. When
the SCR is biased in the forward-blocking state, a small current supplied to
the gate can initiate switching to the conducting state. As a result, the anode
switching voltage Vp decreases as the current iG applied to the gate is in-
creased (Fig. 11-4b). This type of turn-on control makes the SCR a useful
and versatile device in switching and control circuits.

To visualize the gate triggering mechanism, let us assume the device is
in the forward-blocking state, with a small saturation current flowing from
anode to cathode. A positive gate current causes holes to flow from the gate
into p, the base of the n-p-n transistor. This added supply of holes and the
accompanying injection of electrons from n 2 into P2 initiates transistor ac-
tion in the n-p-n. After a transit time 'r, 2 , the electrons injected by /3 arrive
at the center junction and are swept into n 1 , the base of the p-n-p.This caus-
es an increase of hole injection of Ii, and these holes diffuse across the base
n 1 in a transit time 'r fl . Thus, after a delay time of approximately Th +
transistor action is established across the entire p-n-p-n and the device is
driven into the forward-conducting state. In most SCRs the delay time is less
than a few microseconds, and the required gate current for turn-on is only
a few milliamperes- Therefore, the SCR can be turned on by a very small
amount of power in the gate circuit. On the other hand, the device current
i can be many amperes, and the power controlled by the device may be very
large.

It is not necessary to maintain the gate current once the SCR switches
to the conducting state; in fact, the gate essentially loses control of the device
after regenerative transistor action is initiated. For most devices a gate cur-
rent pulse lasting a few microseconds is sufficient to ensure switching. Rat-
ings of minimum gate pulse height and duration are generally provided for
particular SCR devices.

11.2.2 Turning off the SCR

Turning off the SCR, changing it from the conducting state to the blocking
state, can be accomplished by reducing the current i below a critical value
(called the ho/ding current) required to maintain the a + a 2 = I condition.
In some SCR devices, gate turn-off can be used to reduce the alpha sum
below unity. For example, if the gate voltage is reversed in Fig. 11-4, holes are
extracted from the P2 base region. If the rate of hole extraction by the gate
is sufficient to remove the n-p-n transistor from saturation, the device turns
off. However, there are often problems involving the lateral flow of current
in P2 to the gate; nonuniform biasing of j can result from the fact that the bias
on this emitter junction varies with position when a lateral current flows.
Therefore, SCR devices must be specifically designed for turn-off control; at
best, this turn-off capability can be utilized only over a limited range for a
given device.
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Some four-layer devices have two gate leads, one attached to n 1 and the
other to P2 (Fig. 11-5). This type of device is often called a semiconductor con-
trolled switch (SCS. The availability of the second gate electrode provides ad-
ditional flexibility in circuit design. The SCS biased in the forward-blocking
state can be switched to the conducting state by a positive current pulse applied
to the cathode gate (at P2) or by a negative pulse at the anode gate (n 1 ). If the
device is designed for turn-off capability, separate circuits can be employed
for turn-on at one gate and turn-off at the other. Other advantages of the SCS
configuration include the possibility of minimizing unwanted dv/dt switching;
for example, the gate not used for triggering can be capacitively coupled to
the nearest current terminal (G 1 to A or G2 to K) to allow a charging path for
12 during a voltage transient without causing inadvertent switching.

I 1.23 Bilateral Devices

In many applications it is useful to employ devices which switch symmetri-
cally with forward and reverse bias. This type of bilateral device is particularly
useful in a-c circuits in which sinusoidal signals are switched on and off dur-
ing positive and negative portions of the cycle. A typical bilateral p-n-p-n
diode configuration is shown in Fig. 11-6a. This device differs from the p-n-p-n
diode of Fig. 11-1 in that the n 2 region extends over only half the width of the
cathode, and a new region n 3 is diffused into half of the anode region. In ef-
fect, this bilateral diode switch consists of two separate p-n-p-n diodes: the
p 1 -n 1 -p2-n2 section and the p2 -n 1 -p 1 -n3 section. We notice that the device
shown in Fig. 11 -6a is symmetrical. With the anode A biased positively with
respect to the cathode K, junction ji is forward biased, while 12 is reverse bi-
ased. Junction h is shorted at one end (as is 14) by the metal contact. When 12
is biased to breakdown, however, a lateral current flows in P2 biasing the left
edge of j3 into injection, and the device switches. This shorted-emitter design
is commonly used in SCRs to enhance triggering control. During this oper-
ation,junction j4 remains dormant. Because the device is symmetrical,j4 serves
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Figure 1-6
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the shorted emitter function when the polarity is reversed (K positive with
respect to A), and j is the junction which is biased to break down in initiat-
ing the switching operation. If the bilateral diode is constructed properly, the
forward and reverse characteristics are symmetrical as shown in Fig. 11-6b.

Bilateral triode switches (sometimes called trk2cs) can be constructed
with SCR characteristics that can be triggered in either the forward- or reverse-
bias mode. A good discussion of these devices is presented in the book by
Gentry et al. in the reading list for this chapter.

11.2.4 Fabrication and Applications

Many variations of diffusion, implantation, and epitaxial growth are used in
the fabrication of p-n-p-n devices. The type of fabrication process depends
largely on the power rating and intended use of the device. For high-current
devices the anode is attached to a heavy copper stud, and the cathode is con-
tacted by a large cable. In high-current operation, heat is carried away from
the junction by the massive metal substrate. The entire device is hermetical-
ly sealed in a housing, which provides protection from the atmosphere and
from thermal and mechanical shock. Devices with this type of mounting can
be rated at several hundred amperes in the conducting state. Of course, SCR
devices intended for small-signal applications can be made in simpler and
smaller packages.

Applications of SCRs and other four-layer devices are quite varied and
extend into many fields of electronics, switching, and control.As a simple ex-
ample, let us consider the problem of delivering variable power to a load
from a constant line source (Fig. 11-7). The load may be the heater windings
of a furnace, a light bulb, or another circuit. The amount of power delivered
to the load during each half-cycle depends on the switching of the SCR. If
pulses are delivered to the gate near the beginning of each half-cycle, essen-
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tially the full power of the input is delivered to the load. On the other hand,
if the trigger pulses are delayed, the SCR does not turn on until later in the
half cycle. As a result, the amount of power delivered to the load can be var-
ied from almost full power to no power.

Many examples of SCR and other four-layer device applications can be
found in the reading list of this chapter and in the current literature.

We saw in Section 11.2 that the SCR has difficulty in efficiently turning off
the device using the gate. We need to use additional circuitry to reduce the
anode-to-cathode current below the holding current to change the SCR
from the conducting state to the blocking state. This is, of course, clumsy
and expensive.

Hence, the insulated-gate bipolar transistor (!GBT) was invented by
Baliga in 1979 to address this issue. This variation on the SCR can easily be
turned off from the conducting to the blocking state by the action of the
gate. This device is also known by several other names such as conductivity-
modulated FET (COMFET), insulated gate transistor (IGT), insulated gate
rectifier (IGR), gain-enhanced MOSFET (GEMFET) and bipolar FET
(BiFET).

The basic structure is shown for an n-channel device in Fig. 11-8. It ba-
sically combines an SCR with a MOSFET able to connect or disconnect the
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Figure 11-7
Example of the
use of on SCR to
control the power
delivered to a
load: (o) schema
ic diagram of the
Circuit; (b) wave-
Forms of the deliv-
ered signal and
the phase-variable
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n cathode to the n base region, depending on the gate bias of the MOSFET.
The MOSFET channel length is determined by the p-region, which is formed
by diffusion of the acceptors implanted in the same region as the n cathode.
In other words, the channel length is not determined by lithography of the
gate, as in a conventional MOSFET, but rather by the diffusion of the accep-
tors. Such a MOSFET structure is known as a double-diffused MOSFET
(DMOS). The DMOS device is essentially an NMOSFET.

The main part of the IGBT is the n region, which acts as the drain of
the DMOS device. This is generally a thick (-50 pm) epitaxial region with a
low doping (_1014 cm- ') grown on a heavily p t-doped substrate which forms
the anode. This n region can therefore support a large blocking voltage in
the OFF state. In the ON state, the conductivity of this lightly doped region
is modulated (increased) by the electrons injected from the n cathode and
the holes injected from the p anode; hence, the alternative name, conductivity
modulated FET (COMFET).This increased conductivity allows the voltage
drop across the device to be minimal in the ON state.

The current-voltage characteristics are shown in Fig. 11-9.11 the DMOS
gate voltage is zero (or below the threshold voltage), an n-type inversion re-
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gion is not formed in the p-type channel region and the n' cathode is not short-
ed to the n base.The structure then looks exactly like a conventional SCR which
allows minimum current flow in either polarity until breakdown is reached. For
positive anode-to-cathode bias VAX, avalanche breakdown occurs at the n
junction, while for negative V,,, avalanche occurs at the n-p junction.

When a gate bias is applied to the DMOS gate, for positive 
VAX, we see

that there is significant current flow (Fig. 11-9). The characteristics look like
that of a MOSFET, with one difference. Instead of the current starting to in-
crease from the origin, there is an offset or Cut-in voltage of -0.7V, just like
for a diode. The reason for this can be understood by looking at the equiva-
lent circuit in Fig. 11-1 Oa. For small VAK up to the offset voltage, the struc-
ture looks like a DMOS in series with a p-i-n diode made up of the p
substrate (anode), the n blocking region (base) which is essentially like an
intrinsic region, and the n cathode. In this regime, there is negligible voltage
drop across the DMOS device, and the p-i-n device is in forward bias. The in-
jected carriers from the anode and the cathode recombine in the n region.
As we saw in Chapter 5, for a diode dominated by recombination in the de-
pletion region, the current-voltage characteristics show an exponential be-
havior, with a diode ideality factor of n = 2. Therefore, we get in this region

lA X exp(qVA/2kfl	 ( 11-6)
On the oilier hand when VAX is larger than the offset voltage (-0.7 V),

the characteristics look like that of a MOSFET, multiplied by a p-n-p bipo-
lar junction transistor gain tenn.The equivalent circuit in this region is shown
in Fig. 11-10b. In this regime, not all the injected carriers recombine in the
near-intrinsic n region. This current, which is essentially the DMOSFET
current, 'MO$ acts as the base current of the vertical p-n-p BJT formed be-
tween the p substrate (anode), the n base and the p channel of the DMOS
device. Hence, the current now is given by

'A = 0 + 3pnp)JMO5 	 (11-7)
The shape of the characteristics looks like that of the DMOS device. This is
the preferred mode of operation of the IGBT
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Fmally, if the current levels are too high, the IGBT latches into a low im-
pedance state like that of a conventional SCR in the ON state. This is undesir-
able because it means that the gate of the DMOS device has now lost control.

The LGBT clearly incorporates some of the best features of MOSFETs
and BJTs. Like a MOSFET, it has high input impedance and low input ca-
pacitance. On the other hand, in the ON state, it has low resistance and high
current handling capability, like a BJT or SCR. Because of these factors, and
because it can turn off more easily than a SCR, the IGBT is gradually be-
coming the power device of choice, in place of the more traditional SCR.

PROBLEMS 11.1 Explain why two separate transistors cannot be connected as in Fig. 11-2 to
achieve the p-n-p-n switching action of Fig. 11-1.

11.2 In the p-n-p-n diode (Fig. 11-3a), the junction j3 is forward biased during the
forward-blocking state. Why, then, does the forward bias provided by the gate-
to-cathode voltage in Fig. 11-4 cause switching?

16 (a) Sketch the energy band diagrams for the p-n-p-n diode in equilibrium; in
the forward-blocking state; and in the forward-conducting state.

(b) Sketch the excess minority carrier distributions in regions n j and p2 when
the p-n-p-n diode is in the forward-conducting state.

11.4 Use schematic techniques such as those illustrated in Fig. 7-3 to describe the
hole flow and electron flow in a p-n-p-n diode for the forward-blocking state and
for the forward-conducting state. Explain the diagrams and be careful to define
any new symbols (e.g., those representing EHP generation and recombination).

11.5 Using the coupled transistor model, rewrite Eqs. (11-1) to include avalanche
multiplication in Jz, and show that Eq. (11-4) is valid for the p-n-p-n diode.
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