Chapter 13

Nonlinearity and Mismatch

In Chapters 6 and 7, we dealt with two types of nonidealities, namely, frequency response
and noise, that limit the performance of analog circuits. In this chapter, we study two other
imperfections that prove critical in high-precision analog design and trade with many other
performance parameters. These effects are nonlinearity and mismatch, -

We first define metrics for quantifying the effects of nonlinearity. Next, we study non-
linearity in differential circuits and feedback systems and examine several linearization
techniques. We then deal with the problem of mismatch and dc offsets in differential cir-
cuits. Finally, we consider a number of offset cancellation methods and describe the effect
of offset cancellation on random noise.

13.1 Nonlinearity

13.1.1 General Considerations

As we have observed in the large-signal analysis of single-stage and differential amplifiers,
circuits usually exhibit a nonlinear input/output characteristic. Depicted in Fig. 13.1, such
a characteristic deviates from a straight line as the input swing increases. Two examples
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Figure 13.1 Input/output characteris-
tic of a nonlinear system.

are shown in Fig. 13.2. In a common-source stage or a differential pair, the output variation
becomes heavily nonlinear as the input level increases. In other words, for a small input
swing, the output is a reasonable replica of the input but for large swings the output exhibits
“saturated” levels,
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Figure 13.2 Distortion in (a) a common-source stage and (b) a differential pair.
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The nonlinear behavior of a circuit can also be viewed as-variation of the slope and
hence the small-signal gain with the input level. Illustrated in Fig. 13.3, this observation
means that a given incremental change at the input results in different incremental changes
at the output depending on the input dc level.
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Figure 13.3 Variation of small-signal gain in a nonlinear amplifier..

In many analog circuits, precision requirements mandate relatively small nonlinearities,
making it possible to approximate the input/output characteristic by a Taylor expansion in
the range of interest:

y(t) = a1 x(f) + oax (@) + oax®(@) + - - - (13.1)

For small x, y(t) = o x, indicating that c; is the small-signal gain in the vicinity of x = 0.

How is the nonlinearity quantified? A simple method is to identify o1, a2, etc., in (13.1).
Another metric that proves useful in practice is to specify the maximum deviation of the
characteristic from an ideal one (i.e., a straight line). As shown in Fig. 13.4, for the voltage
range of interest, [0 Vi, nax], We pass a straight line through the end points of the actual
characteristic, obtain the maximum deviation, AV, and normalize the result to the max-
imum output swing, Vo, max. For example, we say an amplifier exhibits 1% nonlinearity
(AV/Vout max = 0.01) for an input range of 1 V.
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V. 7 Figure 13.4 Definition of nonlin-
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Example 13.1

The input/output characteristic of a differential amplifier is approximatec as ¥ = ayx(t) +

a3x3(2). Calculate the maximum nonlinearity if the input range is from x = —Xmax t0 X = +Xmax-
A
+¥Y max [-oooeeeeecee a8
Vv,
~ X max A -
: y, +Xmax X
""""""""" =Y max Figure 13.5
Solution

As depicted in Fig. 13.5, we can express the straight line passing through the end points as

U1 Xmax + ogx,?mx x

= (13.2)
Xmax
= 2
= (e + 3l ). (133).
The difference between y and y, is therefore equal to
Ay=y—n . (13.4)
=aix + cx3x3 - (oq + a3x,2,,a,)x. (13.5)

Setting the derivative of Ay with respect to x 0 zero, we have x = Xmax / +/3 and the maximum
deviation is equal to 2033, ,, /(3+/3). Normalized to the maximum output, the nonlinearity is obtained
as

Ay 2a3x3mx
Ymax 3»\/§ X Z(Ollxmax + a3x?nax)

(13.6)

Note that the factor of 2 in the denominator is included because the maximum peak-to-peak output
swing is equal to 2(@| Xmax + @3X5,4, ). For smali nonlinearities, we can neglect a3x) ., with respect
{0 01 Xmax, ALTIVing at

By @ 2
N X . (13.7)
Ymax 3\/3_(1’] max

Note that the relative nonlinearity is proportional to the square of the maximum input swing in this
example.
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The nonlinearity of a circuit can also be characterized by applying a sinusoid at the input
and measuring the harmonic content of the output. Specifically, ifin (13.1), x(t) = A cos w!t,

then
y(t) = &) A cos wt + wp A% cos? wr + orcos’ wt + -+ (13.8)
A? Al
= Acoswt + 022 [1 + cos(2wt)] + a—34-[3 coswt + cosGBwt)] +---.  (13.9)

We observe that higher-order terms yield higher harmonics. In particular, even-order terms
and odd-order terms result in even and odd harmonics, respectively. Note that the magnitude
of the nth harmonic grows roughly in proportion to the nth power of the input amplitude,
Called “harmonic distortion,” this effect is usually quantified by summing the power of all
of the harmonics (except that of the fundamental) and normalizing the result to the power
of the fundamental. Such a metric is called the “total harmonic distortion” (THD). For a
third-order nonlinearity:

2 2 2 3 4 2
i @A (AT
(a1 A +3(13A3/4)2

(13.10)

Harmonic distortion is undesirable in most signal processing applications, including
audio and video systems. High-quality audio products such as compact disc (CD) players
require a THD of about 0.01% (—80 dB) and video products, about 0.1% (—60 dB).

13.1.2 Nonlinearity of Differential Circuits

Differential circuits exhibit an “odd-symmetric” input/output characteristic, i.e., f(—x) =
— f (x). For the Taylor expansion of (13.1) to be an odd function, all of the even-order terms,
a2; must be zero:

Y1) = aqx(t) + o3x> (1) + asx3(@) + - - -, (13.11)

indicating that a differential circuit driven by a differential signal produces no even har-
monics. This is another very important property of differential operation.

In order to appreciate the reduction of nonlinearity obtained by differential operation,
let us consider the two amplifiers shown in Fig. 13.6, each of which is designed to provide
a small-signal voltage gain of

Ayl & gmRp (13.12)

w
= ﬂncox‘i"(VGS — Vry)Rp. (13.13)
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Figure 13.6 Single-ended and differential amplifiers providing the
same voltage gain.

Suppose a signal V,, cos wt is applied to each circuit. Examining only the drain currents for
simplicity, we can write for the common-source stage:

1 w
Ipo = —Z-un ox —(Vgs — Vru + Vi cosot)?

W w
1nC T —(Vgs = Vru) + 1nCox (VGs — Vru)Vnacoswt

[

1 w
+ 2 wnCox " V,ﬁ cos? wt

w 1 w
=TI+ ,u,,C,,xf(VGs — Vry)V, coswt + Z;L,,CO,E—EV,?,[I + cosQwr)].  (13.14)

Thus, the amplitude of the second harmonic, Ay p2, normalized to that of the fundamental,

AF, is
Anp2 Vin
= . (13.15)
Ar  AVgs— Vry)
On the other hand, for M, and M, in Fig. 13.6, we have from Chapter 4:
1 w .
Ipi—Ip2 = E.u'ncuxz'vin (13.16)

w

1 .
= E“HCOXI‘VE"\/Z(VGS b V‘[H)z — Vi (1317)
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If |Vin]| « Vgs — Vry, then

w v2
IDl - IDZ = “'ncoxrvin(VGS s VTH)‘/I - m (1318)
% tinCox - Vin(Vas — Ve | 1 Vin 13.19
RS Uy ox 7~ Vin(VGs TH m (13.19)
w V3 cos® wr
= W, Cor—(Vgs — V; Vemeoswt — —2—— " __ | = (1320
HnCox 7= (Vas TH)[ (Vs = VTH)?':I (13.20)
Since cos® wt = [3 cos wt + cos(3wt)]/4, we obtain,
3v3 V3 cos(3wt)
Ipi —Ipy = Vip — ———2 -y 3.
o1 D2 = B [ " 33(Vas — vm)Z] O B P Vos — Ve (132D
If Viu 3> 3V,2/[8(Vgs — Vry)?, then
A V2
LLEPN Lz (13.22)

Ar  32(Vgs— Vrg)?'

Comparison of (13.15) and (13.22) indicates that the differential circuit exhibits much
less distortion than its single-ended counterpart while providing the same voltage gain and
output swing. For example, if V,, = 0.2(Vgs — Vru), (13.15) and (13.22) yield a distortion
of 5% and 0.125%, respectively. '

While achieving a lower distortion, the differential pair consumes twice as much power
as the CS stage because Igg = 21. The key point, however, is that even if the bias current
of My is raised to 27, (13.15) predicts that the distortion decreases by only a factor of +/2
(with W/L maintained constant).

13.1.3 Effect of Negative Feedback on Nonlinearity

In Chapter 8, we observed that negative feedback makes the closed-loop gain relatively
independent of the op amp’s open-loop gain. Since nonlinearity can be viewed as variation
of the small-signal gain with the input level, we expect that negative feedback suppresses
this variation as well, yielding higher linearity for the closed-loop system.

Analysis of nonlinearity in a feedback system is quite complex. Here, we consider a
simple, “mildly nonlinear” system to gain more insight. The reason is that, if properly
designed, a feedback amplifier exhibits only small distortion components, lending itself to
this type of analysis.

Let us assume that the core amplifier in the system of Fig. 13.7 has an input-output
characteristic y ~ @y x + apx?. We apply a sinusoidal input x(¢) = V,, cos wt, postulating
that the output coftains a fundamental component and a second harmonic and hence can
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Figure 13.7. Feedback system in-
B corporating a nonlinear feedforward
amplifier.

be approximated as y ~ a cos wt + b cos 20t Our objective is to determine a and b. The

output of the subtractor can be written as \
ys = x(t) — By(r) (13.23)
= V,, coswt — B(a cos wt + bcos 2wt) (13.24)
= (V,, — Ba)coswt — Bbcos2wt. (13.25)

This signal experiences the nonlinearity of thé feedforward amplifier, thereby producing an
output given by:

y(t) = a1 [(Vm — B) cos wt — Bb cos 2wt]

+ay[(V,, — Ba)cos wt — Bbcos2wt) (13.26)
= [a(V,s — Ba) — az2(V,, — Ba)Bb]cos wt
_ 2
+ [—alﬂb + %zﬂl] Cos2wf + -+ (13.27)

The coefficients of cos wt and cos 2wt in (13.27) must be equal to a and b, respectively:

a = (a1 — 2pb}V — Ba) . (13.28)
@3V — Ba)’

- —alﬁb-l- 2

(13.29)

The assumption of small nonlinearity implies that both et and b are small quantities, yielding
a ~ ay(V,, — Ba) and hence

Q)
= Vs 13.30
=14 B " (1330)
which is to be expected because Ba is the loop gain. To calculate b, we write
Vn—Bam =, (13.31)

o)

Note that higher harmonics and phase shifts through the system are neglected.
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thus expressing (13.29) as

1 a\? )
b=—qBb+ ol — 11 . (13.32)
2 [+3]
That is,
o { a\?
b(l+o0y8) = 2 (—) (13.33)
2 [24]
az o 5
(13.34)

It follows that

__.0.'}12‘/”2l 1
T2 I+ Bm)p

(13.35)

For a meaningful comparison, we normalize the amplitude of the second harmonic to
that of the fundamental:

(13.36)

bV, 1 1
a 2 a{l+Ba)?

Without feedback, on the other hand, such a ratio would be equal to (@, V2/2)/a, V,y =
o2V, /(2at;). Thus, the relative magnitude of the second harmonic has dropped by a factor
of (1 + Ba;)?.

As described in Chapter 8, a feedback circuit employing a feedforward amplifier with a
finite gain suffers from gain error. For a feedforward gain of Ag and a feedback factor of
B, the relative gain error is approximately equal to 1/(8Ao). If the feedforward amplifier
exhibits nonlinearity, it is possible to derive a simple relationship between the gain error
and maximum nonlinearity of the overall feedback circuit. As illustrated in Fig. 13.8, we
draw two straight lines, one representing the ideal characteristic (with a slope 1/8) and
another passing through the end points of the actual characteristic. We note that with this
construction, the nonlinearity, Ays, is always smaller than the gain error, Ay,. This is of
course true only if the small-signal gain drops monotonically as x goes from 0 to x,,,,, a
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* Ay,
»  Figure 13.8 Gainerror and nonlinear-
X max X ity in a feedback system.
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typical behavior in most analog circuits. Thus, a sufficient condition to ensure Ay, < €is
to guarantee that Ay; < € by choosing a high open-loop gain for the amplifier.

The above condition is often applied in analog design because it is much easier to
predict the open-loop gain than its nonlinearity. Of course, this simplification is obtained at
the cost of a pessimistic choice of the amplifier’s gain, an issue that becomes more serious
as short-channel devices limit the voltage gain that can be achieved.

13.1.4 Capacitor Nonlinearity

In switched-capacitor circuits, the voltage dependence of capacitors may introduce sub-
stantial distortion. While for a linear capacitor we have Q = CV, for a voltage-dependent
capacitor we must write d @ = C dV. Thus, the total charge on a capacitor sustaining a
voltage V) is

Vi )
o) = f cdv. (13.37)
0

To study the effect of capacitor nonlinearity, we express each capacitor as C = Co(1 +
a V4o V2 . )

Letus cons1der the noninverting amplifier of Fig. 12.41(a), repeated in Fig. 13.9, as an
example. At the beginning of the amplification mode, C; has a voltage equal to Vj,o and
C; a voltage of zero. Assuming C; ~ MCo(1+ V'), where M is the nominal closed-loop
gain (C; = M(C,), we obtain the charge across C, as ’

Vino
]! ='-f Cdv (13.38)
0
Vino
= MCo(l +a,V)dV (13.39)
4]
[+ 4] 2
= MCsVipo + MC()?V . (13.40)

Similarly, if C; ~ Co(1 + a; V), then the charge on this capacitor at the end of the amplifi-
cation mode is

Vall'
0, = [ Crdv (13.41)
0
= CyVou + CO out (1342)
C,
Il
Vlno c1 '
| P X —o Vot
= = t

Figure 13.9 Effect of capacitor nonlinearity.
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Equating Q; and Q; and solving for V,,;, we have

1
Vi = a—l( ~ 1+ 1+ Ma?V2) + 2Mat; Vino ) (13.43)

The last two terms under the square toot are usually much less than unity and, since for
€ € 1,/1+€==1+¢€/2—€?/8, we can write

Mo
Vour & MVino + (1 — M)—z—'V,-%,o. (13.44)

The second term in the above equation represents the nonlinearity resulting from the voltage
dependence of the capacitor.

13.1.5 Linearization Techniques

While amplifiers using “global” feedback (e.g., the switched-capacitor topologies of Chap-
ter 12) can achieve a high linearity, stability and settling issues of feedback circuits limit
their usage in high-speed applications, For this reason, many other techniques have been
invented to linearize amplifiers with less compromise in speed.

The principle behind linearization is to reduce the dependence of the gain of the circnit
upon the input level. This usually translates into making the gain relatively independent of
the transistor bias currents. '

The simplest linearization method is source degeneration by means of a linear resistor.
As shown in Fig. 13.10 for a common-source stage and revealed by the observations in the

Figure 13.10 Common-source stage with resistive degener-
ation.

previous section, @egéneration. reduces the signal swing applied between the gate and the
source of the transistor, thereby making the input/output characteristic more linear. From
another point of view, neglecting body effect, we can write the overall transconductance of
the stage as

Em

= —, 13.45
1+ gmRs ( )

m

which for large g,, Rs approaches 1/Rs, an input-independent value.
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Note that the amount of linearization depends on g, Rs rather on Rs alone. With a
relatively constant G, the voltage gain, G, Rp, is also relatively independent of the input
and the amplifier is linearized.

Example 13.2

A commeon-source stage biased at a current /| experiences an input voltage swing that varies the drain
current from 0.751; to 1.257;. Calculate the variation of the small-signal voltage gain (a) with no
degeneration, (b) with degeneration such that g, Rs = 2, where g, denotes the transconductance at
Ip=1.

Solution

Assuming square-faw behavior, we have g,; « +/Ip. For the case of no degeneration:

8mhigh _ [1.25

amton V075" (13.46)

With g, Rg = 2,

7 v/ 1.25gm
Gmhigh _ 14 v/125gmRs (13.47)
Gm.low ~0.75gm . |

14+ +/0.75g,, Rs
125 1+2/0.75
= 125 1+ 2VO0 (13.48)
0.75 1424125

1.25
= 0.84 07 (13.49)

Thus, degeneration decreases the variation of the small-signal gain by approximately 16% in this
case.

Resistive degeneration presents trade-offs between linearity, noise, power dissipation,
and gain. For reasonable input voltage swings (e.g., 1 V), it may be quite difficult to
achieve even a voltage gain of 2 in a common-source stage if the nonlinearity is to remain
below 1%.

A differential pair can be degenerated as shown in Figs. 13.11(a) and (b). InFig. 13.11(a),
Igs flows through the degeneration resistors, thereby consuming a voltage headroom of
IssRs/2, an important issue if a high level of degeneration is required. The circuit of
Fig. 13.11(b), on the other hand, does not involve this issue but it suffers from a slightly
higher noise (and offset voltage) because the two tail current sources introduce some dif-
ferential error' The reader can prove that if the output noise current of each current source
is equal to IZ, 12, then the input-referred noise voltage of the circuit of Fig. 13. ll(b) is higher -
than that of Fig. 13.11(a) by 2I2R2.
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Figure 13.11 Source degeneration applied to a differential pair.

Resistive degeneration requires high-quality resistors, a commodity unavailable in many
of today’s CMOS technologies (Chapter 17). As depicted in Fig. 13.12, the resistor can be
replaced by a MOSFET operating in deep triode region. However, for large input swings,
M3 may not remain in deep triode region, thereby experiencing substantial change in its
on-resistance. Furthermore, V, must track the input common-mode level so that R,,3 can
be defined accurately.

)
—[ M, _L M, ]
V, +Jt 4
My
o .
Iss(y v)!ss Figure 13.12 Differential pair degen-
T2 2 erated by a MOSFET operating in deep
- = triode region.

Another linearization technique is illustrated in Fig. 13.13 [1]. Here, M5 and M, are in
deep triode regionif Vi, = 0. As the gate voltage of M; becomes more positive than the gate
voltage of M,, transistor M3 stays in the triode region because Vp3 = Vg3 — Vg1 whereas

M, M,
I_
M, j
w Jof]
o
Iss(y v)!ss  Figure 13.13 Differential pair degen-
2 2 erated by two MOSFETs operating in the

g < triode region.
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M, eventually enters the saturation region because its drain voltage rises and its gate and
source voltages fall. Thus, the circuit remains relatively linear even if one degeneration de-
vice goes into saturation. For the widest linear region, [1] suggests (W/L) 2~ T(W/L)s4.

A linearization technique avoiding the use of resistors is based on the observation that
a MOSFET operating in the triode region can provide a linear Ip/ Vi characteristic if its
drain-source voltage is held constent: I = (1/2)uCox(W/L)[2(Vgs — Vru)Vbs — VIZ)S].
Tlustrated in Fig. 13.14, the technique employs amplifiers A; and A, along with cascode
devices M5 and M, to force Vx and Vy to be equal to V), for varying input levels.

Vy Yo

X Y

VNL J Vin2
My M,

Figure 13.14 Differential pair using input devices op-
erating in the tricde region.

This circuit suffers from several drawbacks. First, the transconductance of M; and M,,
equal to u,Cox(W/L)Vps, is relatively small because Vpg must be low enough to ensure
each input transistor remains in the triode region. Second, the input common-mode level
must be tightly controlled and it must track V}, so as to define Ip; and Ip;. Third, M3, M4,
and the two auxiliary amplifiers contribute substantial noise to the output.

Another approach to linearizing voltage amplifiers is to perform “post-correction.” Illus-
trated in Fig. 13.15, the idea is to view the amplifier as a voltage-to-current (V/I) converter
followed by a current-to-voltage (I/V) converter. If the V/I converter can be described as
Iy = f(V;n) and the 1/V converter as Vo, = f —(1,,), then V,,, is a linear function of
V... That is, the second stage corrects the nonlinearity introduced by the first stage. As an
example, recall from Chapter 4 that for the circuit shown in Fig. 13.16(a), we have

Vint — Vina = Vgs1 — Ves2 (1350
2pm - 2

C id ) C id .
HnCox L 2 MHnlox L 2
——
Vo '
-—0 Figure 13.15 Voltage amplifier view-

ed as a cascade of two nonlinear stages.

(13.51)

)

[« e
Vln
O—an—]

Ye
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Figure 13.16 (a) Differential pair with nonlinear / / V characteristic, (b) diode-connected devices with
nonlinear V/1 characteristic, (c) circuit having linear input/output characteristic.

We also note that for the circuit shown in Fig. 13.16(b),

Vour = Vgs3 — Vsa (13.52)
21 21 N
2 ! (13.53)

W - wy
n ox L 3!4 n ox L 3.4

where channel-length modulation and body effect are neglected. It follows that for the
circuit shown in Fig. 13.16(c),

21 21
N Vour = _—D‘IV“_ - ———’%— (13.54)
/ N Hn Cox (Z)l4 Hn COI (Z.)3_4

™
\\ =—V;——w(‘/}"1-—%n2)sqrt(~2—/) . (13.55)
O
L 3,4 ~

Thus, as derived in Chapter 4, the voltage gain is equal to

(13.56)

a quantity independent of the bias currents of the transistors.
In practice, body effect and other nonidealities in short-channel devices give rise to
nonlinearity in this circuit. Furthermore, as the differential input level increases, driving M,
4
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or M into the subthreshold region, Eqgs. (13.51) and (13.53) no longer hold and the gain
drops sharply.

13.2 Mismatch

Our study of amplifiers in the previous chapters has mostly assumed that the circuits are
perfectly symmetric, i.c., the two sides exhibit identical properties and bias currents. In
reality, however, nominally-identical devices suffer from a finite mismatch due to uncer-
tainties in each step of the manufacturing process. For example, as illustrated in Fig. 13.17,
the gate dimensions of MOSFETs suffer from random, microscopic variations and hence
mismatches between the equivalent lengths and widths of two transistors that are identically
laid out. Also, MOS devices exhibit threshold voltage mismatch because, from (2.1), Vry
is a function of the doping levels in the channel and the gate, and these levels vary randomly
from one device to another.

_[m_ m] [m m|
' e X | [ -
| S

Figure 13.17 Random mismatches due to microscopic
variations in device dimensions.

Study of mismatch consists of two steps: (1) identify and formulate the mechanisms that
Jead to mismatch between devices; (2) analyze the effect of device mismatches upon the
performance of circuits. Unfortunately, the first step is quite complex and heavily dependent
on the fabrication technology and the layout, often requiring actual measurements of mis-
matches. For example, the achievable mismatch between capacitors is typically quoted to be
0.1%, but this value is not derived from any fundamental quantities. We therefore consider
only some basic trends and intuitive results. Layout techniques for minimum mismatch are
described in Chapter 18.

Expressing the characteristics of a MOSFET in saturation as Ip = (1/2)uCo(W/L)
(Vgs — Vru ) we observe that mismatches between i, Cpr, W, L, and Vrp result in mis-
matches between drain currents (for a given Vgs) or gate-source voltages (for a given drain
current) of two nominally-identical transistors. Intuitively, we expect that as W and L in-
crease, their relative mismatches, AW/ W and AL/L, respectively, decrease, i.e., larger
devices exhibit smaller mismatches, A more important observation is that all of the mis-
matches decrease as the area of the transistor, WL, increases. For example, increasing
W reduces both AW/ W and AL/L. This is because as W L increases, random varia-
tions experience greater “averaging,” thereby falling in magnitude. For the case depicted
in Fig. 13.18, AL, < AL, because, if the device is viewed as many small parallel tran-
sistors (Fig. 13.19), each having a width Wy, then we can write the equivalent length as
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ALq 7 ALz
(a) : (b)

Figure 13.18 Reduction of length mismatch as a result of increasing the width.

Figure 13.19 Wide MOSFET viewed as a parallel combination of narrow devices.

Leg~(Li+Ly+---+L,)/n. The overall variation is therefore given by

Aley & (ALY + AL+ -+ AL2) ' /n (13.57)
ALZ 1/2
_ (raLf) ™ (13.58)
n
AL
_ Alo (13.59)
Jn

where ALy is the statistical variation of the length for a transistor with width Wo. Equa-
tion (13.59) reveals that for a given Wy, as n increases, the variation of L., decreases.
The above result can be extended to other device parameters as well. For example, we
postulate that uC,, and Vry suffer from less mismatch if the device area increases. Illus-
trated in Fig. 13,20, the reason is that a large transistor can be decomposed into a series and
AR

R e
T w—— S——
.- Pt —’

Figure 13.20 Large MOSFET viewed as a combination of small devices,
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parallel combination of small unit transistors with dimensions Wy and Lo, each exhibiting
(1Coy); and Vyp;. For given Wy and Lo, as the number of unit transistors increases, wC,,
and Vypy experience greater averaging, leading to smaller mismatch between two large
transistors.

The foregoing qualitative observations have been verified mathematically and experi-
mentally [2, 3]. Here, we state without proof that

. A .
AVpg = J:;_’Z (13.60)
A(C W)— Ax (13.61)
M oxL ——m, 61

where Ayry and Ag are proportionality factors.

Interestingly, Ayt g has been observed to scale down w1th the gate oxide thickness [3].
From the data in [4], Ayry =~ 10 mV-um for t,; = 100 A Thus, in a 0.6-Ltm technology
with £,, = 100 1&, two 100 1m/0.6 um devices (L.sy = 0.5 pum) exhibit a threshold
mismatch of 1.4 mV. With this information, we can write

AVTH = — mV, (1362)

where t,5 is expressed in angstroms and W and L in microns. Since the channe! capacitance
is proportional to W LC,,, we note that AVy gy and the channel capacitance bear a trade-off.

We now study the effect of device mismatch upon the performance of circuits. Mis-
matches lead to three significant phenomena: dc offsets, finite even-order distortion, and
lower common-mode rejection. The last phenomenon was studied in Chapter 4.

DC Oftsets Consider the differential pair shown in Fig. 13.21(a). With V;, = 0 and
perfect symmetry, V,,, = 0, but in the presence of mismatches, V,,, # 0. We say the
circuit suffers from a dc “offset” equal to the observed value of V,,, when V;, is set to

Voo
Ry R,
- —if,
Vin
R
(a) (b)

Figure 13.21 (a} Differential pair with offset measured at the output,
(b) circuit of (a) with its offset referred to the input.
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zero. In practice, it is more meaningful to specify the input-referred offset voltage, de-
fined as the input level that forces the output voltage to go to zero [Fig. 13.21(b)]. Note
that |Vos,inl = |Vos.oul/Ays. As with random noise, the polarity of random offsets is
unimportant.

How does offset limit the performance? Suppose the differential pair of Fig. 13.21
is to amplify a small input voltage. Then, as depicted in Fig. 13.22, the output contains
amplified replicas of both the signal and the offset. In a cascade of direct-coupled amplifiers,

the dc offset may experience so much gain that it drives the latter stages into nonlinear
operation.

Vo

Figure 13.22 Effect of offset in an amplifier.

A more important effect of offset is the limitation on the precision with which signals
can be measured. For example, if an amplifier is used to determine whether the input signal
is greater or less than a reference, Vrgr (Fig. 13.23), then the input-referred offset imposes
a lower bound on the minimum V;, — Vggr that can be detected reliably.

Figure 13.23  Accuracy limitation of an amplifier due to offset.

Let us now calculate the offset voltage of a differential pair, assuming that both the
input transistors and the load resistors suffer from mismatch. As illustrated in Fig. 13.21(b),
our objective is to find the value of Vyg ,, such that V,,, = 0. The device mismatches
are incorporated as Vry = Vry, Vrus = Vrg + AVrg; (W/L), = W/L,(W/L), =
W/L + A(W/L), Ry = Rp, R, = Rp + AR. For simplicity, A = y = 0, and mismatches
in u,C,, are neglected. For V,,, = 0, we must have I Ry = I naRy, concluding that Ip,
cannot be equal to Ipp;. Thus, we assume Ip; = Ip, Ips = Ip + Alp.
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Since Vps.in = Ves1 — Ves2, we have

Vosin = (13.63)
2 T |
- W - — AVry (13.64)
I-‘fncox .,“_].
L
: Al
= .L _ D .
B \/: wiL | ! W 7 AVzg. (13.65)
g 1+A|— A
L// \L |

Assuming Alp/Ip and A(W/L)/(W/L) <« 1, and noting that for ¢ < 1 we can write
VTTe~1+e/2and (WT+¢€)' ~ 1 —¢/2, we reduce (13.65) to

. 2Ip B Alp B A(W/L) B
Vos.in = ———-—C (_“ﬁ 1 (1+ 210) [1 Z(W/L)]} AVry  (13.66)
\ IL" ox L
_ 2Ip [—AIp  A(W/L)
= (W) =5, * 2(W/L):| — AV, (13.67)
u'ncox -
N L

where the product of two small quantities is neglected. Recall that Ip\R; = Ip2 Rz and
hence IpRp = (Ip + AIp)(Rp + ARp) = IpRp + RpAlIp + IpARp. Consequently,
AID/ID%—ARD/RD,and i

21y ARp + A(W/L)
(W) Rp (W/L)
1 Cox

Vos,in =

N[ =

] = AVry. (13.68)
T I '

We also recognize that the square-root quantity is approximately equal to the equilibrium
overdrive voltage of each transistor, Vgs —- Vry, and

Vos — Vru [ARD A(W/L)

. 2 WD) ]-.Avm. (13.69)

Vosin =
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Equation (13.69) is an important result, revealing the dependence of V s.in On device
mismatches and bias conditions. We note that (1) the contribution of load resistor mismatch
and transistor dimension mismatch increases with the equilibrinm overdrive, and (2) the
threshold voltage mismatch is directly referred to the input. Thus, it is desirable to minimize
Vs — Vry by lowering the tail current or increasing the transistor widths. In reality, since
mismatches are independent statistical variables, we express (13.69) as?

Vos — Vra N> | fARRN? [AW/L)7T?
vés,,vn?( = > ”’) l( RDD) +[ (;V/L))] ]+AVT2H, (13.70)

where squared quantities represent standard deviations.

To gain more insight into the effect of offset, let us establish an analogy between offset and
noise. If the two inputs of a differential pair are shorted, the output voltage exhibits a finite
noise, that is, a voltage that varies with time. We may therefore say that the offset voltage
of a differential pair resembles a very low-frequency noise component, varying so slowly
that it appears constant in our measurements. Viewed as such, offsets can be incorporated
as noise sources, allowing us to utilize analysis techniques developed in Chapter 7. To this
end, we represent the offset of two nominally-identical transistors by a voltage source equal
to (13.70) in series with the gate of one of the transistors.

Example 13.3

Calculate the input-referred offset voltage of the circuit shown in Fig. 13.24(a). Assume all of the
transistors operate in saturation,

VDD

Figure 13.24

2 As mentioned earlier, AVry does depend on W, an effect that can be added as a cross-correlation term. We
neglect this term here for simplicity.
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Solution

We insert the offsets of the NMOS and PMOS pairs as in Fig. 13.24(b). To obtain Ip| = Ip; and
Ip3 = Ips, we have from (13.69), ’

(Vos — Vry)n [AW/L) »
Vos.n = = [ ] + AVrunN (13.71)
: 2 W/L |y
\Ves — Vrale [A(W/L)]
VOS,P = +AVTH,P. (13.72)
2 w/L |p ‘ _

From the noise analysis in Chapter 7, Vg, p is amplified by a gain of g, p(ron|lrop) and divided
by gmn(ron |Irop) when referred to the main input. As a result,

] + AVra.P Sm?
P 8

mN

v {|VGS - Vrulp [A(W/L)
08,in =

2 W/L

(Vos — Vra)n [ AGW/L)
+ AV, . 13.73
+ 3 WL |y THN ( )
In practice, we add the “power” of these terms, as exemplified by (13.70). Note that, as with noise,
the contribution of the offset of the PMOS pair is proportional t0 gmp/gmn.

The foregoing example can be better understood if we study the offset behavior of
current sources. Consider the nominally-identical current sources M; and M, in Fig. 13.25.
Neglecting channel-length modulation, we determine the total mismatch between Ip; and
Ipy by calculating the total differential. Recall from calculus thatif y = f(xy, x2, ...), then
the total differential is given by . ‘

ad d
Ay = ——[—Axl + —isz + ... (13.74)
3x1 3)62

Equation (13.74) simply means that each mismatch component Ax; is weighted by the
corresponding sensitivity 8f/dx; as it contributes to the total mismatch. Since Ip =
(1/2)nCox(W/LY( Vs — Vru)*, we have '

dalp w alp
Alp = ———A| — ———— A(Vgs — Vru), a5
Mo =S ( )+ (Vos — Vro) (13.75)

L d(Vgs — Vi)

Figure 13.25 Mismatch between two
current sources.
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where mismatches in u, C,, are neglected. It follows that

1 w . w
Alp = Eﬂncox(VGS —Vru)lA (f) _anCaxE'(VGS_ Vrw)AVry. (13.76)

Unlike the input-referred offset voltage, current mismatch is usually normalized to the
average value to allow a meaningful comparison:

Al _ AW/L) , AVra : (13.77)

Ip W/L Ves — Vry
This result suggests that, to minimize current mismatch, the overdrive voltage must be
maximized, a trend opposite of that in (13.69). This is because as Vgg — Vry increases,
threshold mismatch has lesser effect on the device currents.

The dependence of offset voltage and current mismatches upon the overdrive voltage
is similar to our observations in Chapter 7 for corresponding noise quantities. For a given
current, the input noise voltage of a differential pair increases as the overdrive increases
because gn = 2Ip/(Vgs — Vru). Also, the output noise current of current sources is
proportional to g,, and hence proportional to Vgs — Vry.

Even-Order Distortion Our study of nonlinearity in Section 13.1 implies that, by virtue
of odd symmetry, differential circuits are free from even-order distortion. In reality, however,
mismatches degrade the symmetry, thereby introducing a finite even-order nonlinearity.

Analysis of the even-order distortion in the presence of mismatches is generally quite
complex, often necessitating simulations. Here, we consider a simple case to gain some
insight. Suppose the two signal paths in a differential circuit are represented by y; &~
a1x) + @ox] + asx} and yo & Bix; + Baxd + Bsx3 (Fig. 13.26). The differential output is
given by

Y1 = y2 = (@i = Baxg) + (0ax] — foxd) + (0ax] — Baxd), (13.78)
which, for x; = —xz', reduces to
i = y2 = (@ + Bx; + (@2 — Bo)x] + (@3 + B3)x;. (13.79)

2 3
A1 X+ 02X+ Oz x

x5 (t) [l> - y, (1)

x,(f) e I> o y,(1)

B1X+ B2X2+ B3x3

Figure 13.26 Effect of mismatch on
second-order distortion.
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If x;(t) = Acoswi, then the second harmonic has an amplitude equal to (o2 — ;?fz)A2 /2,
i.e., proportional to the mismatch between the second-order coefficients of the input/output
characteristic. _

We should also mention that since at high frequencies, sighals experience considerable
phase shift, even-order distortion may arise from phase mismatch. This point is considered
in Problem 13.1.

In circuits dissipating a high power, thermal gradients across the chip may create asym-
metries. For example, if one transistor of a differential pair is closer to a high-power output
stage than the other transistor, then mismatches arise between the threshold voltages and
the mobilities of the two transistors. '

13.2.1 Offset Cancellation Techniques

As mentioned above, the threshold voltage mismatch of MOSFETS trades with the channel
capacitance. For example, a threshold mismatch of 1 mV translates to roughly 300 fF
of channel capacitance for each transistor in a 0.6-pum technology. If many differential
pairs are connected in parallel (e.g., in an A/D converter), the input capacitance becomes
prohibitively large, severely degrading the speed and/or demanding high power dissipation
in the preceding stage. Another difficulty is that mechanical stress may increase the offset
voltages after a circuit is packaged. For these reasons, many hi gh-precision systems require
electronic cancellation of the offsets. As explained below, offset cancellation can also reduce
1/f noise of amplifiers considerably.
As our first step toward understanding the principle of offset cancellation, let us consider
" the circuit of Fig. 13.27(a), where a differential amplifier having an input-referred offset

(c)

Figure 13.27 (a) Simple amplifier with capacitive coupling at the output, (b) cir-
. cuit of (a) with its inputs and outputs shorted, (c) proper setting of the common-mode
level during offset cancellation.
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voltage V5 is followed by two series capacitors. Now suppose, as shown in Fig. 13.27(b),
the inputs are shorted together, driving the amplifier output to V,,, = A, Vps. Furthermore,
assume that during this period, nodes X and ¥ are shorted together as well. We note that
when all of the node voltages are settled and A, Vps is stored across C, and C», a zero
differential input results in a zero difference between Vx and Vy. Thus, after S; and S,
turn off, the circuit consisting of the amplifier and C; and C, exhibits a zero offset voltage,
amplifying only changes in the differential input voltage. In practice, the inputs and outputs
must be shorted to proper common-mode voltages [Fig. 13.27(c)].

In summary, this type of offset cancellation “measures” the offset by setting the differ-
ential input to zero and stores the result on capacitors in series with the output. The circuit
therefore requires a dedicated offset cancellation period, during which the actual input is
disabled. Fig. 13.28 depicts the final topology, where CK denotes the offset cancellation
command. Called “output offset storage,” this technique reduces the overall offset to zero
if §3-S4 exhibit no charge injection mismatch. Note, however, that if A, is large, A, Vs
may “saturate” the amplifier output. For this reason, A, is typically chosen to be less than
roughly 10.

Figure 13.28 Control of amplifica-
tion and offset cancellation modes by a
clock.

In applications where a high voltage gain is required, the topology of Fig. 13.29(a) may
be employed. Called “input offset storage,” this approach incorporates two series capacitors
at the input and places the amplifier in a unity-gain negative-feedback loop during offset
cancellation. Thus, from Fig. 1329(b), V., = Vxy and (Vour — Vos)(—A,) = V,,,. Thatis,

A,
our = V. 13.80) .
‘=T34, Vs ( )
~x Vps. (13.81)

In essence, the circuit reproduces the amplifier’s offset at nodes X and Y, storing the result
on C; and C;. Note that for a zero differential input, the differential output is equal to V.
Therefore, the input-referred offset voltage of the overall circuit (after S5 and S, turn off)
equals Vps/A, if S5 and S; match perfectly (and the input capacitance of the amplifier
is much less than C; and C»). In reality, however, when $; and S; turn off, their charge
injection mismatch may saturate the amplifier if A, is very large.

The general drawback of input and o{ltput storage techniques is that they introduce
capacitors in the signal path, a particularly serious issue in op amps and feedback systems.
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{2 (b)

Figure 13.29 (a) Input offset storage, (b) circuit of (a) in the offset cancellation mode.

The bottom-plate parasitic of the capacitors may reduce the magnitude of the poles in the
circuit, thereby degrading the phase margin. Even in open-loop amplifiers, this parasitic
may limit the settling speed, intensifying the speed-power trade-off.

To resolve the above issues, the offset cancellation scheme can isolate the signal path
from the offset storage capacitors though the use of an “auxiliary” amplifier. Consider the
topology shown in Fig. 13.30, where A,,, amplifies the differential voltage V) stored across

") and C; and subtracts the result from the output of A;. We note thatif Vo1 A1 = Vi Ayys,

then for Vi, = 0, V. = 0, and the circuit is free from offsets. The key point here is that
C, and C; do not appear in the signal path.

Figure 13.30 Addition of an auxiliary
stage to remove the offset of an amplifier.

How is V| generated in Fig. 13.307 This is accomplished as illustrated in Fig. 13.31. Here,
a second stage, A, is added and its output is sensed by A, during offset cancellation.
To understand the operation, suppose that first only S and S, are on, yielding Vo =
Vosi A1 As. Now, assume S; and Sy turn on, placing A; and A,,, in a negative feedback
loop. The reader can show that V,,,, then drops by a factor approximately equal to the loop
gain: Vos1A1A2/(A2Aqux) = Vosi A1/ Aqux. Stored across Cy and C, this value is indeed
the required V; in Fig. 13.30 because (Vosi A1/ Aaux)Aux = VosiAr.
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N
A> Vour
/ —0

Sy
1 o-5—]
Agux S,
o0
C, = C4

i

Figure 13.31 Auxiliary amptifier placed in a feedback loop during offset cancellation.

The topology of Fig. 13.31 suffers from two drawbacks. First, two voltage gain stages in
the signal path may not be desirable in a high-speed op amp. Second, addition of the output

voltages of A and A; is quite difficult. For these reasons, the technique is usually realized -

as shown in Fig. 13.32(a), where each G, stage is simply a differential pair and the R stage
represents a transimpedance amplifier. As exemplified by Fig. 13.32(b), G,; and R may in
fact constitute a one-stage op amp while G,,> adds an offset correction current at the low

impedance nodes X and Y. .
Let us now examine the offset cancellation in Fig. 13.32(a) carefully, taking the offset
voltage of G, into account as well. As depicted in Fig. 13.33, we can write:

[CmiVosi — Gma(Vour — Vos2)IR = Vo (13.82)

Thus,

GmiRVos1 + GaRVos2
Vour = . 13.83
ou 1+ GmR . (1389

_This voltage is stored on C; and C, after S; and Sy turn off. The offset voltage referred to

the main input is therefore given by

Vour

Vosior = GiR (13.84)
m
_ Vos Gmz  Vos (13.85)
1+GmwR  Gu1+GnR '
. Yosi Vos2 (13.86)

" GmR " GmR'

where we have assumed G,oR > 1. If G,,2R and G,,; R are large, as in the op amp of
Fig. 13.32(b), then Vps.;.: is very small.

The offset canceliation of Fig. 13.32 warrants a cautionary note. Upon turning off, Ss
and §; may inject slightly unequal charges onto C; and C», respectively, creating an error

.
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Vem
b}

Figi.lre 13.32 (a) Circuit of Fig. 13.31 using G,» and R stages, (b realization of (a) in
a folded-cascode op amp.

Vosi ~
<
s IG> n> Vout
7~ |~
Vos2
Gmz2| ~ *
N

Figure 13.33 Circuif of Fig. 13.32(a) including offset of
Gmo-
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voltage that is not corrected because the feedback loop is opened. The reader can prove
thatfor a differential injection-induced error voltage of AV, the resulting input-referred
offset voltage equals (Gpa/Gmi)AV. For this reason, G, is usually chosen to be on the
order of 0.1G,,;.

We should also mention that the unity-gain and precision multiply-by-two circuits de-
scribed in Chapter 12 cancel the offset of the op amp as well. The proof is left to the
reader.? '

It is important to note that the offset cancellation techniques studied here require periodic
refreshing because the junction and subthreshold Ieakage of the switches eventually corrupts

- the correction voltage stored across the capacitors. In a typical design, the offset must be

refreshed at a rate of at least a few kilohertz.

13.2.2 Reduction of Noise by Offset Cancellation

Recall from previous sections that the offset of a differential amplifier can be viewed as

a noise component having a very low frequency. We therefore expect that periodic offset

cancellation can potentially reduce the (low-frequency) noise of the circuit as well.
Consider a simple differential amplifier that is to be used in the front-end of a sam-

31f, as shown in Fig. 12.34, an equalizing switch is added to the circuit, then the op amp offset may not be
removed.

(a)

Vln ' A1 Y
o< o—|—o -
C, c
53 1s, S31 48, T
Vem Vem

(b)

Figure 13.34 (a) Front end of a sampler, (b) circuit of (2) with
offset cancellation applied to the first stage.
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pling system [Fig. 13.34(a)]. Here, the noise of A, directly corrupts V;,. The 1/f noise
of A| proves especially problematic if the signal spectrum extends from zero to only
a few megahertz, because the 1/f noise corner frequency is typically around 500 kHz
to 1 MHz.

Now suppose the amplifier undergoes offset cancellation before every sampling operation
[Fig. 13.34(b)]. That is, as depicted in Fig. 13.35, the input is disabled; the offset of A, is
stored on C, and Cy; the input is enabled and amplified by A; and A, and stored on Cj
and Cj; and finally the sampling switches are turned off. How does the noise of A; affect
the final output? Denoting the time elapsed from the end of offset cancellation to the end
of sampling by At = # — 1}, we recall that at t = #;,-Vxy = 0. Thus, from ¢, to £, only
high-frequency noise components of A, on the order of > 1/A¢, change Vyy significantly.
In other words, offset cancellation suppresses noise frequencies below roughly 1/At.

I
¢ c,
— I—o
A2 Vout
— _I__a
C, T Cq

End of Offset Cancellatiqn

—

End of Sampling
i

t, t,

Figure 13.35 Sequence of operations in the sampler.

To better understand this concept, let us consider a numerical example. Assuming
At = 10 ns, we examine two noise components, one at 1 MHz and another at 10 MHz,
approximating each with a sinusoid (Fig. 13.36). For a sinusoid of amplitude A and fre-
quency f, the maximum slew rate is equal to 27 f A and hence the maximum variation in
At seconds is 2x f A At. Normalizing this value to the amplitude, we obtain the change for
1-MHz and 10-MHz components as AV,/A = 6.3% and AV,/A = 63%, respectively.
We therefore conclude that noise frequencies below a few megahertz do not have sufficient
time to change if the sampling occurs only 10 ns after the end of offset cancellation.

Originally utilized in charge-coupled devices (CCDs), the foregoing property of offset
cancellation is called “correlated double sampling” (CDS) because it involves two consecu-
tive sampling operations (the first being offset storage) that are so tightly spaced in time that
they do not allow (low-frequency) noise components to vary significantly. A powerful tech-
nique, CDS finds wide usage in suppressing the 1/ f noise of MOS circuits. Nonetheless, it
leads to aliasing of wideband noise [5]. ’
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1 MHz

t

Figure 13.36 Variation of 1-MHz and 10-MHz noise components in a
time interval of 10 ns.

13.2.3 Alternative Definition of CMRR

Recall from Chapter 4 that common-mode rejection is represented by the change in the
differential output divided by the change in the input common-mode level and CMRR is
defined as the differential gain divided by this quantity. We also noted that in fully differential
circuits, the finite output impedance of the tail current source and asymmetries limit the
common-mode rejection.

Now consider a differential circuit sensing an input CM change, AV;, ¢y If the dif-
ferential output voltage changes by AV,,, while the differential input voltage is zero, we
can say that the output offset voltage of the circuit has changed by AV,,,. In other words,
common-mode rejection can be viewed as the change in the output offset divided by the
change in the input CM level. Following the notation in Chapter 4, we write

AVOS,ou!

AcMapm = ————. 13.87
CM-DM AVer B ( )
Since CMRR = Apu/Acm-pm, we have
CMRR = — b4 __ (13.88)
A VOS,aut
AV in
AVeu in :
= T : 13.89
AVos our ¢ )
Apym
Noting that AV .../ Apw is in fact the input-referred offset voltage, we have
AV, in
CMRR = =<4 (13.90)

Vos.in
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(a) o (b)
Figure 13.37 PMOS differential pair (z) without and
(b) with body effect.

The above result proves useful in analyzing the behavior of circuits. For example, suppose
an op amp incorporates a PMOS differential pair at the input. Which one of the topologies
shown in Fig. 13.37 yields a higher CMRR? In Fig. 13.37(a), body effect is eliminated and
the threshold voltages of M; and M, are independent of the input CM level. In Fig. 13.37(b),
on the other hand, M, and M; experience body effect and, if they suffer from mismatches
in their body effect coefficients, then the difference between Vr x4 and Vrp2, i.e., the input
offset voltage, varies with the input CM level, degrading the common-mode rejection.

Problems

Unless otherwise stated, in the following problems, use the device data shown in Table 2.1 and assume
Vpp =3 V where necessary. Also, assume all transistors are in saturation.

13.1.

13.2.

13.3.
134,

13.5.

13.6.

13.7.

The input-output characteristic of an amplifier is approximated as y{t) = ax(t) + aax2(t)

" inthe range x = [0 Xpmax].

(a) What is the maximum nonlinearity?

(b) What is the THD for x(t} = (Xmax €08 @t + Xmax)/2.

In the circuits of Fig. 13.6, W/L = 20/0.5 and I = 0.5 mA. Calculate the harmonic distortion
in each circuit if the input signal has a peak amplitude of 100 mV. How do the results change
if we double W/L or 7

For the circuits of Fig. 13.6(a), plot the THD and the input-referred thermai noise as a function
of (a) W/L, (b) {. Identify the trade-offs between noise, linearity, and power dissipation.

In Fig. 13.6, two effects lead to a trade-off between nonlinearity and voltage gain. Describe
these effects.

The circuit of Fig. 13.6(a) is designed with W/L = 50/0.5,/ = 1 mA, and Rp = 2 k2. The
circuit is placed in a feedback loop similar to that of Fig. 13.7 with § = 0.2 and senses an
input sinusoid with a peak amplitude of 10 mV. Calculate the THD at the output.

Suppose in Fig. 13.14, A; and A3 have an input-referred noise voltage V,,. Neglecting other
sources of noise, calculate the input-referred noise voltage of the overall circuit.

Equation 13.36 suggests that if the open-loop gain, aj, increases while other parameters remain

constant, then the harmenic distortion drops sharply. Repeat Problem 13.5 with W/L =
200/0.5 to achieve a higher open-loop gain and explain the results.
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13.8.
13.9.

13.10.

13.11.

13.12.

13.13.
13.14.

13.15.

13.16.

13.17.
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Equation 13.36 suggests that if So; > 1, then bja o B2. Repeat Problem 13.5 with
B =04, :

Suppose the nonlinear feedforward amplifier in Fig. 13.7 is charactetized by y(r) = a1 x(£) +
cx3x3(t). Estimate the magnitude of the third harmenic at the output of the overall system.

As mentioned in Chapter 2, MOS devices operating in the subthreshold region exhibit an
exponential behavior: Ip = Iy exp{Ves /(£ Vr)]. Suppose both of the circuits shown in
Fig. 13.6 operate in the subthreshold region. Derive expressions for the harmonic ampli-
tudes if the input signal is much less than ¢ Vr. For the differential pair, first prove that
Ip1 — Ip2 o tanh[V;, /(2¢ Vr)] and then write the Taylor expansion of the hyperbolic

‘tangent,
The mobility of MOSFETS is in fact a function of the gate-source veltage and expressed

as 0 = o/l + 6(Vgs — Vry)l, where 6 is an empirical factor (Chapter 16). Assuming

0(VGs — Vry) <« 1 and using the relationship (1 + €)™ &~ 1 — ¢ fore « 1, calculate the

third harmonic in the circuit of Fig. 13.6(a).

The input devices of a differential pair have an effective length of 0.5 um.

(a) Assuming AVry = 0.1t,, //WL and neglecting other mismatches, determine the min-
imum width of the transistors such that Vos < 5mV.

(b) If the tail current is 1 mA, what is the maximum input swing that gives a THD of 1%?

Repeat Problem 13.12(b) if the tolerable input offset is 2 mV and compare the results.

Determine the dimensions of M; and M in Fig. 1325 such that Ip; & Ipy; = 0.5 mA,

Alp/lp =2%,and Vgs — Vry = 0.5 V. Assume AVry = 0.1, /+/W L and neglect other

mismatches. .

Source degeneration can improve the matching between current sources if resistor mismatches

are small. Prove that in the circuit of Fig. 13.38,

Al 1 A, C A(W/L 24V
D _ [ (pnCox) w/L) TH —gmARs]. (13.91)
Ip 1+gmRs | 12aCox (W/Ly  Ves=Vru

where A Rg denotes the mismatch between Ry, and Rs3. Note that for an appreciable reduction
of Al/Ip, Rs must be greater than 1/g,,.

Figure 15.38

In the circuit of Fig. 13.26, assume aj =.f; butx;(r}) = Acosws and x2(t) = A cos(wt +8),
where 6 denotes 2 small phase mismatch. Calculate the magnitude of the second harmonic at
the output.

In the circuit of Fig. 13.39, M3 and M4 suffer from a threshold mismatch of A Vrp and the
circuit is otherwise symmetric. Assuming A # 0but y = 0, calculate the input-referred offset
voltage. What happens as R —» 00?
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Figure 13.39

13.18. In the circuit of Fig. 13.29, the amplifier has an input capacitance (between X and Y) equal
to C;n. Calculate the input offset voltage after offset compensation.

13.1.. The circuit of Fig. 13.29 is designed for an input offset voltage of 1 mV. If the width of the
transistors in the input differential pair of the amplifier is doubled, what is the overall input
offset voltage? (Neglect the input capacitance of the amplifier.)

13.20. Explain why the circuit of Fig. 13.24 suffers from a trade-off between the input offset and the
output voltage swing (for a given tail current).
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Chapter 14

Oscillators

Oscillators are an integral part of many electronic systems. Applications range from clock
generation in microprocessors to carrier synthesis in cellular telephones, requiring vastly
different oscillator topologies and performance parameters. Robust, high-performance 0s-
cillator design in CMOS technology continues to pose interesting challenges. As described
in Chapter 15, oscillators are usually embedded in a phase-locked system.

This chapter deals with the analysis and design of CMOS oscillators, more specifically,
voltage-controlled oscillators (VCOs). Beginning with a general study of oscillation in
feedback systems, we introduce ring oscillators and LC oscillators along with methods of
varying the frequency of oscillation. We then describe a mathematical model of VCQs that
will be used in the analysis of PLLs in Chapter 15.

14.1 General Considerations

482

A simple oscillator produces a periodic output, usually in the form of voltage. As such, the
circuit has no input while sustaining the output indefinitely. How can a circuit oscillate?
Recall from Chapter 10 that negative feedback systems may oscillate, i.e., an oscillator is
a badly-designed feedback amplifier!! Consider the unity-gain negative feedback circuit -
shown in Fig. 14.1, where

Vout (s) = H(s)

v =TT HG o) (14.1)

As mentioned in Chapter 10, if the amplifier itself experiences so much phase shift at high
frequencies that the overall feedback becomes positive, then oscillation may occur. More
accurately, if for s = jwp, H(jwg) = —1, then the closed-loop gain approaches infinity at
@p. Under this conditicdn, the circuit amplifies its own noise components at wy indefinitely.
In fact, as conceptually illustrated in Fig. 14.2, a noise component at w, experiences a total
gain of unity and a phase shift of 180°, returning to the subtractor as a negative replica

U1t is said, “In the high-frequency world, amplifiers oscillate and oscillators don’t.”
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H(s)

Vino—— ——2 Vout

Figure 14.1 Feedback system.

H(s) H(s) H(s)
Vf’)\/ + + v +

Figure 14.2 Evolution of oscillatory system with time.

of the input. Upon subtraction, the input and the feedback signals give a larger difference.
Thus, the circuit continues to “regenerate,” allowing the component at wy to grow.

For the oscillation to begin, a loop gain of unity or greater is necessary. This can be seen
by following the signal around the loop over many cycles and expressing the amplitude of
the subtractor’s output in Fig. 14.2 as a geometric series (if /H(jwo) = 180°):

Vi = Vo + [H(jwo)| Vo + | H(jeo)* Vo + 1H(jwo) Vo + - - (14.2)

If |H(jwp)| > 1, the above summation diverges whereas if | H(jwo)| < 1, then

Vo

Vy=——r <
T 1= H(jwo)l

(14.3)

In summary, if a negative-feedback circuit has a loop gain that satisfies two conditions:

HGw)l =1 - (14.4)
LH(jwo) = 180° (14.5)

then the circuit may oscillate at wg. Called “Barkhausen criteria,” these conditions are
necessary but not sufficient [1]. In order to ensure oscillation in the presence of temperature
and process variations, we typically choose the loop gain to be at least twice or three times
the required value.

We may state the second Barkhausen criterion as £ H(jw) = 180° or a total phase shift
of 360°. This should not be confusing: if the system is designed to have a low-frequency
negative feedback, it already produces 180° of phase shift in the signal traveling around
the loop (as represented by the subtractor in Fig. 14.1), and /H(jw) = 180° denotes
an additional frequency-dependent phase shift that, as illustrated in Fig. 14.2, ensures the
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feedback signal enhances the original signal. Thus, the three cases illustrated in Fig. 14.3
are equivalent in terms of the second criterion. We say the system of Fig. 14.3(a) exhibits

H(jw) H(jw) H({jw)

©)

(@)

Figure 14.3 Various views of oscillatory feedback system.

a frequency-dependent phase shift of 180° (denoted by the arrow) and a dc phase shift of
180°. The difference between Figs. 14.3(b) and (c) is that the open-loop amplifier in the
former contains enough stages with proper polarities to provide a total phase shift of 360°
at wy whereas that in the latter produces no phase shift at wy. Examples of these topologies
are presented later in this chapter.

CMOS oscillators in today’s technology are typically implemented as “ring oscillators”
or “LC oscillators.” We study each type in the following sections.

14.2 Ring Oscillators

A ring oscillator consists of a number of gain stages in a loop. To arrive at the actual
implementation, we begin by attempting to make a single-stage feedback circuit oscillate.

Example 14.1

Explain why a single common-source stage does not oscillate if it is placed in a unity-gain loop.

Solution .
From Fig. 14.4, it is seen that the open-loop circuit contains only one pole, thereby providing a
maximum frequency-dependent phase shift of 90° (at a-frequency of infinity). Since the common-
source stage exhibits a dc phase shift of 180° due to the signal inversion from the gate to the drain,
the maximum total phase shift is 270°. The loop the'ﬁefore‘ fails to sustain oscillation growth.

Bk

=0 Vout

Figure 14.4

R
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The above example suggests that oscillation may occur if the circuit contains multiple
stages and hence multiple poles. Indeed, such a topology was considered undesirable in
Chapter 10 because it led to inadequate phase margin in op amps. We therefore surmise
that if the circuit of Fig. 14.4 is modified as shown in Fig. 14.5, then two significant poles
appear in the signal path, allowing the frequency-dependent phase shift to approach 180°.

Voo
=Ry =R,
Eq Fo— l © Vaut
M, M,
t_l_ C, CL
l_—’ H ;E = 1: Figure 14,5 Two-pole feedback

system.

Unfortunately, this circuit exhibits positive feedback near zero frequency due to the signal
inversion through each common-source stage. As a result, it simply “latches up” rather than
oscillates. That is, if Vi rises, Vy falls, thereby turning M, off and allowing Vi to rise
further. This may continue until Vg reaches Vpp and Vi drops to near zero, a state that will
remain indefinitely. .

To gain more insight into the oscillation conditions, let us assume an ideal inverting stage
(with zero phase shift at all frequencies) is inserted in the loop of Fig. 14.5, providing nega-
tive feedback near zero frequency and eliminating the problem of latch-up (Fig. 14.6). Does
this circuit oscillate? We note that the loop contains only two poles: one at E and another

= Hp =
E "_—1_9"“4 Vout
I_HM' T "

ARA
i
X
m
W
n
o
o
(1]
B

H H 5 H Figure 14.6 Two-pole feedback sys-
tem with additional signal inversion.

at F. The frequency-dependent phase shift can therefore reach 180, but at a frequency of
infinity. Since the loop gain vanishes at very high frequencies, we observe that the circuit
does not satisfy both of Barkhausen’s criteria at the same frequency (Fig. 14.7), failing to
oscillate.

The foregoing discussion points to the need for greater phase shift around the loop,
suggesting the possibility of oscillation if the third inverting stage in Fig. 14.6 contains a
pole that contributes significant phase. We then arrive at the topology depicted in Fig. 14.8.
If the three stages are identical, the total phase shift around the loop, ¢, reaches —135°
at @ = wp p(= wpr = wp ) and —270° at @ = oo. Consequently, ¢ equals —180° at
@ < 00, where the loop gain can be still greater than or equal to unity. This circuit indeed
oscillates if the loop gain is sufficient and it is an example of a ring oscillator.
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20log|H ()] ‘}

0 -
 (log axis)
0 -
° O (log axis)
! ~90
-180°

[H(0) y

Figure 14.7 Loop gain characteristics of a two-pole system.

=Rp =hRp =Ry
E F

My l Ll Mzrl L|G My 'I'C- "o
17 41 I

Figure 14.8 Three-stage ring oscillator.

It is instructive to calculate the minimum voltage gain per stage in Fig. 14.8 that is
necessary for oscillation. Neglecting the effect of the gate-drain overlap capacitance and
denoting the transfer function of each stage by —Ay/(1 + s/wp), we have for the loop gain:

3
AO

Hs)=————.
1+ 2y
(221}

(14.6)

The circuit oscillates only if the frequency-dependent phase shift equals 180°, i.e., if each
stage contributes 60°. The frequency at which this occurs is given by

tan~" 225 _ 60e 147y
(1]

and hence:

Wose = \/gwo. : (14.8)
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The minimum voltage gain per stage'must be such that the magnitude of the loop gain
at wysc is equal to unity:

3 .
M (14.9)
[ 4 (222
Wy
It follows from (14.8) and (14.9) that
Ay =2. (14.10)

In summary, a three-stage ring oscillator requires a low-frequency gain of 2 per stage, and
it oscillates at a frequency of 3wy, where wy is the 3-dB bandwidth of each stage.

Let us now examine the waveforms at the three nodes of the oscillator of Fig. 14.8. Since
each stage contributes a frequency-dependent phase shift of 60° as well as a low-frequency
signal inversion, the waveform at each node. is 240° (or 120°) out of phase with respect to
its neighboring nodes (Fig. 14.9). The ability to generate multiple phases is a very useful
property of ring oscillators.

»  Figure 14.9 Waveforms of a three-
stage ring oscillator.

Amplitude Limiting The natural question at this point is: what happens if in the three-
stage ring of Fig. 14.8, Ag # 27 We know from Barkhausen’s criteria that if Ay < 2, the
circuit fails to oscillate, but what if A¢ > 2? To answer this question, we first model the
oscillator by a linear feedback system, as depicted in Fig. 14.10. Note that the feedback
is positive (i.e., Vo is added to V;,) because H(s) in Eq. (14.6) already includes the
negative polarity resulting from three inversions in the signal path. The closed-loop transfer

function is: i -
—-A} o Lo
Vo ’ | 11
out(s) _ (1+s/a;o) (14.11)1
Vin(s) A i
(1 + s/awp)? '
~A3 .
(14.12)

T (1 s/wo) + A
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° Vout

Figure 14.10 Lincar model of three-stage ring oscillator.

The denominator of (14.12) can be expanded as: _ ‘
S 3 3 Ry ) A 2 $ 2

I+ =Y+ A =1+ — + 4 [(1+ =P — (1 + —)Ag + A2[. (14.13)
wo wop Wy Wy

Thus, the closed-loop system exhibits three poles:

51 = (—Ag — Daso (14.14)
Ao(1 £ j/3 :
S23'= [LE—J“Q — 1wo. (14.15)

Since Ay itself is positive, the first pole leads to a decaying exponential term: exp[(—Ag —
Dwot], which can be neglected in the steady state. Figure 14.11 illustrates the locations
of the poles for different values of Ag, revealing that for Ay > 2, the two complex poles
exhibit a positive real part and hence give rise to a growing sinusoid. Neglecting the effect
of 51, we express the output waveform as

Ay -2 Ap/3
Vour (1) = a exp(=——Z 1) cos( OIW). (14.16)
Thus, if Ag > 2, the exponential envelope grows to infinity.
jod ' jok. jolk
x
X
L— > % - -
-3 ®o o -3 Wo G -3 (O] 18
X
0<An<2 A0=2 A°>2

Figure 14.11 Poles of three-stage ring oscillator for various values of gain.

\
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In practice, as the oscillation amplitude increases, the stages in the signal path experience
nonlinearity and eventually “saturation,” limiting the maximum amplitude. We may say the
poles begin in the right half plane and eventually move to the imaginary axis to stop the
growth. If the small-signal loop gain is greater than unity, the circuit must spend enough
time in saturation so that the “average” loop gain is still equal to unity.?

Example 14.2

Shown in Fig.14.12 is a differential implementation of the oscillator of Fig. 14.8. What is the maximum
voltage swing of each stage?

E

Adk

"y

W—

X

-

E

AR

Yy

»

L

AAA.

ey

W—

P s
[~}

P, =
vy Voo 7
» XX X
Vpp—R1lss
T
Figure 14.12
Solution -

If the gain per stage is well above 2, then the amplitude grows until each differential pair experiences
complete switching, that is, until /sg is completely steered to one side every half cycle. As a result,
the swing at each node is equal to Iss Ry. From the waveforms shown in Fig. 14.12, we also observe .
that each stage is in its high-gain region for only a fraction of the period, (e.g., when |Vy — Vyl is
small). -

‘A simple implementation of ring oscillators that does not require resistors is depicted
in Fig. 14.13. Suppose the circuit is released with an initial voltage at each node equal

2While intuitive, these statements are not rigorous. The concepts of transfer function, poles, and loop gain are
difficult to apply to a nonlinear circuit.
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+  Figure 14.13 Ring osciliator using
CMOS inverters. '

to the trip point of the inverters, V,,,,-,,.3 With identical stages and no noise in the de-
vices, the circuit would remain in this state indefinitely,* but noise components disturb
each node voltage, yielding a growing waveform. The signal eventually exhibits rail-to-rail
swings.

Let us now assume the circuit of Fig. 14.13 begins with Vy = Vpp (Fig. 14.14). Under
this condition, Vy = 0 and Vz = Vpp. Thus, when the circuit is released, Vy begins to fall

"~

[ L

" Figure 14.14 Waveforms of ring oscillator when one node is initialized at Vpp.

t

to zero (because the first inverter senses a high input), forcing Vy to rise to Vpp after one
inverter delay, Tp, and Vz to fall to zero after another inverter delay. The circuit therefore
oscillates with a delay of 7, between consecutive node voltages, yielding a period of 6Tp.

The above small-signal and large-signal analyses raise an interesting question. While the
small-signal oscillation frequency is given by Ag+/3wo/2 [from Eq. (14.16)], the large-signal

- 3The trip point of an inverter is the input voltage that results in an equal output voltage.

4This is indeed how SPICE predicts the circuit’s behavior. To start the oscillation in SPICE, one of the nodes
must be initialized at a different voltage.
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value is 1/(6Tp). Are these two values equal? Not necessarily. After all, wp is determined
by the small-signal output resistance and capacitance of each inverter near the trip point
whereas T, results from the large-signal, nonlinear current drive and capacitances of each .
stage. In other words, when the circuit is released with all inverters at their trip point, the
oscillation begins with a frequency of ~/3 Agwg /2 but, as the amplitude grows and the circuit -
becomes nonlinear, the frequency shifts to 1/(67p) (which is a lower value). '

Ring oscillators employing more than three stages are also feasible. The total number -
of inversions in the loop must be odd so that the circuit does not latch up. For example,
as shown in Fig. 14.15(a), a ring can incorporate five inverters, providing a frequency of h

(b

Figure 14.15 (a) Five-stage single-ended ring oscillator, (b)
four-stage differential ring oscillator.

1/(10Tp). On the other hand, the differential implementation can utilize an even number
of stages by simply configuring one stage such that it does not invert. Hlustrated in Fig.
14.15(b), this flexibility demonstrates another advantage of differential circuits over their
single-ended counterparts.

Example 14.3

What is the minimum required voltage gain per stage in the four-stage oscillator of Fig. 14.15(b)?
How many signal phases are provided by the circuit?

Solution
Using a notation similar to that for Fig. 14.8, we have:

H(s) = -—A%—. (14.17)

For the circuit to oscillate, each stage must contribute a frequency-dependent phase shift of 180°/4 =
45°. The frequency at which this occurs is given by tan~! wese fwo = 45° and hence wosc = wp. The
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minimum voltage gain is therefore derived as
Ap
— =1, (14.18)
1+ ( asc )2

That is, Ag = /2. As expected, this value is lower than that required in a three-stage ring.
With 45° of phase shift per stage, the oscillator provides four phases and their complements. This
is tllustrated in Fig. 14.16.

P G G G Gl S

M) ) G G G &
) G G G G &
i e

T,

Figure 14.16

The number of stages in a ring oscillator is determined by various requirements, including
speed, power dissipation, noise immunity, etc. In most applications, three to five stages
provide optimum performance (for differential implementations).

Example 14.4

Determine the maximum voltage swings and the minimum supply voltage of a ring oscillator incor-
porating differential pairs with resistive loads (e.g., as in Fig. 14.12) if no transistor must enter the
triode region. Assume each stage experiences complete switching. '

Solution

Figure 14.17(a) shows two stages in cascade. If each stage experiences complete switching, then each
drain voltage, e.g., Vx or Vy, varies between Vpp and Vpp — IssRp. Thus, when M is fully on,
its gate and drain voltages are equal to Vpp and Vpp — IssRp, respectively. For this transistor to
remain in saturation, we have IssRp < Vrpg, i.e, the peak-to-peak swing at each drain must not
exceed Vrpy.

How is the minimur supply voltage determined? If Vpp is lowered, the voltage at the common
source node of each differential pair, e.g., Vp in Fig. 14.17(a), falls, eventually driving the tail transistor
into the triode region. We must therefore calculate Vp for the worst case, noting that Vp does vary
with time because M and M, carry unequal currents when the input difference becomes large.

Now consider the stand-alone circuit of Fig. 14.17(b), assuming the inputs vary between Vpp and
Voo — Iss Rp. How does Vp vary? When the gate voltage of M|, V), is equal to Vpp and M) carries
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Figure 14.17
all of Iss,

2lss
Vp=V - — — V7py. 14.19
PEYOL T\ G Wi, (14.19)

As V; falls and V; rises, so does Vp because, so long as M2 is off, M operates as a source follower.
When the difference between Vi and V; reaches «/f(VGs,eq — Vrg), where Vs oy denotes the
equilibrium overdrive of each transistor, M5 turns on. To calculate Vp after this point, we note that
Ip1+ Ipy = Iss, Vgs1 = Vi — Vp, and Vg2 = Va2 — Vp. Thus,

1 w 1 w
Eﬂncox(f)l,z(vl —Vp — Vr)t + Eﬂncox(z‘)l,Z(VZ — Vp — Vru)* = Iss. (14.20)

Expanding the quadratic terms and rearranging the result, we have

2Iss

VIV — V- Vo= Vrg)Vp +(Vi = Ve + (Vo= Vrg)l = ——22
p—2Vi—Vry+ Vo - VrpVpe+(V} TH)+(2_TH) i Cor W/ D2

=0. (14.21)

Ilt follows that

1 4lss
Ve==[Vi+Va—2Vrg + =V = V)24 ————2 ], 14.22
P 2[ 1+ WV TH \/ (Vi — V2) +Mncox(W/L)l,2] ( )
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If V1 and V; vary differentially, they can be expressed as V| = Vepr + AV and V = Vo — AV,

- where Vepyr = Vpp — IssRp /2, yielding

4lgs

—_— 14.23) .
iinCor(W/ D)1 2 (1423)

1
Ve = Ve — Vrg + 5\/“(2&‘/)2 +

This expression reveals why node P is considered a virtual ground in small-signal operation: if [A V|
is much less than the maximum overdrive voltage, then Vp is relatively constant. Since the term under
the square root reaches a maximum for AV = 0 (equilibrium condition),

Iss

—_—— | 14.24
tinCox(W/ L1 2 (14:24)

Ve min = Vo — Ve —

As expected, the last term in (14.24) represents the overdrive voltage of each transistor in equilibrium
(where Ip1 = Ipy = Iss/2).

Figure 14.17(c) shows typical waveforms in the oscillator, Note that Vp varies at twice the oscil-
lation frequency. This property is sometimes exploited in “frequency doublers.”

To determine the minimum supply voltage, we write Vp nin > Viss, where Vigs denotes the
minimum required voltage across /gs. Thus,

Rplss / Isg
Vbp — - Vrg — | ———— > Viss, (14.25)
2 UnCox(W/L)1 2
Iss Rplgg
Vbop > Viss + Vry + + . 14.26)
inCorW/Dy2 T 2 ¢

The terms on the right are: the voltage headroom consumed by a current source, one threshold voltage,
the equilibrium overdrive, and half of the swing at each node.

and

InCMOS technologies lacking high-quality resistors, the implementation of Fig. 14.17(a)
must be modified. While a PMOS transistor operating in the deep triode region can serve
as the load [Fig. 14.18(a)]}, the gate voltage must be set so as to define the on-resistance
accurately. Alternatively, a diode-connected load can be utilized [Fig. 14.18(b)] but at the
cost of one threshold voltage in the headroom. Figure 14.18(c) shows a more efficient load
where an NMOS source follower is inserted between the drain and gate of each PMOS
transistor. With the output sensed at nodes X and ¥, M3 and M, consume only a voltage
headroom equal to |Vps34l. If Vgss & Vypya, then M3 operates at the edge of the tri-

" ode region and the small-signal resistance of the load is roughly equal to 1/g,,3 (with the

assumption A = y = 0) (Problem 14.4).

The load of Fig. 14.18(c) exhibits another interesting property as well. Since the gate-
source capacitance of M is driven by the source follower, the time constant associated
with the load is smaller than that of a diode-connected transistor. Also, the finite output
resistance of the follower may yield an inductive behavior for the load (Problem 14.5).
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X Y
T LM, M, l‘l
in
[

Figure 14.18 Differential stages using PMOS loads.

14.3 LC Oscillators

Monolithic inductors have gradually appeared in bipolar and CMOS technologies in the past
10 years, making it possible to design oscillators based on passive resonant circuits. Before
delving into such oscillators, it is instructive to review basic properties of RLC circuits.

As shown in Fig. 14.19(a), an inductor L; placed in parallel with a capacitor C; res-
onates at a frequency w.; = 1/+/LC;. At this frequency, the impedances of the inductor,
j L1tres, and the capacitor, 1/(j Cwyes), are equal and opposite, thereby yielding an infinite
impedance. We say the circuit has an infinite quality factor, Q. In practice, inductors (and
capacitors) suffer from resistive components. For example, the series resistance of the metal
wire used in the inductor can be modeled as shown in Fig. 14.19(b). We define the Q of the
inductor as L,w/ Rs. For this circuit, the reader can show that the equivalent impedance is
given by

Rs+ Lis
1+ L1C1S2 + RSCls’

Zoo(s) = (1427)
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Lq c, Ly T ¢
Rg
Figure 14.19 (a) Ideal and (b) realis-
(a) (b) tic LC tanks. '
and hence,
. R% + L20?
|Zeg(s = jw)|* = S 1 (14.28)

(1 - LiCo*)? + R2C2e?

That is, the impedance does not go to infinity at any s = jw. We say the circuit has a finite
Q. The magnitude of Z,, in (14.28) reaches a peak in the vicinity of w = 1//L,Cy, but
the actual resonance frequency has some dependency on Rg. )

The circuit of Fig. 14.19(b) can be transformed to an equivalent topology that more easily
lends itself to analysis and design. To this end, we first consider the series combination shown
in Fig. 14.20(a). For a narrow frequency range, it is possible to convert the circuit to the
parallel configuration of Fig. 14.20(b). For the two impedances to be equivalent:

RprS

L]S+Rs= m
P

(14.29)
Considering only the steady state response, we assume s = Jow and rewrite (14.29) as

(L]RP+LpRs)ja)+Rst‘“L]Lpa)z=Rprj(l). ) (1430)

This relationship must hold for all values of @ (in a narrow range), mandating that

LiRp+LpRs = RpLp (14.31)
RsRp — LiLpa* = 0. (14.32)
Ly
Lp =R
Rs P

‘ Figure 14.20 Conversion of a series
(a) G combination to a parallel combination.
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Calculating Rp from the latter and substituting in the former, we have

2

R
Lp=Li(1+ =) (14.33)
Liw

Recall that Lyw/Rs = @, a value typically greater than 3 for monolithic inductors. Thus,

and
L2w?
Rp ~ —L 14.
2 Rs (14.35)
~ O?Rg. (14.36)

In other words, the parallel network has the same reactance but a resistance Q? times the
series resistance. This concept holds valid for a first-order RC network as well if the Q of
the series combination is defined as 1/(Cw)/Rs.

The above transformation allows the conversion illustrated in Fig. 14.21, where Cp = C;.
The equivalence of course breaks down as w departs susbtantially from the resonance

O

A
T
A I——]

Ly Cy E> Lp

2Ry TCp
Rs J_]-
Figure 14.21 Conversion of a tank to

three parallel components.

frequency. The insight gained from the parallel combination is that at w; = 1/,/L,Cp, the
tank reduces to a simple resistor; i.e., the phase difference between the voltage and current
of the tank drops to zero. Plotting the magnitude of the tank impedance versus frequency
[Fig. 14.22(a)], we note that the behavior is inductive for @ < w; and capacitive forw > ;.
We then surmise that the phase of the impedance is pesitive for w < w; and negative for
w > w [Fig. 14.22(b)]. These observations prove useful in studying LC oscillators. (Why
do we expect the phase shift to approach --90° at very low frequencies and —90° at very
high frequencies?)

Let us now consider the “tuned” stage of Fig. 14.23(a), where an LC tank operates as
the load. At resonance, jL,0 = 1/(jC,w) and the voltage gain equals —g..1 Rp. (Note
that the gain of the circuit is very small at frequencies near zero.) Does this circuit oscillate
if the output is connected to the input {Fig. 14.23(b)]? At resonance, the total phase shift
around the loop is equal to 180° (rather than 360°). Also, from Fig. 14.22(b), the frequency-
dependent phase shift of the tank never reaches 180°. Thus, the circuit does not oscillate.
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®
(a)
4
+90°
@, ®
o Figure 14.22 (a) Magnitude and (b)
=90 phase of the impedance of an L.C tank as
) a function of frequency.
- Voo — Voo
LP EE Rp ]- CP LP%E RP ]- CP
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(@)

Figure 14.23 (a) Tuned gain stage, (b) stage of (a) in
feedback.

Before modifying the circuit for oscillatory behavior, let us observe another interesting
property of the gain stage of Fig. 14.23(a) that distinguishes it from a common-source
topology using a resistive load. Suppose, as shown in Fig. 14.24, the stage is biased at a
drain current /;. If the series resistance of L, is small, the dc level of V,,, is close to Vpp.
How does V,,,; vary if a small sinusoidal voltage at the resonance frequency is applied to the
input? We expect V,,; to be an inverted sinuscid with.an average value near Vp, because
the inductor cannot sustain a large dc drop. In other words, if the average value of V,,,
deviates significantly from Vpp, then the inductor series resistance must carry an average
current greater than ;. Thus, the peak output level in fact exceeds the supply voltage, an
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Figure 14.24 Output signal levels in a tuned stage.

important and often useful attribute of the LC load. For example, with proper design, the
output peak-to-peak swing can be larger than Vpp.
We now study two types of LC oscillators.

14.3.1 Crossed-Coupled Oscillator

Suppose we place two stages of Fig. 14.23(a) in a cascade, as depicted in Fig. 14.25. While
similar to the topology of Fig. 14.5, this configuration does not latch up because its low-

Akk
\]
i ._l

Lp

Figure 14.25 Two tuned stages in a
feedback loop.

frequency gain is very small. Furthermore, at resonance, the total phase shift around the
loop is zero because each stage contributes zero frequency-dependent phase shift. That s, if
gmiRpgmaRp > 1,then the loop oscillates. Note that Vx and Vy are differential waveforms.
(Why?)

3

Example 14.5

Sketch the open-loop voltage gain ard phase of the circuit shown in Fig. 14.25. Neglect transistor
capacitances. '

Solution

The magnitude of the transfer function has a shape similar to that in Fig. 14.22(a) but with sharper Tise
and fall because it results from the product of those of the two stages. The total phase at low frequencies
is given by signal inversion by each common-sousce stage plus a 90° phase shift due to each tank.
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A similar behavior occurs at high frequencies. The gain and phase are sketched in Fig. 14.26. From
these plots, the reader can prove that the circuit cannot oscillate at any other frequency.

ey

£
ey

-180°

Figure 14.26 Loop gain characteristics of the circuit shown in Fig. 14.25.

The circuit of Fig. 14.25 serves as the core of many LC oscillators and is sometimes
drawn as in Fig. 14.27(a) or (b). However, the drain currents of M, and M, and hence the
output swings heavily depend on the supply voltage. Since the waveforms at X and Y are
differential, the drawing in Fig. 14.27(b) suggests that M, and M; can be converted to a
differential pair as depicted in Fig. 14.27(c), where the total bias current is defined by Iss.

Example 14.6

For the circuit of Fig. 14.27(c), plot Vx and Vy and Ip; and I 7 as the oscillation begins,

Solution

If the circuit begins with zero difference between Vy and Vy, then Vy = Vy = Vpp. The two
transistors share the tail current equally. If (,gr,,,]'ZRP)2 > 1, where Rp is the equivalent parallel
resistance of the tank at resonance, then noise components at the resonance frequency are continually
amplified by M1 and M, allowing the oscillation to grow, The drain currents of M, and M vary
according to the instantaneous value of Vx — Vy (as in a differential pair).

As shown in Fig. 14.28, the oscillation amplitude grows until the loop gain drops at the peaks,
In fact, if g1 2 Rp is large enough, the difference between Vx — Vy reaches a level that steers the
entire tail current to one transistor, turning the other off. Thus, in the steady state, Ip; and /py vary
between zero and Iggs.
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Figure 14.27 (a) Redrawing of the escillator shown in Fig. 14.25, (b) another redrawing of the circuit,
(c) addition of tail current source to lower supply sensitivity,

Figure 14.28

The oscillator of Fig. 14.27(c) is constructed in fully differential form. The supply
sensitivity of the circuit, however, is nonzero even with perfect symmetry. This is because

the drain junction capacitances of M, and M, vary with the supply voltage. We return to
this issue in Example 14.9. ’
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14.3.2 Colpitts Osciliator

An LC oscillator may be realized with only one transistor in the signal path. Consider the
gain stage of Fig. 14.23(a) again and recall that the drain voltage cannot be applied to the
gate because the overall phase shift at resonance equals 180° rather than 360°. Also, recall
that in a common-gate stage, the phase shift from the source to the drain is zero. We then
surmise that if, as shown in Fig. 14.29(a), the drain voltage is returned to the source rather
than the gate, the circuit may oscillate. The coupling must incorporate a capacitor to avoid
disturbing the bias point of M.

lrxd = :I'

VoL M, T €

(a) ’ b

Figure 14.29 (a) Tuned stage with feedback applied from drain to
source, (b) addition of input current to calculate closed-loop gain.

Unfortunately, owing to insufficient loop gain, the circuit of Fig. 14.29(a) does not
oscillate. To prove this point, we invoke the view of Fig. 14.1, where an oscillator is
considered a feedback system with infinite closed-loop gain. Applying an input current as
depicted in Fig. 14.29(b) and neglecting transistor parasitics, we obtain the closed-loop
gain as:

VDH! 1 .

2 = Lps||—I||R 14.37

I PSHCPSH P ( )
because M) and C; directly conduct the input current to the tank. Since the closed—lobp
gain cannot be equal to infinity at any frequency, the circuit fails to oscillate.

Example 14.7

The reader may wonder why the input to the feedback system is realized as a current source applied
to the source of the transistor rather than a voltage source applied to its gate. Perform the analysis
with the latter stimulus. ' :

Solution

From Fig. 14.30, we note that with a finite variation of Vj,, the change in I, is still zero if the
bias current source is ideal. Thus, if the source-bulk junction capacitance of M; is neglected, the
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Figure 14.30

change in the tank current is zero, yiélding Vour/ Vin = 0. Interestingly, Vx does vary with Vi,
but M; generates a small-signal current that cancels that through” C;. The reader can prove that
Vx/Vin = gm/(gm + C25).

The above example reveals two important points. First, to excite a circuit into oscillation,
the stimulus can be applied at different points. (That is, the noise of any device in the loop
can initiate the oscillation.’) Second, in Fig. 14.30, V,,,/ Vi is zero because the impedance
connected between the source of M; and ground is infinity. We then add a capacitor from
this node to ground as shown in Fig. 14.31(a), seeking conditions of oscillation. Note that
the capacitor in parallel with L p is removed. The reason will become clear later.

- Voo
Le=l %R, "l ° Vout
B "
M,
Vb'_l C, -
TG
(@ I (b)

Figure 14.31 (a) Colpitts oscillator, (b) equivalent circuit of (a) with input stimulus.

5This is because the natural frequencies of a linear (observable) system do not depend on the location of the
stimulus. Of course, the type of stimulus (voltage or current) must be chosen such that when it is set to zero, the
circuit returns to its original topology. For example, driving the gate of M) in Fig. 14.30 by a current changes the
natural frequencies of the circuit.
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Approximating M, by a single voltage-dependent current source, we construct the

equivalent circuit of Fig. 14.31(b). Since the current through the parallel combination of

Lp and Rp is given by V,.:/(Lps) + V,u:/Rp, the total current through C; is equal to

 Tin — Vour/(Lp$) — Vour/ Rp, yielding

Vour  Vour, 1
Vi= (L, — 22— oy :
1 U; Los Ry Cos (14 38)

Writing the current through C» as (V,,; + V,)Cas, we sum all of the currents at the output
node:

Vout Vaut 1 Vout Vaut 1 Vour Vout
(T 72— Z2) | [V — ([ — 2% — 22y 10 —o.
gmUin Lps R, )C1S + [Vour — (Iin Lrs Rp )Cls] 28 + In -+ . 0
(14.39)
It follows that
Vou: _ RPLPS(gm + CZS) (1440)

L.~ RpC\CoLps® +(Ct + C3)Lps? + [gnLp + Rp(C1 + C)Is + gnRp

Note that, as expected, (14.40) reduces to (Lps||Rp) if C; = 0. The circuit oscillates if
the closed-loop transfer function goes to infinity at an imaginary value of s, sz = jwg.

Consequently, both the real and imaginary parts of the denominator must drop to zero at
this frequency: '

—RpC\CoLpwy + Igmlp + Rp(Cy + Co)lwg = 0 (14.41)

—(C) + C))Lpws + gnRp = 0. (14.42)

Since with typical values, g, Lp &« Rp(C; + C3), Eq. (14.41) yields:
1
C\Cy 0
L
P Ci+C

wh = (14.43)

*and Eq. (14.42) results in

(C1 + C)?

14.
.G (14.44)

ngP =

C] CZ 2
= —(1+ =) 14.45
Cz( + Cl) ( )

Recognizing that g,, R p is the voltage gain from the source of M 1 to the output (if g,,, = 0),
we determine the ratio C;/C, for minimuin required gain. The reader can prove that the
minimum occurs for C,/C, = 1, requiring

gnRp > 4. (14.46)

Equation (14.46) demonstrates an important disadvantage of the Colpitts oscillator with
respect to the cross-coupled topology of Fig. 14.27(c). The former demands a voltage gain
of at least 4 at resonance and the latter, only unity. This issue is critical if the inductor
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suffers from a low Q and hence a small Rp, a common situation in CMOS technologies.
As a consequence, the cross-coupled scheme is used more widely. '

The foregoing analysis neglected the capacitance that appears in parallel with the induc-
tor. As suggested in Problem 14.10, if this capacitance, Cp, is included in the equivalent
circuit, Eq. (14.43) is modified as:

1
Tt . (;4.47)

Ci+ Cz)

g
By

Lp(Cp +

whereas (14.46) remains unchanged. Thus, Cp is simply included in parallel with the series
combination of C; and Cs.

14.3.3 One-Port Oscillators

Our development of oscillators thus far has been based on feedback sysiems. An alternative
view that provides more insight into the oscillation phenomenon employs the concept
of “negative resistance.” To arrive at this view, let us first consider a simple tank that
is stimulated by a current impulse [Fig. 14.32(a)]. The tank responds with a decaying
oscillatory behavior because, in every cycle, some of the energy that reciprocates between

i Iin (® Cp -II' Le -Rp
t T T < =
)
cC _I_ L = Active
P T PS e —| Circuit

(©)

Figure 14.32 (a) Decaying impulse response of a tank, (b) addition of neg-
ative resistance to cancel loss in Rp, (c) use of an active circuit to provide
negative resistance. : )
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the capacitor and the inductor is lost in the form of heat in the resistor. Now suppose a resistor
equal to —Rp is placed in parallel with Rp and the experiment is repeated [Fig. 14.32(b)].
Since Rp||{—Rp) = oo, the tank oscillates indefinitely. Thus, if a one-port circuit exhibiting
a negative resistance is placed in parallel with a tank [Fig. 14.32(c)], the combination may
oscillate. Such a topology is called a one-port oscillator.

How can a circuit provide a negative resistance? Recall that feedback multiplies or
divides the input and output impedances of circuits by a factor equal to one plus the loop
gain. Thus, if the loop gain is sufficiently negative, (i.e., the feedback is sufficiently positive),
anegative resistance is achieved. As a simple example, let us apply positive feedback around
a source follower. The follower introduces no signal inversion and neither must the feedback
netwerk. As depicted in Fig. 14.33(a), we implement the feedback by a common-gate stage

- #
gmlvq

(b)

Figure 14.33 (a) Source follower with positive feedback to create negative input impedance,
(b) equivalent circuit of (a) to calculate the input impedance.

and add the current source /, to provide the bias current of M;. From the equivalent circuit
in Fig. 14.33(b) (where channel-length modulation and body effect are neglected), we have

Ix = gmVo = —gmiV1 (14.48)
and
Vy=V—V, - (14.49)
I I
=X _ X (14.50)
Emi 8m2
Thus,
V 1 1
A e (—+ ), (14.51)
Ix 8ml  8m2
and, if g,n; = gm2 = gm, then
Vi =2
X =T _ (14.52)
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Negative resistance becomes more intuitive if we bear in mind that it is an incremental
quantity, that is, negative resistance indicates that if the applied voltage increases, the current
drawn by the circuit decreases. In Fig. 14.33(a), for example, if the input voltage increases,

. so does the source voltage of M), decreasing the drain current of M, and allowing part of
I, to flow to the input source. o

With a negative resistance available, we can now construct an oscillator as illustrated in

Fig. 14.34. Here, R p denotes the equivalent parallel resistance of the tank and, for oscillation

_|_ Voo
LP% =Rp =C
T°

|
Vb.-—l M 2
Figure 14.34 Oscillator using nega-
tive input resistance of a source follower
S with positive feedback.

. build-up, Rp —2/8= = 0. Note that the inductor provides the bias current of M;, obviating
the need for a current source. If the small-signal resistance presented by M, and M; to the
tank is less negative than —Rp, then the circuit experiences large swings such that each
transistor is nearly off for part of the period, thereby yielding an “average” resistance of
—Rp. )

The circuit of Fig. 14.34 is similar to the stage of Fig. 14.29(a) but with the feedback
capacitor replaced by a source follower. More interestingly, the circuit can be redrawn as in
Fig. 14.35(a), bearing a resemblance to Fig. 14.27(c). In fact, if the drain current of M, flows -

1~ I

-

CP-[ P=

Lp

A
Ty
ps
o
Y]
°

@ . (b)
Figure 14.35 (a) Redrawing of the:topology shown in Fig. 14.34, (b) differential version of (a).
through a tank and the resuiti’ng voltage is applied to the gate of My, the topology of Fig..

14.35(b) is obtained. Ignoring bias paths and merging the two tanks into one (Fig. 14.36),
" we note that the cross-coupled pair must provide a negative resistance of —Rp between



508 - ‘Chap. 14 Oscillators

Cpi2
, —
- Cp Cp 2Lp
——
Lp Lp W

HIDT04  > 2R,

vy Wy -2 Igm
won £

_Figure 14.36 Equivalent circuit of Fig. 14.35(b).

nodes X and Y to enable oscillation. The reader can prove that this resistance is equal to
—2/gm and hence it is necessary that Rp > 1/g,,. Thus, the circuit can be viewed as either
a feedback system or a negative resistance in parallel with a lossy tank. This topology is
also called a “negative-G,, oscillator.”

As another method of creating negative resistance, consider the topology depicted in
Fig. 14.37(a), where none of the nodes is grounded and channel-length modulation, body
effect, and transistor capacitances are neglected. Smce the drain current of M, is equal to
(=Ix/C15)gm, we have :

—Iy
V. —_— g — + — 14.5
X = (IX C 8. )C2S C]S ( 3)

-9
CyCr0°
[—>°—Wv—'
Zy
€ C,
Ci+Cy

©

@ ®)

Figure 14.37 (a) Circuit topology providing negative resistance, (b) equivalent circuit of (a),
(¢) oscillator using (a).
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and hence

VX gm 1 1

T Ges T TG

(14.54)

For s = jw, this impedance consists of a negative resistance equal t0 —gm/(C iCaa?)
in series with the series combination of C; and C, [Fig. 14.37(b)]. Thus, as shown in Fig.
14.37(c), if an inductor is placed between the gate and drain of M, the circuit may escillate.
Of the three nodes in the circuit, one can be an ac ground, resulting in the three different
topologies illustrated in Fig. 14.38. The circuit of Fig. 14.38(a) is in fact based on a source
foliower, whose input impedance was found in Chapter 6 to contain'a negative real part.
The configuration of Fig. 14.38(b) is a Colpitts oscillator.

Ly
Ly
M M C.
=| MU[ / 1 C1I =1:=[2
Ci =c N
I 2
(a) (b) ) (©)

Figure 14.38 Oscillator topologies derived from the circuit of Fig. 14.37(c).

Example 14.8

Redraw the circuits of Fig. 14.38 with proper biasing.

Solution
The circuits are redrawn in Fig. 14.39.

®) ©

Figure 14.39
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14.4 Voltage-Controlled Oscillators

Most applications require that oscillators be “tunable,” i.e., their output frequency be a
function of a control input, usually a voltage. An ideal voltage-cogtrolled oscillator is a
circuit whose output frequency is a linear function of its control voltage (Fig. 14.40):

s

our = @0 + Ko Viont- ©(14.55)

Here, wy represents the intercept corresponding to V.., = 0 and.Ky ¢ denotes the “gain”
or “sensitivity” of the circuit (expressed in rad/s/V).® The achievable range, w, — wy, ié
called the “tuning range.” : ' ‘

Veont | Vo!tage—.Controlled ® gt
Oscillator
Oy |
(02 .............................. -
ol s E
Wo (- §
v v, v,
1 2 Veont Figure 14.40 Definition of a VCO.

Example 14.9

In the negative-G, oscillator of Fig. 14.27(c), assume Cp = 0, consider only the drain junction
capacitance, Cpp, of M) and Ma, and explain why Vpp can be viewed as the control voltage.
Calculate the gain of the VCO.

Solution

Since Cpp varies with the drain-bulk voltage, if Vpp changes, so does the resonance frequency of
the tank. Noting that the average voltage across Cpp is approximately equal to Vi p, we write

Cppo

Cpp = , (14.56)
Vbp
(14+—=—)y"
)]
and
0Wour
K = 14.57
vco 3o ( )
_ dwour 9Cpp (14.58)
8Cpg dVpp

6A more familiar unit is Hz/V but one must be careful with the dimension of Kvco in the context of phase-
locked loops. !
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With weur = 1/+/LpCpp, we have

- -1 -mCpp

K = - . 14.59
V€0 = 3 JLrCpsCps Vob (14.59)
¢p(l + e )

m . g
= VDD * Wout - ) (14.60)
2¢p(1 + —)
B

Note that the relationship between woy: and Veon, is nonlinear because Ky¢o varies with Vpp and

Dout -

Before modifying the oscillators studied in the previous sections for tunability, we sum-
marize the important performance parameters of VCOs.

Center Frequency The center frequency (i.e., the midrange value in Fig. 14.40) is
determined by the environment in which the VCO is used. For example, in the clock
generation network of a microprocessor, the VCO may be required to run at the clock rate
or even twice that. Today’s CMOS VCOs achieve center frequencies as high as 10 GHz.

Tuning Range The required tuning range is dictated by two parameters: (1) the variation
of the VCO center frequency with process and temperature and (2) the frequency range
necessary for the application. The center frequency of some CMOS oscillators may vary
by a factor of two at the extremes of process and temperature, thus mandating a sufficiently
wide (> 2x) tuning range to guarantee that the VCO output frequency can be driven to the
desired value. Also, some applications incorporate clock frequencies that must vary by one
to two orders of magnitude depending on the mode of operation, demanding a proportionally
wide tuning range.
An important concern in the design of VCOs is the variation of the output phase and
frequency as a result of noise on the control line. For a given noise amplitude, the noise in
the output frequency is proportional o Kyco because wey = wo + Kveo Veonr- Thus, to
minimize the effect of noise in V,,n, the VCO gain must be minimized, a constraint in direct
conflict with the required tuning range. In fact, if, as shown in Fig. 14.40, the allowable
range of Vi, is from V; to V; (e.g., from O to Vp p) and the tuning range must span at least
wy 10 wy, then Kyc o must satisfy the following requirement:

w — @
K D ————— 14.61
veo .y ( )
Note that, for a given tuning range, Kvco increases as the supply voltage decreases, making
the oscillator more sensitive to noise on the control line.

Tuning Linearity As exemplified by Eq. (14.60), the tuning characteristics of VCOs
exhibit nonlinearity, i.e., their gain, Kvco, is not constant. As explained in Chapter 15,
such nonlinearity degrades the settling behavior of phase-locked loops. For this reason, it
is desirable to minimize the variation of Kyco across the tuning range.
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Actual oscillator characteristics typically exhibit a high gain region in the middle of the
range and a low gain at the two extremes (Fig. 14.41). Compared to a linear characteristic
(the gray line), the actual behavior displays a maximum gain greater than that predicted

;, V el _Figure 14.41 Nonlinear VCO charac-

T 2 Veont " ierstic.
by (14.61), implying that, for a given tuning range, nonlinearity inevitably leads to higher
sensitivity for some region of the characteristic.

Output Amplitude It is desirable to achieve a large output oscillation amplitude, thus
making the waveform less sensitive to noise. The amplitude trades with power dissipa-
tion, supply voltage, and (as explained in Section 14.4.2) even the tuning range. Also, the

- amplitude may vary across the tuning range, an undesirable effect.

Power Dissipation As with other analog circuits, oscillators suffer from trade-offs
between speed, power dissipation, and noise. Typical oscillators drain 1 to 10 mW of
power.

Supply and Common-Mode Rejection Oscillators are quite sensitive to noise, espe-
cially if they are realized in single-ended form. As seen in Example 14.9, even differentiat
oscillators exhibit supply sensitivity. The design of oscillators for high noise immunity is
a difficult challenge. Note that noise may be coupled to the control line of a VCO as well.
For these reasons, it is preferable (but not always possible) to employ differential paths for
both the oscillation signal and the control line. :

Output Signal Purity Even with a constant control voltage, the output waveform of
a VCO is not perfectly periodic. The electronic noise of the devices in the oscillator and
supply noise lead to noise in the output phase and frequency. These effects are quantified
by “jitter” and “phase noise” and determined by the requirements of each application,

14.4.1 Tuning in Ring Oscillators

Recall from Section 14.2 that the oscillation frequency, f,s., of an N -stage ring equals
(2NTp)~!, where Tp denotes the large-signal delay of each stage. Thus, to vary the fre-
quency, Tp can be adjusted. :

As a simple example, consider the differential pair of Fig. 14.42 as one stage of a ring
oscillator. Here, M3 and M, operate in the triode region, each acting as a variable resistor
controlled by Veo. As V., becomes more positive, the on-resistance of M3 and M,
increases, thus raising the time constant at the output, ;, and lowering f,s.. If My and M,
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Vop
My, M,
VCOI“Il . J.OVOI.“
—LM, M, l L
Vin CL T+C
> I*1
Iss ) ) ) . .
Figure 14.42 Differential pair with

e variable output time constant.

remain in deep triode region,

.

1 = Ron34CL (14.62)

= Cu (14.63)

w
u'pcox(z)BA(VDD_ cont — IVTHPI)

In the above equation, Cy denotes the total capacitance seen at each output to ground
(including the input capacitance of the following stage) The delay of the circuit is roughly
proportional to 1}, yielding

fosc x (1464)

T
Hp Cox(— )3 4(VDD — Veone — IVTHPI)

) 14,65
x c, ( )

Interestingly, f,s is linearly proportional t0 Vesp,.

Example 14.10

For given device dimensions and bias currents in Fig. 14.42, determine the maximum allowable value
of Vyons. What happens if M3 and M4 enter saturation?

Solution

Let us assume (somewhat arbitrarily) that M3 and M4 remain in deep triode region if {Vps3 4l <
0.2x2 Vgg3,4 — Vrupl. If each stage in the ring experiences complete switching, then the maximum
drain current of M3 and M, is equal to Igs. To satisfy the above condition, we must have /55 Ron3,4 <
0.4(Vpp — Veons — 1 V1 p|), and hence

Iss

; W — < 0.4Vpp — Veont — |VTHPD. (14.66)
#pcox(f)BA(VDle Veort = 1\VTHPl)
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It follows that

1
Veont < Vpp — |Vrupl — ——”—W— (14.67)
0'4I-chax(f)3,4

If Veon exceeds this level by a large margin, M3 and M, eventually enter saturation. Each stage then
requires common-mode feedback to produce the output swings around a well-defined CM level.

The differential pair of Fig. 14.42 suffers from a critical drawback: the output swing of
the circuit varies considerably across the tuning range. With complete switching, each stage
provides a differential output swing of 2/s5 R,3 4. Thus, a tuning range of, say, two to one
translates to a twofold variation in the swing.

In order to minimize the swing variation, the tail current can be adjusted by V,,,, as well
such that, as V,,,, becomes more positive, /s decreases. The circuit nonetheless requires
ameans of maintaining /g5 R,3 « relatively constant. To this end, let us consider the circuit
in Fig. 14.43(a), where M operates in the deep triode region and amplifier A; applies

(a) b

Figure 14.43 (a) Simple feedback circuit defining Vp, (b) replica biasing to define voltage swings
in a ring oscillator. -

negative feedback to the gate of Ms. If the loop gain is sufficiently large, the differential
input voltage of A; must be small, giving Vp & Vggr and |Vbss| = Vpp — Vegr. Thus,
the feedback ensures a relatively constant drain-source voltage even if I, varies. In fact, as
I, say, decreases, A raises the gate voltage of M5 suchithat Ronsly = Vpp — VegF.

The topology of Fig. 14.43(a) can serve as a “replic\p circuit” for the stages of a ring
oscillator, thereby defining the oscillation amplitude. [llustrated in Fig. 14.43(b), the idea is
to “servo” the on-resistance of M3 and M, to that of M5 and vary the frequency by adjusting
Iy and Isg simultaneously [2]. If M3 and M, are identical to Ms and Iss to Iy, then Vy
and Vy vary from Vpp to Vpp — Vrer as M| and M, steer the tail current to one side or
the other. Thus, if process and temperature variations, say, decrease, I; and Igs, then A,
increases the on-resistance of M;-Ms, forcing Vp and hence Vx and Vy (when M, or M,
is fully on} equal (o Vgpr. . -
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. The bandwidth of the op amp A, in Fig. 14.43(b) is of some concern. If a change in Vo
takes a long time to change w,,,, then the settling speed of a PLL using this VCO degrades
significantly (Chapter 15). o

Example 14.11

How does the oscillation frequency depend on Iss for a VCO incorporating the stage of Fig. 14.43(b).

Solution
Noting that Ryn3,41s5 =~ Vpp — VREF, we have Ron3 s =~ (Vpp — VrEF)/Iss and hence

f o<—~1— : 14.68
ore Ron3,4CL (14.68)

Iss

o 88 14.69
(Vpp — VRer)CL ¢ )

Thus, the characteristic is relatively linear.

Delay Variation by Positive Feedback To arrive at another tuning technique, recall
that a cross-coupled transistor pair such as that of Fig. 14.36 exhibits a negative resistance of
—2/gm, a value that can be controlled by the bias current. A negative resistance — Ry placed
in parallel with a positive resistance +Rp gives an equivalent value +RyRp/(Ry — Rp),
which is more positive if | —~ Ry| > | + Rp|. This idea can be applied to each stage of aring
oscillator as illustrated in Fig. 14.44(a). Here, the load of the differential pair consists of

-_l Voo
A= R,

i b
o—] Vout
v M, M, |—1 M, M,
in ) -1
o= Im3,a
? lgs  Veont nHoo
(a) : (b)

Figure 14.44 (a) Differential stage with variable negative-resistance load, (b) half-
circuit equivalent of (a).

resistors R, and R; (R, = Ry = Rp) and the cross-coupled pair M3-M,. As I, increases,
the small-signal differential resistance —2/g3.4 becomes less negative and, from the half
circuit of Fig. 14.44(b), the equivalent resistance Rp||(—1/gm3.4) = Rp/(1 — gm3.aRp)
increases, thereby lowering the frequency of oscillation.

An important issue in the circuit:of Fig. 14.44(a) is that as I, varies, so do the currents
steered by M3 and M, to R) and R;. Thus, the output voltage swing is not constant across
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the tuning range. To minimize this effect, 755 can be varied in the opposite direction such
that the total current steered between R; and R; remains constant. In other words, it is
desirable to vary Iy and Iss differentially while their sum is fixed, a characteristic provided
by a differential pair. Illustrated in Fig. 14.45, the idea is to employ a differential pair Ms- Mg
to steer It to M1-M; or M3-M, so that Isg + I} = Ir. Since It must flow through R, and

)
-—h
Ak
LA
Ak
Al

Figure 14.45 Use of adifferential pair
to steer current between M1 -M; and M3-
My,

Ry, if My-M, experience complete switching in each cycle of oscillation, then 7 is steered
to R; (through M, and M5) in half a period and to R, (through M, and M,) in the other
half, giving a differential swing of 2Rp Ir.

In the circuit of Fig. 14.45, V,,,;1 and V., can be viewed as differential control lines if
they vary by equal and opposite amounts. Such a topology provides higher noise immunity
for the control input than if V.,,, is single-ended. Now, note that as V., decreases and
Veonra increases, the cross-coupled pair exhibits a greater transconductance, thereby raising
the time constant at the output nodes. But what happens if all of I is steered by Mg to M3
and M,? Since M, and M, carry no current; the gain of the stage falls to zero, prohibiting
oscillation. To avoid this effect, a small constant current source, I, can be connected from
node P to ground, thereby ensuring M; and M, always remain on. With typical values, this
ring oscillator provides a two-to-one tuning range and reasonable linearity.

Example 14,12

Calculate the minimum value of /y in Fig. 14.45 to guarantee a low-frequency gain of 2 when all of
It is steered to the cross-coupled pair.
Solution

The small-signal voltage gain of the circuit equals g1 2Rp/(1 — 8m3,4R p). Assuming square-law
devices, we have

W R :
\#nCox(haln PW >2. (14.70)
1— ‘/ Mncox(r)&fl[TRP
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That is,

z
f w
4[1 - Mncax("EbAITRP]

w
uncox(fn‘zR%

Iy =

(14.71)

An important drawback of using the differential pair Ms-My in the circuit of Fig. 14.45
is the additional voltage headrcom that it consumes. As depicted in Fig. 14.46, for Ms
10 remain in saturation, Vp must be sufficiently higher than Vy. When Vo1 = Veonszs

Vio——”; M, p MZ’.:"—‘I

©

Veont o—1 Mg Mg < Veontz
N

Vye—| M,

Figure 14.46 Headroom calculation
for a current-steering topology.

the minimum allowable drain-source voliage of Ms is equal to its equilibrium overdrive
voltage, implying that, compared to that calculated in Example 14.4, the supply voltage
must be higher by this value. Note also that if V,,,;) or V . i5 allowed to vary above its
equilibrium value by more than Vrp, then Ms or Ms enters the triode region.

The above observation reveals a trade-off between voltage headroom and the sensitivity of
the VCO. In order to minimize the sensitivity with a given tuning range, the transconductance
of Ms-Mg must be minimized. (That is, to steer all of the tail current, the differential pair must
require a (arge Veon:y — Veonr2.) However, for a given tail current, g, = 2Ip/(Vgs — Vrn),
indicating a large equilibrium overdrive for Ms-Mg and a correspondingly higher value for
the minimum required supply voltage.

We should mention that the pair Ms-Mg need not remain in complete saturation. If
the drain voltages are low enough to drive these transistors into the triede region, then
the equivalent transconductance of the differential pair drops, thus demanding a greater
Veontt — Veonra to steer the tail current, This phenomenon in fact translates to a lower VCO
sensitivity. In practice, careful simulations are required to ensure the VCO characteristic
remains relatively linear across the range of interest.”

At low supply voltages, it is desirable to avoid the voltage headroom consumed by Ms-
Ms in Fig. 14.45. The issue can be resolved by means of “current folding.” Suppose, as
illustrated in Fig. 14.47(a), a differential pair drives two current mirrors, generating o,
and [ 2. Since Iy + 1, = Igg, {1 = K1 and I, = K1, wehave I+ 100 = Kliss.
Thus, as V1 — Vi.2 goes from a very negative value to a very positive value, I,,,, varies

71f both Ms and My are in the triode region and Veeni1 % Vione2. then supply voltage variations affect the
current steered between the two transistors, introducing noise in the frequency of oscillation.
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(a) (b)
Figure 14.47 (a) Current folding topology, (b) application of current folding to current steering.

from K Iss to zero and I,,,,» from zero to K I5s while their sum remains constant - a behavior

similar to that of a differential pair.
We now utilize the topology of Fig. 14.47(a) in the gain stage of Fig. 14.44(a). Shown
in Fig. 14.47(b), the resulting circuit operates from a low supply voltage.

Delay Variation by Interpolation Another approach to tuning ring oscillators is based
on “interpolation” [3, 4]. As illustrated in Fig. 14.48(a), each stage consists of a fast path and

Fast Path
Vino—y @"Vout
Vcont
£
E ¥
U i
Slow Path
(a)
Py, ' 4
P o =
e ‘ f

{b) (©

Figure 14.48 (a) Interpolating delay stage, (b) smallest delay, (b) largest delay.
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a slow path whose outputs are summed and whose gains are adjusted by Ve, in opposite
directions. At one extreme of the control voltage, only the fast path is on and the slow path
is disabled, yielding the maximum oscillation frequency [Fig. 14.48(b)}. Conversely, at the
other extreme, only the slow path is on and the fast path is off, providing the minimum
oscillation frequency [Fig. 14.48(c)]. If V ., lies between the two extremes, each path is
partially on and the total delay is a weighted sum of their delays.

To better understand the concept of interpolation, let us implement the topology of Fig.
14.48(a) at the transistor level. Each stage can be simply realized as a differential pair whose
gain is controlled by its tail current. But how are the two outputs summed? Since the two
transistors in a differential pair provide output currents, the outputs of the two pairs can be
added in the current domain. As depicted in Fig. 14.49(a), simply shorting the outputs of
two pairs performs the current addition, e.g., for small signals, lou: = gm1,2 Vint + &m3.4Vinz-
The overall interpolating stage therefore assumes the configuration shown in Fig. 14.49(b),
where V., and V7 . denote voltages that vary in opposite directions (so that when one
path turns on, the other turns off). The output currents of M-M, and M3-M, are summed
at X and Y and flow through Ry and R;, producing V.

In the circuit of Fig. 14.49(b), the gain of each stage is varied by the tail current to achieve
interpolation. But it is desirable to maintain constant voltage swings. We also recognize
that the gain of the differential pair Ms-Mg need not be varied because even if only the
gain of M3-My drops to zero, the slow path is fully disabled. We then surmise that if the
tail currents of M,-M, and M;-M, vary in opposite directions such that their sum remains
constant, we achieve both interpolation between the two paths and constant output swings.

VDD
Tout R, = = R,
v x v ",
b Y Vout
<l,:| loutz o oM, M
Vin 1 1 2 |_|
°—‘1 My M, foutt o
Vin1
o

+
@ Veont “"?
Voo 1

vy s Vel Lot ol
in2
O

@ISS I M5 M6 |_l (lil) . VC-OI“

AAA
Ty

@) , (b)

Figure 14.49 (a) Addition of currents of two differential pairs, (b} interpolating delay stage.
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Hlustrated in Fig. 14.50, the resulting circuit employs the differential pair M;-Mg to steer
Iss between M1-Mp and M3-My. If V,,, is very negative, M is off and only the fast path

l/DD

Ry

AbA
WY
T
Y
]
N

Vi: L le,:"—]

Voo

-
-
P

Ahk
Yy

-
-
-

: e st
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._||_;M5 Ms:_"—’ |—||:M7 MBFII—ovc:m
T

—

Figure 14.50 Interpolating delay stage with current steering.

amplifies the input. Conversely, if V,,,, is very positive, M7 is off and only the slow path
is enabled. Since the slow path in this case employs one more stage than the fast path, the
VCO achieves a tuning range of roughly two to one. For operation with low supply voltages,
the control pair M;-Mjz can be replaced by the current-folding topology of Fig. 14.47(a).

Example 14.13

Combine the tuning techniques of Figs. 14.45 and 14.50 to achieve a wider tuning range.

Solution

We begin with the interpolating stage of Fig. 14.50 and add a cross-coupled pair to the output nodes
[Fig. 14.51(a)]. However, in order to obtain constant voltage swings, the total current through the
load resistors must remain constant. This is accomplished by replacing the control differential pair
with the current-folding circuit of Fig. 14.47(a). Depicted in Fig. 14.51(b), the resulting configuration
steers the current to M-M; to speed up the circuit'and to M3-My and Mg-M|; to slow down the
circuit. The tail current source dimensions are chosen such that /55y = Issa + Isg3.

Wide-Range Tuning Except for the circuit of Fig. 14.43(b), the ring oscillator tuning
techniques presented thus far achieve a tuning range of typically no more than three to one.
In applications where the frequency must be varied by orders of magntitude, the topology
shown in Fig. 14.52 can be used. Driven by the input, the additional PMOS transistors Msand
My pull each output node to Vp 5, creating a relatively constant output swing even with targe
variations in /5. The oscillation frequency of a ring incorporating this stage can be varied
by more than four orders of magnitude with less than a twofold variation in the amplitude.
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Figure 14.51

14.4.2 Tuning in LC Osciliators

The oscillation frequency of LC topologies is equal to foqe = 1/ (2w +/LC), suggesting
that only the inductor and capacitor values can be varied to tune the frequency and other
parameters such as bias currents and transistor transconductances affect f,;. negligibly.
Since it is difficult to vary the value of monolithic inductors, we simply change the tank

capacitance to tune the oscillator, Voltage-depeident capacitors are called “varactors.”

8The term “varicap” is also used.
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Figure 14.52 Differential stage with
wide tuning range.

A reverse-biased pr junction can serve as a varactor. The voltage dependence is ex-
pressed as

C
Coar = ——{’,R : (14.72)
I+ =)y
¢z
where Cy is the zero-bias value, Vi the reverse-bias voltage, ¢p the built-in potential of
the junction, and m a value typically between 0.3 and 0.4.° Equation (14.72) reveals an
important drawback of LC oscillators: at low supply voltages Vg has a very limited range,
yielding a small range for C,,, and hence for f,;.. We also note that to maximize the tuning

range, constant capacitances in the tank must be minimized.

Example 14.14

Suppose in Eq. (14.72), ¢p = 0.7 V, m = 0.35, and Vg can vary from zero to 2 V. How much tuning
range can be achieved?

Solution

For Vg = 0, C; = Cy and fosc,min = 1/(27/LCp). For Vg =2V, C; = 0.62Cg and fos¢ may =
1/2r /L x0.62Co) = 1.27 fosc.min- Thus, the tuning range is approximately equal to 27%. As
explained later, the parasitic capacitances of the inductor and the transistor(s) further limit this range
because they cannot be varied by the control voltage.

Let us now add varactor diodes to a cross-coupled LC oscillator (Fig. 14.53). To avoid
forward-biasing D and D, significantly, V.., must not exceed Vy or Vy by more than a
few hundred millivolts. Thus, if the peak amplitude at each node is A, then 0 < V., <
Vpp — A 4 300 mV, where it is assumed a forward bias of 300 mV creates negligible
current. Interestingly, the circuit suffers from a trade-off between the output swing and the
tuning range. This effect appears in most L.C oscillators.

Note that, since the swings at X and Y are typically large (e.g., 1 V,,, at each node),
the capacitance of Dy and D, varies with time. Nonetheless, the “average” value of the
capacitance is still a function of V,,,,, providing the tuning range.

?Note that m = 0.5 for an abrupt junction, but pn junctions in CMOS technology are not abrapt.
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Allowable Range of

Vcont

Figure 14.53 1.C oscillator using varactor diodes.

How are varactor diodes realized in CMOS technology? Illustrated in Fig. 14.54 are two
types of pr junctions. In Fig. 14.54(a), the ancde is inevitably grounded whereas in Fig.

"

Side
View

p-substrate

Top
View

(@ b

Figure 14.54 Diodes realized in CMOS technology.

14.54(b), both terminals are floating. For the circuit of Fig. 14.53, only the floating diode
can be used. To increase the capacitance of the junction, the p* and n* areas (and hence
the n-well) are enlarged.

Upon closer examination, the structure of Fig. 14.54(b) suffers from a number of draw-
backs. First, the n-well material has a high resistivity, creating a resistance in series with
the reverse-biased diode and lowering the quality factor of the capacitance. Second, the
n-well displays substantial capacitance to the substrate, contributing a constant capacitance
to the tank and limiting the tuning range. The diode is therefore represented as shown in
Fig. 14.55, where C, represents the (voltage-dependent) capacitance between the n-well
and the substrate. !

10T circuit simulations, €, is replaced by a diode having proper junction capacitance.
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Rg

S

c . R
I " Figure 14.55 Circuit model of the
B varactor shown in Fig. 14.54(b).

In order to decrease the series resistance of the structure shown in Fig. 14.54(b), the p*
region can be surrounded by an n* ring so that the displacement current flowing through
the junction capacitance sees a low resistance in all four directions [Fig. 14.56(a)]. Since a
single minimum-size p* area has a small capacitance, many of these units can be placed in
parallel [Fig. 14.56(b)]. The n-well, however, must accommodate the entire set, exhibiting
a large capacitance to the substrate,

(a) (b

Figure 14.56 (a) Reduction of series resistance by sur-
rounding the p* region by an n¥ ring, (b) several diodes in
parallel.

It is instructive at this point to examine the unwanted capacitances in the circuit of Fig.
14.53, i.e., the components that are not varied by V,,,,,. We identify three such capacitances:
(1) the capacitance between the n-well and the substrate associated with D; and D,; 2)
the capacitances contributed by the transistors to each node, i.e., Cgp, 2Cgp (the factor
of 2 arising from Miller effect'!), and Cpp; (3) the parasitic capacitance of the inductor
itself. Monolithic inductors are typically implemented as metal spiral structures (Fig. 14.57)
having relatively large dimensions (§ & 100-200 pum). Their capacitance to the substrate
is therefore quite large.

In Fig. 14.53, it is desirable to connect the anode of the diodes to nodes X and ¥,
thereby eliminating the parasitic n-well capacitances from the tank. Shown in Fig. 14.58 is
a topology allowing such a modification. Here, the cross-coupled pair incorporates PMOS
devices, providing swings around the ground potential. However, owing to their lower
mobility, the PMOS transistors must be wider than their NMOS counterparts so as to
exhibit the same transconductance. This increases the second component mentioned above.

"'If the gate and drain voltages vary by equal and opposite amounts, the Miller multiplication factor is equal
to 2 regardless of the small-signal gain.



Sec. 14.5 ©  Mathematical Mode! of VCOs ' 525

Figure 14.57 Spiral inductor struc-
ture.

Figure 14.58 Negative-G, oscillator
using PMOS devices to eliminate n-well
capacitance from the tanks.

The design of low-noise CMOS LC oscillators with acceptable tuning range is still a topic
of active research. Issues such as phase noise and inductor and varactor design continue
to intrigue researchers MOS varactors have also been investigated as an alternative to pn
junctions.

14.5 Mathematical Model of VCOs

~

The definition of the voitage-controlled oscillator given by Eq. (14.55) specifies the relation-
ship between the control voltage and the output frequency. The dependence is “memoryless”
because a change in V,,,, immediately results in a change in w,,.. But how is the output
signal of the VCO expressed as a function of time? To answer this question, we must review
the concepts of phase and frequency.

Consider the waveform Vp(t) = V), sinwpt. The argument of the sinusoid is called the
“total phase” of the signal. In this example, the phase varies linearly with time, exhibiting
a slope equal to wp. Note that, as depicted in Fig. 14.59, every time wpt crosses an integer
multiple of 7, V(t) crosses zero. ' '

Now consider two waveforms Vi(t) = Vi, sin[¢(¢)] and V2(t) = V,, sin[¢2(¢)], where
d1(t) = wit, ¢2(t) = wyt, and wy < @,. As illustrated in Fig. 14.60, ¢,(t) crosses integer
multiples of 7 faster than ¢;(r) does, yielding faster variations in V(z). We say Va(t)
accumulates phase faster.
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g ]

Figure 14,59 Illustration of phase of
a signal.

Figure 14.60 Variation of phase for
two signals.

The above study reveals that the faster the phase of a waveform varies, the higher the
frequency of the waveform, suggesting that the frequency'? can be defined as the derivative
of the phase with respect to time: ‘

_

= ; 14.73
17 R (14.73)

‘Example 14.15

Figure 14.61(a) shows the phase of a sinusoidal waveform with constant amplitude as a function of
time. Plot the waveform in the time domain.

2The quantity & = 2 f is called the “radian frequency” (and expressed in rad/s) to distinguish it from f
(expressed in Hz). In this book, we call both the frequency, but use w more often to avoid the factor 2.



Sec. 14.5

Mathematical Model of VCOs ‘ 527

o (t)

o) 0 —— [

~Y

)
V(1)

© Figure 14.61

Solution

Taking the time derivative of ¢(¢), we obtain the behavior illustrated in Fig. 14.61(b). The frequency
therefore periodically toggles between wy and ez, yielding the waveform shown in Fig. 14.61(c). (This
is a simple example of binary frequency modulation, called “frequency shift keying” and utilized in
wireless pagers and many other communication systems.)

Equation (14.73) indicates that, if the frequency of a waveform is known as a function
of time, then the phase can be computed as

¢ = fwdt + ¢o. . (14.74)

In particular, since for a VCO, w"“.' =wy+ K V(;‘O V,one» We have
Vour (1) = Vypy cos(] Wourdt + ¢o) i (14.75)
= V,, cos(wot + KVCO[ Veomedt + o). _ (14.76)

Equation (14.76) proves essential in the analysis of VCOs and PLLs.1? The initial phase ¢
is usually unimportant and is assumed zero hereafter.

13Note that Kvco cannot be brought out of the integral if the characteristic is nonlinear.
o
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Example 14.16

The control line of a VCO senses a rectangular signal toggling between Vi and V5 at a period 7j,.
Plot the frequency, phase, and output waveform as a function of time.
Solution

Since wour = wo + Kvco Vion:, the output frequency toggles between w; = wg + K vco Vi and
@2 = wy+ Kvco V2 (Fig. 14.62). The phase is equal to the time integral of this result, rising linearly

[O)]
w(t) o zﬁ ,

0 Tm t

o(t)

Vo(t)

Figure 14.62

with time at a slope of e for half the input period and «; for the other half. The output waveform of
the VCO is similar to that shown in Fig. 14.61. Thus, a VCO can operate as a frequency modulator.

As explained in Chapter 15, if a VCO is placed in a phase-locked loop, then only the
second term of the total phase in Eq. (14.76) is of interest. This term, Kvco f Veon:dt, is
called the “excess phase,” ¢, . In fact, in the analysis of PLLs, we view the VCO as a system
whose input and output are the control voltage and the excess phase, respectively:

¢ex = KVCO/Vcomdt- (1477)

That is, the VCO operates as an ideal integrator, providing a transfer function:

@ K
—E (5 = ~XE9 (14.78)
Vcan! 5 )

Example 14.17

A VCO senses a small sinusoidal control voltage V,,n; = V,, cos wm?. Determine the output waveform
and its spectrum. :
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Solution
. The output is expressed as

Vou(t) = Vocostont + Kvco [ Veond) (14.79)
Vin .
= Vo cos(wot + Kyco— sinwpt) {14.80)
. Wm
' Vin .
= Vg coswpt cos(Kyco — sinwmt) (14.81)
W

. . Vm .
—V sinwot sin(Kyco — sin wpt).
WO

If V,, is small enough that Ky co Vi/wm <€ 1 rad, then

V .
Vout () = Vp cos wot — Vp(sin wot)(chow—m sin wpt) (14.82)
m
KvcoVm Vi '
= Vo cos wpf — Lz""’—”[cos(mo — W)t ~ cOs(wg + W )t]- (14.83)
Wm

The output therefore consists of three sinusoids having frequencies of wq, wp — @m, and wp + wp,.
The spectrum is shown in Fig. 14.63. The components at wg + wy, are called “sidebands.”

41\'4\-'_

Wg—0, @ Ogtd, ©

Figure 14.63

The above example reveals that variation of the control voltage with time may create
unwanted components at the output. Indeed, when a VCO operates in the steady state, the
control voltage must experience very little variation.!* This issue is studied in Chapter 15.

A common mistake in expressing the phase of signals arises from the familiar form
V, cos wot. Here, the phase is equal to the product of frequency and time, creating the
impression that such equality holds in all conditions. We may even deduce that, since the
output frequency of a VCO is given by wy + Kvco Veons, the output waveform can be
written as V,, cos[{wy + Kvco Veons)t]. To understand why this is incorrect, let us compute
the frequency as the derivative of the phase: '

J .

w= E[(‘UO + Kvco Veon )] (14.84)
dVCOn‘ ‘

= KVCO dt t +w0+KVCOVcom- (1485)

14Except when the VCO senses a signal to perform frequency modulation.
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The first term in this expression is redundant, vanishing only if d V., /dt = 0. Thus, in the
general case, the phase cannot be written as the product of time and frequency.

Our study of VCOs in this section has assumed sinusoidal output waveforms. In prac-
tice, depending on the type and speed of the oscillator, the output may contain significant
harmonics, even approaching a rectangular waveform. How should Eq. (14.76) be modified :
in this case? We expect that V,,,(¢) can be expressed as a Fourier series:

Vour (1) = V) cos(wpt + ¢1) + Vo cos(2ewot + ¢o) + - -+ (14.86)

We also note that if the (fundamental) frequency of a rectagular waveform is changed by
Af, the frequency of its second harmonic must change by 2AF, etc. Thus, if V., varies
by AV, then the frequency of the first harmonic varies by Kyco AV, the frequency of the
second harmonic by 2Kyco AV, etc. That is,

Vou: (t) = Vi cos(wot+Kyco f Veon:dt+61)+ V3 cosQRawot +2Kvco / Veonrdt+62)3+- - -,
(14.87)
where 6y, 8,, - - - are constant phases necessary for the representation of each harmonic in
the Fourier series expansion.
Equation (14.87) suggests that the harmonics of an oscillator output can be readily taken
into account. For this reason, we often limit our. calculations to the first harmonic even
though we may draw the waveforms in rectangular shape rather than sinusoidal shape.

Problems C

Unless otherwise stated, in the following problems, use the device data shown in Table 2.1 and assume

_ Vpp = 3V where necessary. Also, assume all transistors are in saturation.

14.1.  For the circuit of Fig. 14.6, determine the open-loop tranfer function and calculate the phase
margin. Assume g1 = gm2 = gm and neglect other capacitances.

14.2. In the circuit of Fig. 14.8, assume gm) = gm2 = gm3 = (200 )1,
(a) What is the minimum value of Rp that ensures oscillation?
(b) Determine the value of C7. for an oscillation frequency of 1 GHz and a totat low-frequency

lgop gain of 16.

14.3.  For the circuit of Fig. 14.12, determine the minimum value of Iss that guarantees oscillation.

(Hint: if the circuit is at the edge of oscillation, the swings are quite small.)

14.4.  Prove that the small-signal resistance of the composite load in Fig. 14,18(c) is roughly equal
©1/gm3. :

14.5. Including only the gate-source capacitance of M3 in Fig. 14.18(c), explain under what con-
dition the impedance of the composite load (seen at the drain of M3) becomes inductive.

14.6. Ifeachinductorin Fig. 14.25 exhibits a series resistance of Rg, how low must Rg be to ensure
the low-frequency loop gain is less than unity? (This condition is necessary to avoid latchup.)

14.7.  Explain why the Vy and Vy waveforms in Fig. 14.28 are closer to sinusoids (i.., they contain
: smaller harmonics) than the Ip; and Ip; waveforms.
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Determine the minimum value of Igs in Fig. 14.27(c) that guarantees oscillation. Estimate
the maximum value of Igs that guarantees M; and M2 do not enter the triode region.

Repeat Example 14.7 by applying a current stimulus to the drain of M.

Prove that if a capacitor Cp is placed in parallel with L p in Fig. 14.31(a), then Eq. (14.47)
results.

The Colpitts oscillator of Fig. 14.31(a) was analyzed and its oscillation conditions were derived
by applying a current stimulus to the source. Repeat the analysis by applying a voltage stimulus
to the gate of M. :

Repeat the analysis of the Colpitts oscillator for the topologies in Figs. 14.38(a) and (c).
Determine the oscillation condition and the frequency of oscillation.

The stage of Fig. 14.45 is designed with Ir = 1 mA and (W/L)12 = 50/0.5. Assume

Ip € 5.

(a) Determine the minimum value of Ry = Ry = R to ensure oscillation in a three-stage
ring.

(b) Determine (W/L)3 4 such that g3 4R = 0.5 when each of M3 and My carries I1 /2.

(¢) Calculate the minimum value of /y to guarantee oscillation.

(d) If the common-mode level of Vegne1 and Veonr2 is 1.5 V, calculate (W/L)s ¢ such that I
sustains 0.5 V when Veonr1 = Veonr2.

Repeat Example 14.14 if each inductor in the circuit contributes a constant capacitance equal
to C).

The VCO of Fig. 14.53 is designed for operation at 1 GHz. '

(a) If Lp = 5 nH and the total (fixed) parasitic capacitance seen at X (and Y) to ground is
500 fF, determine the maximum capacitance that D and D; can add to the circuit.

(b) If the tail current is equal to 1 mA and the Q of each inductor at 1 GHz is equal to 4,
estimate the output voltage swing.
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Chapter 15

Phase-Locked Loops

The concept of phase locking was invented in the 1930s and swiftly found wide usage in
electronics and communication. While the basic phase-locked loop has remained nearly the
same since then, its implementation in different technoiogies and for different applications
continues to challenge designers. A PLL serving the task of clock generation in a micro-
processor appears quite similar to a frequency synthesizer used in a cellphone, but the actual
circuits are designed quite differently.

This chapter deals with the analysis and design of PLLs with particular attention to
implementations in VLSI technologies. A thorough study of PLLs would require an entire
book by itself, but our objective here is to lay the foundation for more advanced work.
Beginning with a simple PLL architecture, we study the phenomenon of phase locking and
analyze the behavior of PLLs in the time and frequency domains. We then address the prob-
lem of lock acquisition and describe charge-pump PLLs (CPPLLs) and their nonidealities.
Finally, we examine jitter in PLLs, study delay-locked loops (DLLs), and present a number
of PLL applications.

15.1 Simple PLL

A PLL is a feedback system that compares the output phase with the input phase. The
comparison is performed by a “phase comparator” or “phase detector” (PD). It is therefore
beneficial to define the PD rigorously.

15.1.1 Phase Detector

532

A phase detector is a circuit whose average output, V,;, is linearly proportional to the
phase difference, A¢, between its two inputs (Fig. 15.1). In the ideal case, the relationship
between V,,; and A¢ is linear, crossing the origin for A¢ = 0. Called the “gain” of the PD,
the slope of the line, K pp, is expressed in V/rad. ~

A familiar example of phase detector is the exclusive OR (XOR)- gate. As shown in
Fig. 15.2, as the phase difference between the inputs varies, so does the width of the output
pulses, thereby providing a dc level proportional to A¢. While the XOR circuit produces
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Vout T/
v, (8)
Phase :
e Vout ( t) o

Detector

Figure 15.1 Definition of phase detector.

( _
) = Veu ) v, n:!ﬂ&’ __I_l_
O

Vout (1)

Figure 15.2 Exclusive OR gate as phase detector.

error pulses on both rising and falling edges, other types of PD may respond only to positive
or negative transitions. -

Example 15.1

If the output swing of the XOR in Fig. 15.2 is Vo volts, what is the gain of the circuit as a phase
detector? Plot the input-output characteristic of the PD.

Solution

If the phase difference increases from zero to A¢ tadians, the area under each pulse increases by
Vo - A¢. Since each period contains fwo pulses, the average value rises by 2[Vo - A¢/(2m)], yielding
a gain of Vp/m. Note that the gain is independent of the input frequency.

To construct the input-output characteristic, we examine the circuit’s response to various input
phase differences. As illustrated in Fig. 15.3, the average output voltage rises to [Vo/m1x /2 = Vo/2
for Ap = /2 and Vp for Ap = m. For Ap > 7, the average begins to drop, falling to Vo/2 for
A¢ = 37 /2 and zero for A¢ = 2m. The characteristic is therefore periodic, exhibiting both negative
and positive gains. '

The operatibn of phase detectors is similar to that of differential amplifiers in that both
sense the difference between the two inputs, generating a proportional output.

15.1.2 Basic PLL Topology

To arrive at the concept of phase locking, let us consider the problem of aligning the output
phase of a VCO with the phase of a reference clock. As illustrated in Fig. 15.4(a), the rising
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Figure 15.3

~ Y

()

Figure 15.4 (a) Two waveforms with a skew, (b) change of VCO frequency to eltminate
the skew. AL
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edges of Vyco are “skewed” by A¢ seconds with respect to Vg, and we wish to eliminate
this error. Assuming that the VCO has a single control input, V,on:, we note that to vary the
phase, we must vary the frequency and allow the integration ¢ = [(wo + Kvco Veonr)dt t0
take place. For example, suppose as shown in Fig. 15.4(b), the VCO frequency is stepped to
ahigher value at ¢ = #;. The circuit then accumulates phase faster, gradually decreasing the
phase error. At = f, the phase error drops to zero and, if Vo, returns to its original value,
Vveco and Ve remain aligned. Interestingly, the alignment can be accomplished by stepping
the VCO frequency to a lower value for a certain time interval as well (Problem 15.2). Thus,
phase alignment can be achieved only by a (temporary) frequency change.

The foregoing experiment suggests that the output phase of a VCO can be aligned with
the phase of a reference if (1) the frequency of the VCO is changed momentarily, (2) a
means of comparing the two phases, i.e., a phase detector, is used to determine when the
VCO and reference signals are aligned. The task of aligning the output phase of the VCO
with the phase of the reference is called “phase locking.”

From the above observations, we surmise that a PLL simply consists of a PD and a VCO
in a feedback loop [Fig. 15.5(a)]. The PD compares the phases of V,,; and Vip, generating
an error that varies the VCO frequency until the phases are aligned, i.e., the loop is locked.

Vino—»1 - Veo Vijo—] Veo Veont :
.| PD =1 VCO Vout _| PD »1 L PF > vCO F— Vour
o ¢In lll
bout
(a) : : (b)

" Figure 155 (a) Feedback loop comparing input and output phases, (b) simple PLL.

This topology, however, must be modified because (1) as exemplified by the waveforms of
Fig. 15.2, the PD output, Vpp, consists of a dc component (desirable) and high-frequency
components (undesirable), and (2) as mentioned in Chapter 14, the control voltage of the
oscillator must remain quiet in the steady state, i.e., the PD output must be filtered. We
therefore interpose a low-pass filter (LPF) between the PD and the VCO [Fig. 15.5(b)],
suppressing the high-frequency components of the PD output and presenting the dc level to
the oscillator. This forms the basic PLL topology. For now, we assume the LPF has a gain
of unity at low frequencies (e.g., as in a first-order RC section). »

It is important to bear in mind that the feedback loop of Fig. 15.5(b) compares the phases
of the input and output. Unlike the feedback topologies studied in the previous chapters,
PLLs typically require no knowledge of voltages or currents in their feedback operation. If
the loop gain is large enough, the difference between the input phase, ¢, and the output
phase, @, falls to a small value in the steady state, providing phase alignment.

For subsequent analyses of PLLs, we must define the phase lock condition carefully. If
the loop of Fig. 15.5(b) is locked, we postulate that @our — ¢in is constant and preferably

- small. We therefore define the loop to be locked if ¢our — ¢in does not change with time.
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An important corollary of this definition is that

Ao dbin
2 9 15.1
dt dt ( )
and hence
Wout = Wjy. (15.2)

This is a unique property of PLLs and will be revisited more closely later.

In summary, when locked, a PLL produces an output that has a small phase error with
respect to the input but exactly the same frequency. The reader may then wonder why a
PLL is used at all. A short piece of wire would seem to perform the task even better! We
answer this question in Section 15.5.

Example 15.2
Implement a simple PLL in CMOS technology.

Solution
Figure 15.6 illustrates an implementation utilizing an XOR gate as the phase detector. The VCO is

Vin D AL -
wy l

Figure 15.6

configured as a negative-G,, LC oscillator whose frequency is tuned by varactor diodes.

PLL Waveforms in Locked Condition In order to familiarize ourselves with the
behavior of PLLs, we begin with the simplest case: the circuit is locked and we wish to
examine the waveforms at each point around the loop. As illustrated in Fig. 15.7(a), Vi,
and V,,,,; exhibit a small phase difference but equal frequencies. The PD therefore generates
puises as wide as the skew between the input and the output! and the low-pass filter extracts
the dc component of Vp, applying the result to the VCO. We assume the LPF has a gain
of unity at low frequencies. The small pulses in V; pf are called “ripple.”

!In this example, the PD produces pulses only on the rising transitions.
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Figure 15.7 (a) Waveforms in a PLL in locked condition, (b) calculation of phase error.

In the waveforms of Fig. 15.7(a), two quantities are unknown: ¢ and the dc level of Viop.
To determine these values, we construct the VCO and PD characteristics [Fig. 15.7(b)].
If the input and output frequencies are equal to w, then the required oscillator control
voltage is unique and equal to V;. This voltage must be. produced by the phase detector,
demanding a phase error determined by the PD .characteristic. More specifically, since
Wout = @0 + KycoVeon: and Vpp = KppAg, we can write
_ Wy —@o

. (15.3)-

Vi =
Kvco
and
Vi :
= (15.4)
o Kop
1”@ (15.5)
KppKvco

Equation (15.5) reveals two important points: (1) as the input frequency of the PLL varies,
so does the phase error; (2) to minimize the phase error, K pp Kyco must be maximized.

Example 15.3

A PLL incorporates a VCO and a PD having the characteristics shown in Fig. 15.8. Explain what
happens as the input frequency varies in the locked condition.
Solution

The PD characteristic is relatively linear near the origin but exhibits a small-signal gain of zero if
the phase difference equals £ /2, at which point the average output is equal to £ Vy. Now suppose
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v

Figure 15.8

the input frequency increases from wy, requiring a greater control voltage. If the frequency is high
enough (= wy) to mandate V,,,, = Vp, then the PD must operate at the peak of its characteristic.
However, the PD gain drops to zero here and the feedback loop fails. Thus, the circuit cannot lock if
Win = wyx.

With the basic understanding of PLLs developed thus far, we now return to Eq. (15.2).
The exact equality of the input and output frequencies of a PLL in the locked condition
is a critical attribute. The significance of this property can be seen from two observations.
First, in many applications, even a very small (deterministic) frequency error may prove
unacceptable. For example, if a data stream is to be processed synchronously by a clocked
system, even a slight difference between the data rate and the clock frequency results in a
“drift,” creating errors (Fig. 15.9). Second, the equality would not exist if the PLL compared
the input and output frequencies rather than phases. As illustrated in Fig. 15.10(a), a loop
employing a frequency detector (FD) would suffer from a finite difference between Win
and w,,; due to various mismatches and other nonidealities. This can be understood by
an analogy with the unity-gain feedback circuit of Fig. 15.10(b). Even if the op amp’s’

Data _r" | _L
Clock a L

t

Figure 15.9 Drift of data with respect to clock in the presence of small frequency error.

Vino-“—b" Vin

_| FD =1 LPF vCo Vout —o V,

out

Y

(@) (b

'. Figure 15.10 (a) Frequency-locked loop, (b) unity-gain feedback amplifier.



Sec. 151  Simplé PLL - 539

A

open-loop gqin is infinity, the input-referred offset voltage leads to a finite error between V;,
and Vout . ’ N

Small Transients in Locked Condition Let us now analyze the response of a PLL
in locked condition to small phase or frequency transients at the input.
Consider a PLL in the locked condition and assume the input and output waveforms-can
-be expressed as

Vin(t) = Vacoswit (15.6)
Vour () = Vi cos(wi? + o), - .(15.7)
where higher harmonics are neglected and ¢y is the static phase error. Suppose, as shown in

Fig. 15.11, the input experiences a phase step of ¢y att =y, i.e., in = W17 + Pru(t —1).2
Since the output of the LPF does not change instantaneously, the VCO initially continues to

Vyy o—» Vep Vier

o PD |—=| LPF =i VCO Vout
) .m I WOout
n dout

Figure 15.11 Response of a PLL to a phase step.

oscillate at w;. The growing phase difference between the input and the output then creates
wide pulses at the output of the PD, forcing Vi pr (0 rise gradually. As a result, the VCO
frequency begins to change, attempting to minimize the phase error. Note that the loop is
not tocked during the transient because the phase error varies with time.

2[n this example, ¢;x and ¢,y, denote the tofal phases of the input and output, respectively.




540

Vout

Vier

WOout

Chap. 15 Phase-Locked Loops

What happens after the VCO frequency begins to change? If the loop is to return to lock,
wWoyu Must eventually go back to wy, requiring that V; pr and hence Dour — Din also return
to their original values. Since ¢, has changed by ¢, the variation in the VCO frequency is
such that the area under w,,, provides an additional phase of ¢, in ¢,,,:

o0
f Wourdl = 1. (15.8)
(1
Thus, when the loop settles, the output becomes equal to
Vour(t) = Vg coslewt + dy + ¢rut — 11)]. (15.9)

Consequently, as shown in Fig. 15.11, ¢,., gradually “catches up” with ¢;,,.

It is important to make two observations. (1) After the loop returns to lock, all of the
parameters (except for the total input and output phases) assume their original values. Thatis,
Pin — Gour» Vipr, and the VCOQ frequency remain unchanged—an expected resuit because
these three parameters bear a one-to-one relationship and the input frequency has stayed
the same. (2) The control voltage of the oscillator can serve as a suitable test point in the
analysis of PLLs. While it is difficult to measure the time variations of phase and frequency
in Fig. 15.11, Von (= V. pr) can be readily monitored in simulations and measurements.

The reader may wonder whether an input phase step always gives rise to the response
shown in Fig. 15.11. For example, is it possible for Vi py to ring before settling to its final
value? Such behavior is indeed possible and will be quantified in Section 15.1.3.

Let us now examine the response of PLLs to a small input frequency step Aw at t = £,
(Fig. 15.12). As with the case of a phase step, the VCO initially continues to oscillate at

oA D= g+ AD

Oin

; out
(O] :

ty

Figure 15.12 Response of a PLL to a small frequency step.
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;. Thus, the PD generates increasingly wider pulses, and V. pr rises with time. AS @,y
approaches @; + Aw, the width of the pulses generated by the PD decreases, eventually
settling to a value that produces a dc component equal to (w; + Aw—wo)/Kyco.Incontrast
to the case of phase step, the response of a PLL to a frequency step entails a permanent
change in both the control voltage and the phase error. If the input frequency is varied
slowly, w,,, simply “tracks” w;,.

The exact settling behavior of PL.Ls depends on the various loop parameters and will be
studied in Section 15.1.3. But, to arrive at an important observation, we consider the phase
step response depicted in Fig. 15.13, where V.o, rings before settling to its final value.

Figure 15.13 Example of phase step response.

Consider the state of the loop at ¢ = #. At this point, the output frequency is equal to its
final value (because V., is equal to its final value) but the loop continues the transient
because the phase error deviates from the required value. Similarly, at ¢ = 3, the phase
error is equal to its final value but the output frequency is not. In other words, for the loop
to settle, both the phase and the frequency must settle to proper values. '

Example 15.4

Consider the PLL shown in Fig. 15.14, where an external voltage V. is added to the output of
the low-pass filter.? (a) Determine the phase error and Vi pp if the loop is locked and Ve, = V1.
(b) Suppose V., steps from Vi to ¥, at t = 11. How does the loop respond?

Solution

(a) If theloopis locked, wous = Wi and Veonr = (win —wp)/Kvco Thus, Vi pp =(wiy—~wp)/Kvco—
Viand Ap =V pr/Kpp={(win — wo)/(KppKvco)— V1i/Kpp.

(b) When V,y steps from Vi to Va, Vion, immediately goes from (win, — wo)/Kvco to (win —
o)/ Kyco + (Vo — V1), changing the VCO frequency to @, — Kvco(Vi — Va2). Since VipF
cannot change instantaneously, the PD begins to generate increasingly wider pulses, raising Vppr
and increasing wo,; . When the loop returns to lock, oy becomes equal to wi, and Ve pr = (win —
@)/ Kyco — Va. The phase error also changes to (@i, — @0)/(KppKvco) —V2/Kpbp. Note that the

3This topelogy is used for some types of frequency modulation in wireless communication.
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ex
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Figure 15.14

area under w,,; during the transient is equal to the change in the output phase and hence the change’
in the phase error:

00 Vi — V.
/ Wourdt = —— 2. (15.10)
3| Kpp

From our study thus far, we conclude that phase-locked loops are “dynamic” systems,
i.e., their response depends on the past values of the input and output. This is to be expected
because the low-pass filter and the VCO introduce poles (and possibly zeros) in the loop
transfer function. Moreover, we note that, so long as the input and the output remain
perfectly periodic (i.e., §in = wint and ¢y, = wint + ¢g), the loop operates in the steady
state, exhibiting no transient. Thus, the PLL only responds to variations in the excess phase
of the input or output. For example, in Fig. 15.11, ¢;,, = w;t + ¢ u{t —¢,) and in Fig. 15.12,

pin = o1t + Aw - tu(t — 1),

15.1.3 Dynamics of Simple PLL

With the qualitative analysis of PLLs in the previous section, we can now study their
transient behavior more rigorously. Assuming the loop is initially locked, we treat the
PLL as a feedback system but recognize that the output quantity in this analysis must be
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the (excess) phase of the VCQ because the “error amplifier” can only compare phases. Our
objective is to determine the transfer function @, (s)/ P (5) for both open-loop and closed-
loop systems and subsequently study the time-domain response. Note that the dimensions
change from phase to voltage through the PD and from voltage to phase through the VCO.

What does ®,,,(s)/ ®:,(s) signify? An analogy with more familiar transfer functions
proves useful here. A circuit having a transfer function V,.,(s)/ Vin(s) = 1/(1 + s/wy) is
considered a low-pass filter because if V;, varies rapidly, V., cannot fully track the input
variations. Similarly, @ (s)/ ®;a(s) reveals how the output phase tracks the input phase if
the latter changes slowly or rapidly.

To visualize the variation of the excess phase with time, consider the waveforms in
Fig. 15.15. The period varies slowly in Fig. 15.15(a) and rapidly in Fig. 15.15(b). Thus,
y2(#) experiences faster phase variation than does y»(r).

" 4 O nNnOannnn
OO OO OoooouC

(a)

v = 10 . 1 7
I

()

Figure 15.15 Slow and fast variation of the excess phase.

b J

Let us construct a linear model of the PLL, assuming a first-order low-pass filter for
simplicity. The PD output contains a dc component equal to K p p{@eur — $;n) as well as high-
frequency components.-Since the latter are suppressed by the LPF, we simply model the PD
by a subtractor whose output is “amplified” by Kpp. Illustrated in Fig. 15.16, the overall
PLL model consists of the phase subtractor, the LPF transfer function 1/(1 +s/wLpr),

PD LPF vCo
R -
e ; K.
D, o—i—p— : 14 s - vCO T
P ? i OLpr s

Figure 15.16 Linear model of type I PLL.

where w; pr denotes the —3-dB bandwidth, and the VCO transfer function Kyvco/s. Here,
®;, and &, denote the excess phases of the input and output waveforms, respectively. For
example, if the total input phase experiences a step change, ¢ u(z), then ®;,(s) = ¢1/s.
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The open-loop transfer function is given by

d)our
H(S)lopen = . (S)Iopen (15.1D)

in

1 K
=Kpp - 9 (15.12)
1+ §
» WLpF

revealing one pole at's = —w; pr and another at s = 0. Note that the loop gain is equal to

H (s)l(,]Jen because of the unity feedback factor. Smce the loop gain contains a pole at the
origin, the system is called “type 1.”

Before computing the closed-loop transfer function, let us make an important observa-
tion. What is the loop gain if s is very small, i.e., if the input excess phase varies very slowly?
Owing to the pole at the origin, the loop gain goes to infinity as s approaches zero, a point
of contrast to the feedback circuits studied in Chapters 8 and 10. Thus, the phase-locked
loop (under closed-loop, locked condition) ensures that the change in @,,, is exactly equal
to the change in ¢;, as s goes to zero. This result predicts two interesting properties of
PLLs. First, if the input excess phase varies very slowly, the output excess phase “tracks”
it. (After all, ¢,,, is “locked” to ¢;,,.} Second, if the transients in ¢;, have decayed (another
case corresponding to s — 0), then the change in ¢, is precisely equal to the change in
¢in. This is indeed true in the example depicted in Fig. 15.11.

From (15.12), we can write the closed-loop transfer function as:

KppK
H($)|closed = 52 2FDoyCo . (15.13)

+s5+ KppKvco

WLpF

For the sake of brevity, we hereafter denote H (s)|ciosea Simply by H(s) or @,/ D;,. As
expected, if s — 0, H(s) — 1 because of the infinite loop gain.

In order to analyze H(s) further, we derive a relationship that allows a more intuitive
understanding of the system. Recall that the instantaneous frequency of a waveform is equal
to the time derivative of the phase: w = d¢/dt. Since the frequency and the phase are related
by a linear operator, the transfer function of (15.13) applies to variations in the mput and
output frequencies as well:

wou!()_ . KppKveo ' (15.14)

+ s+ KPDKVCO

in

WLpF

_For example, this resnlt predicts that if w;, changes very slowly (s — 0), then w,,, tracks
win, again an expected result because the loop is assumed locked. Equation (15.14) also
indicates that if w;, changes abruptly but the system is given enough time to settle (s — 0),
then the change in w,,, equals that in w;, (as illustrated in the example of Fig. 15.12).

The above observation aids the analysis in two directions. First, some transient responses
of the closed-loop system may be simpler to visualize in terms of changes in the frequency
quantities rather than phase quantities. Second, since a change in w,,, must be accompanied
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by a change in Ve,n;, we have

Viont
H(s) = Kvco (s). (15.15)

in

That is, monitoring the response of V., to variations in w;, indeed yields the response of
the closed-loop system.

The second-order transfer function of (15.13) suggests that the step response of the type I
system can be overdamped, critically damped, or underdamped. To derive the COIldlthI] for
each case, we rewrite the denominator in a familiar form used in control theory, s 2420 wes+

w?, where ¢ is the “damping ratio” and w, is the “natural frequency.” That is,

w?

- Hs)= —F-— .
) §2 4+ 2L wys + w? (13.16)

where

wn, = voLprKppKveo (15.17)
1 [ wreF l
== [ 15.18
¢=3 KppKvco ’ ( )
The two poles of the closed-loop system are given by

S12 = —Lwn /(€2 — D} (15.19)
=(—¢£V¢* = Doy, (15.20)

Thus, if £ > 1, both poles are real, the system is overdamped, and the transient response
contains two exponentials with time constants 1/s; and 1/s,. On the other hand, if £ < 1,
the poles are complex and the response to an input frequency step i, = Awu(t) is equal
to :

Wour(t) = [l — et [cos(w,y/ 1 — £20) + \/1’;—7 sin(wuy/ 1 — §2t)]] Awu(t) (15.21)

1
=[1 — ———e" " sin(w,v/1 — £ 4+ 6)]| Acu(t), , (15.22)
. ‘/1 _ CZ

where Dour denotes the change in the output frequency and 8 = sin™! /1 — ¢2. Thus, as
shown ih Fig. 15.17, the step response contains a sinusoidal component with a frequency
wyy/ 1 — ¢? that decays with a time constant (¢w,)™'. Note that the system exhibits the
same response ifa phase step is applied to the input and the output phase is observed.
The settling speed of PLLs is of great concern in most applications. Equation (15.22)
indicates that the exponential decay determines how fast the output approaches its final
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Doyt

- Figure 15.17 Underdamped response
of PLL to a frequency step.

value, implying that { w, must be maximized. For the type I PLL under study here, (15.17)
and (15.18) yield

1
Loy, = '2‘wLPF- (15.23)

This result reveals a critical trade-off between the settling speed and the ripple on the VCO
control line: the lower @, p r, the greater the suppression of the high—frequcncy components
produced by the PD but the longer the settling time constant.

Example 15.5

A cellular telephone incorporates a 900-MHz phase-locked loop to generate the carrier frequencies.
If wypr == 27 x (20 kHz) and the output frequency is to be changed from 901 MHz to 901.2 MHz,
how long does the PLL output frequency take to settle within 100 Hz of its final value?

Solution

Since the step size is 200 kHz, we have

(1 — 759 sin(w, /1 — £21; + 6)] x 200 kHz = 200 kHz — 100 Hz. " (15.24)
Thus, .
_ . 100 Hz
e sin(wy /1 — L2 +6) = 00 K" (15.25)

.\ ) B
In the worst case, the sinusoid is equal to unity and

e~49rs = 0,0005. (15.26)
That ts,
7.
g = L8 (15.27)
{wn
152
_ 15 , (15.28)
WLPF

= 0.12 ms. (15.29)
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Figure15.18 Underdampedresponse of a second-order
system for various values of ¢.

In addition to the product {w,, the value of ¢ itself is also important. lllustrated in
Fig. 15.18 for several values of { and a constant w,, the step response exhibits severe
ringing for { < 0.5. In view of process and temperature variation of the loop parameters,
¢ is usualty chosen to be greater than +/2/2 or even 1 to avoid excessive ringing.*

The choice of ¢ entails other trade-offs as well. First, (15.18) implies that as wr pr is

reduced to minimize the ripple on the control voltage, the stability degrades. Second, (15.5)

and (15.18) indicate that both the phase error and { are inversely proportionalto KppKyco;
lowering the phase error inevitably makes the system less stable. In summary, the type 1
PLL suffers from trade-offs between the settling speed, the ripple on the control voltage
(i.e., the quality of the output signal), the phase error, and the stability.

The stability behavior of PLLs can also be analyzed graphically, providing more insight.
Recall from Chapter 10 that the Bode plots of the magnitude and phase of the loop gain
readily yield the phase margin. Let us utilize (15.12) to construct such plots. As shown in
Fig. 15.19, the loop gain begins from infinity at w = 0 and falls at a rate of 20 dB/dec for
w < wy pr and atarate of 40 dB/dec thereafter. The phase begins at —90° and asymptotically
reaches —180°,

What happens if a higher KppKvco is chosen so as to minimize ¢,,; — ¢;,? Since
the entire gain plot in Fig. 15.19 is shifted up, the gain crossover moves to the right, thus
degrading the phase margin. This is consistent with the dependence of £ upon KppKyco-

As observed thus far, KppKyco impacts many important parameters of PLLs. This
quantity is sometimes called the lcop gain (even though it is not dimensionless) due to the
resemblance of A¢ = (@, — wy)/(KppKyco) to the error equation in a feedback system.

" The stability behavior of type I PLLs can also be analyzed by the locus of their poles in
the complex plane as the parameter K pp Kveo varies (Fig. 15:20). With KppKyco = 0,

“The value of { may also yield peaking in the transfer function. Thus, some applications require a £ of 5 to 10

to avoid peaking in the presence of higher order poles.
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Figure 15.19 Bode plots of type [ PLL.
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2 Figure 15.20 Root locus of type I
PLL.
the loop is open, { = oo, and the two poles are given by s; = —wppr and s, = 0. As

K pp Kvco increases (i.e., the feedback becomes stronger), £ drops and the two poles, given
by 512 = (—=¢ £ /% — 1)w,, move toward each other on the real axis. For ¢ = 1 (i.e.,
KPDKVCO = wLpp/4), 5] =85 = —Ca),, = —a)Lpp/Z. As KPDKVCO increases further,
the two poles become complex, with a real part equal to —~fw, = —wgpr/2, moving in
parallel with the jw axis.

We recognize from Fig. 15.20 that, as s; and s» move away from the real axis, the system
becomes less stable. In fact, the reader can prove that cos ¢ = ¢ (Problem 15.8), concluding
that as ¢ approaches 90°, { drops to zero.

Another transfer function that reveals the settling behavior of PLLs is that of the error at
the output of the phase subtractor in Fig. 15.16. Defined as H,(s) = (¢in — Oour)/Pin. this
transfer function can be obtained by noting that ¢,y /¢:n = H{s) and, from (15.13),

Hs)=1-— H(s) (15.30)
$2 4+ 28 wps

= 1531
s+ 20w,5 + w, ( )
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As expected, H.(s) — 0if s — 0 because the output tracks the input when the input varies
very slowly or the transient has settled.

Example 15.6

Suppose a type I PLL experiences a frequency step Aw at ¢ = 0. Calculate the change in the phase
error.

Solution

The Laplace transform of the frequency step equals Aw/s. Since H,(s) relates the phase error to the
input phase, we write ®;,(s) = (Aw/s)/s = Aa)/sz. Thus, the Laplace transform of the phase error_is

Pe(s) = He(s)- % (15.32)

s2 4 2Cwps Aw

= 2 7 . 15.33
5242 wps +wE  s2 ( )
From the final value theorem,
Pe(t = 00) = lim sP.(s) (15.34)
s—0
= EA@ (15.35)
wn
- Be (15.36)
KppKvco

which agrees with (15.5).

- 15.2 Charge-Pump PLLs

While type I PLLs have been realized widely in discrete form, their shortcomings often
prohibit usage in high-performance integrated circuits. In addition to the trade-offs between
¢, wppr, and the phase error, type I PLLs suffer from another critical drawback: limited
acquisition range.

15.2.1 Problem of Lock Acquisition

Suppose when a PLL circuit is turned on, its oscillator operates at a frequency far from the
input frequency, i.e., the loop is not locked. Under what conditions does the loop “acquire”
lock? The transition of the loop from unlocked to locked condition is a very nonlinear
phenomenon because the phase detector senses unequal frequencies. The problem of lock
acquisition in type I PLLs has been studied extensively [1, 2], but we state without proof
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that the “acquisition range™ is on the order of @LpF, that is, the loop locks only if the
difference between w;, and w,,, is less than roughly wy pp.5

The problem of lock acquisition further tightens the trade-offs in type IPLLs. If wy pF is
reduced to suppress the ripple on the control voltage, the acquisition range decreases. Note
that even if the input frequency has a precisely controlled value, a wide acquisition range
is often necessary because the VCO center frequency may vary considerably with process
and temperature. In most of today’s applications, the acquisition range of the simple PLL
studied thus far proves inadequate.

In order to remedy the acquisition problem, modern PLLs incorporate frequency detec-
tion in addition to phase detection. Called “aided acquisition” and illustrated in Fig. 15.21,
the idea is to compare w;, and w,,, by means of a frequency detector, generate a dc com-

Vll'l oO——=9

Figure 15.21 Addition of frequency
FD | LPF, VLPF2  detection to increase the acquisition
range.

ponent Vi pp, proportional to w;, — wy, and apply the result to the VCO in a negative-
feedback loop. Atthe beginning, the FD drives w,,, toward w;, while the PD output remains
“quiet.” When @, — w;,| is sufficiently small, the phase-locked loop takes over, acquiring
lock. Such a scheme increases the acquisition range to the tuning range of the VCQ.”

15.2.2 Phase/Frequency Detector and Charge Pump

For periodic signals, it is possible to merge the two loops of Fig. 15.21 by devising a circuit
that can detect both phase and frequency differences. Called a phase/frequency detector
(PFD) and illustrated conceptuaily in Fig. 15.22, the circuit employs sequential logic to
create three states and respond to the rising (or falling) edges of the two inputs. If initially
Q4 = @ = 0, then arising transition on A leadsto Q4 = 1, @ = 0. The circuit remains

5 Acquisition range, tracking range, lock range, capture range, and puil-in range are often used to describe the
behavior of PLLs in the presence of input or VCO frequency variation. For our purposes, the acquisition range,
the capture range, and the pull-in range are the same. The tracking range refers to the input frequency range across
which a locked PLL can track the input. With the addition of frequency detection, the acquisition range becomes
equal to the tracking range (for periodic signals).

5This is a very rough estimate. In practice, the acquisition range may be several times narrower or wider. It is
also assumed that the tuning range of the VCO is large enough not to limit the acquisition range.

"This may not be true if the input is not periodic.
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PFD

L
-
L_I

(@) ®

Figure 15.22 Conceptual operation of a PFD.

in this state until B goes high, at which point {4 returns to zero. The behavior is similar
for the B input.

In Fig. 15.22(a), the two inputs have equal frequencies but A leads B. The output Q4
continues to produce pulses whose width is proportional to ¢4 — ¢p while Q p remains at -
zero. In Fig. 15.22(b), A has a higher frequency than B and Q4 generates pulses while Qg
does not. By symmetry, if A lags B or has a lower frequency than B, then Qp produces
pulses and Q4 remains quiet. Thus, the dc contents of Q4 and Qg provide information
about ¢, — ¢g or ws — wp. The outputs Q4 and Qp are called the “UP” and “DOWN"
pulses, respectively.

Example 15.7

Explain whether a master-slave D flipflop can operate as a phase detectbr or a frequency detector.
Assume the flipflop provides differential outputs.

Solution

As shown in Fig. 15.23(a), we first apply inputs having equal frequencies and a finite phase difference,
assuming the output changes on the rising edge of the clock input. If A leads B, then Vo remains ata
logical ONE indefinitely because the flipflop continues to sample the high levels of A. Conversely, if
A lags B, then V,,,, remains low. Plotted in Fig. 15.23(b), the input-output characteristic of the circuit
displays a very high gain at A¢ = 0, £, - - and a zero gain at other values of A¢. The D flipflop
is sometimes called a “bang-bang” phase detector to emphasize that the average value of Vo, jumps
from —Vj to +V) as A¢ varies from slightly below zero 1o slightly above zero. i
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Now let us assume unequal frequencies for A and B. If the flipflop is to beilave as
a frequency detector, then the average value of Vou: must exhibit different polarities for
ws > wp and w,s < wg. However, as illustrated in Fig. 15.23(c), the average value is zero
in both cases. ' h

The circuit of Fig. 15.22 can be realized in various forms. Figure 15.24(a) shows a
simple implementation consisting of two edge-triggered, resettable D flipflops with their
D inputs tied to a logical ONE. The inputs of interest, A and B, serve as the clocks of the
flipflops. If 04 = O = 0 and A goes high, Q4 rises. If this event is followed by a rising
transition on B, Qp goes high and the AND gate resets both flipflops. In other words, Q 4
and Qp are simultancously. high for a short time but the difference between their average
values still represents the input phase or frequency difference correctly. Each flipflop can be
implemented as shown in Fig. 15.24(b), where two RS latches are cross-coupled. Latch 1
and Latch 2 respond to the rising edges of CK and Reset, respectively.

b—o &

Q
6 Vout

AU UL

Time Average 4 '

Ofvout BII'IIIIIII'III'I'IIII
+V1

~TT 0 T A(])

SN

Ll Rt T T e LR LTI SRR T

: ot
(b) \ (©)

Figure 15.23 (a) D flipflop as a phase detector, (b) input/output characteristic, (c) response of D fipflop to unequal input
frequencies. :
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Voo

A o—

Qg

Figure 15.24 (a) Implementation of PFD, (b) implementation of D flipflop.

Example 15.8

Determine the width of the narrow reset pulses that appear in the Q p waveform in Fig. 15.24(a).

Solution

Figure 15.25(a) illustrates the overall PFD at the gate level. If the circuit begins with A = 1, Q4 =1,
and @p = 0, arising edge on B forces Qg to go low and, one gate delay later, @p to go high. As

Q5 ™ |
l‘ ‘

@ (b)

Figure 15.25
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shown in Fig. 15.25(b), this transition propagates to Reset, E, E, O 4, Reset, F, F, and Qp. Thus,
the width of the pulse on Q' is approximately equal to 10 gate delays.®

It is instructive to plot the input-output characteristic of the above PFD. Defining the
output as the difference between the average values of Q4 and Qp when w, = wp and
neglecting the effect of the narrow reset pulses, we note that the output varies symmetrically
as |Ag| begins from zero (Fig. 15.26). For A¢ = +360°, V,,, reaches its maximum or
minimum and subsequently changes sign. :

—
Vout

- 360° o

—

+360° Ad

Figure 15.26 Input-output characteristic of the three-
state PFD.

How is the PFD of Fig. 15.24(a) utilized in a phase-locked loop? Since the difference
between the average values of Q4 and Qp is of interest, the two outputs can be low-pass
filtered and sensed differentially (Fig. 15.27). However, a more common approach is to
interpose a ‘“charge pump” (CP) between the PFD and the loop filter.

e o —1—W—s
Ao— oK l
] 1
Reset ¢ = ﬁ—“ Vout
Y
BoJCK
I D o N "“"

n——4

Figure 15.27 PFD followed By low-pass filters.

A charge pump consists of two switched current sources that pump charge into or out of
the loop filter according to two logical inputs. Figure 15.28 illustrates a charge pump driven
by a PFD and driving a capacitor. The circuit has three states. If Q4 = Qp = 0, then S,

8This is a rough approximation because the NAND gate, the inverter, and the NOR gates have different delays
and fanouts.
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Figure 15.28 PFD with charge pump.

and $; are off and V,,, remains constant. If Q4 is high and Qp is low, then I; charges Cp.
Conversely, if Q4 is low and Qp is high, then I, discharges Cp. Thus, if, for example, A
leads B, then Q 4 continues to produce pulses and V,,, rises steadily. Called UP and DOWN
currents, respectively, /1 and I; are nominally equal.

Example 15.9
What is the effect of the narrow pulses that appear in the O g waveform in Fig. 15.287

Solution

Since Q4 and Qp are simultaneously high for a finite period (approximately 10 gate delays from
Example 15.8), the current supplied by the charge pump to Cp is affected. In fact, if I; = I, the
current through §) simply flows through S; during the narrow reset pulse, leaving no current to charge
Cp. Thus, as shown in Fig. 15.29, V,,, remains constant after Q g goes high.

Vout

)=

~Y

Figure 15.29




556

Chap. 15 Phase-Locked Loops

The circuit of Fig. 15.28 has an interesting property. If A, say, leads B by a finite amount,
Q 4 produces pulses indefinitely, allowing the charge pump to inject /, into Cp and forcing
Vour to rise steadily. In other words, for a finite input error, the output eventually goes to
+00 or —00, i.e., the “gain” of the circuit is infinity. The consequences of infinite gain are
described below.

15.2.3 Basic Charge-Pump PLL

Let us now construct a PLL using the circuit of Fig. 15.28. Shown in Fig. 15.30 and called
a charge-pump PLL, such an implementation senses the transitions at the input and output,

Vln
¢in
Oin V,
Re vVCo ° (pout
out
Woyt

Figure 15.30 Simple charge-pump PLL.

detects phase or frequency differences, and activates the charge pump accordingly. When
the loop is turned on, w,,; may be far from w;,, and the PFD and the charge pump vary the
control voltage such that w,,, approaches w;,. When the input and output frequencies are
sufficiently close, the PFD operates as a phase detector, performing phase lock. The loop
locks when the phase difference drops to zero and the charge pump remains relatively idle.

As observed above, the gain of the PFD/CP combination is infinite, i.e., a nonzero
(deterministic) difference between ¢;, and ¢,,, leads to indefinite charge buildup on Cp.
What is the consequence of this attribute in a charge-pump PLL? When the loop of Fig. 15.30
is locked, Ve, is finite. Therefore, the input phase error must be exactly zero.® This is in
contrast to the behavior of the type I PLL, in which the phase error is finite and a function
of the output frequency.

To' gain ‘more insight into the operation of the PLL shown in Fig. 15.30, let us ignore
the narrow reset pulses on 04 and Qp and assume that after ¢,,, — ¢;, drops to zero,
the PFD simply produces G4 = @p = 0. The charge pump thus remains idle and Cp
sustains a constant control voltage. Does this mean that the PFD and the CP are no longer
needed?! If V,,,, remains constant for a long time, the VCO frequency and phase begin to

9 As explained in Section 15.3.1, mismatches still yield a finite phase error.
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drift. In particular, the noise sources in the VCO create random variations in the oscillation
frequency that can result in a large accumulation of phase error. The PFD then detects
the phase difference, producing a corrective pulse on @4 or Qp that adjusts the VCO
frequency through the charge pump and the filter. This is why, we stated earlier that the
PLL responds only to the excess phase of waveforms. We also note that, since in Fig. 15.30
phase comparison is performed in every cycle, the VCO phase and frequency cannot drift
substantially.

-

Dynamics of CPPLL In order to quantify the behavior of charge-pump PLLs, we must
develop a linear model for the combination of the PFD, the charge pump, and the low-pass
filter, thereby obtaining the transfer function. We therefore raise two questions: (1) Is the
PFD/CP/LPF combination in Fig. 15.28 a linear system? (2) If so, how can its transfer
function be computed? "

To answer the first question, we test the system for linearity. For example, as illustrated
in Fig. 15.31(a), we double the input phase difference and see if V,,, exactly doubles.

Vour .

t
®)

Figure 15.31 (a) Test of linearity of PFD/CP/LPF combination, (b) ramp approximation of the
response.

Interestingly, the flat sections of V,,,, double but not the ramp sections. After-all, the current
charging or discharging Cp is constant, yielding a constant slope for the ramp—an effect
similar to slewing in op amps. Thus, the system is not linear in the strict sense. To overcome
this quandary, we approximate the output waveform by a ramp [Fig. 15.31(b)], arriving ata
linear relationship between V,,; and A¢. In a sense, we approximate a discrete-time system
by a continuous-time model.

To answer the second question, we recall that the transfer function is the Laplace trans-
form of the impulse response, requiring that we apply a phase difference impulse and
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.

compute V,,, in the time domain. Since a phase difference impulse is difficult to visualize,
we apply a phase difference step, obtain V,,,,, and differentiate the result with respect to time,

Let us assume the input period is T;, and the charge pump provides a current of +/p to
the capacitor. As shown in Fig. 15.32, we begin with a zero phase difference and, at t = 0,
step the phase of B by ¢y, i.e., A¢ = @ou(r). As aresult, @, or Qp continues to produce

Figure 15.32 Step response of PFD/CP/LPF combination.

pulses that are ¢oT;, /(2r) seconds wide, raising the output voltage by (Ip/Cp)goTin/(27)
in every period.’® Approximated by a ramp, V,,, thus exhibits a slope of (Ip/Cp)po/(2) .
and can be expressed as

Ip
Vou (t) = t- t). 37
«(1) 272Gy Gou(t) (15.37)
The in_lpulse response is therefore given by
Ip
h(t) = 1), 15.38
- (1) InCo u(t) ( )
yielding the transfer function »
Vout IP 1 -
= <= 15.39
Ag (5) 2nCp s (15.39)

Consequently, the PFD/CP/LPF combination contains a pole at the origin, a point of contrast
to the PD/LPF circuit used in the type [ PLL. In analogy with the expression Ky¢o /s, we
call /p /(27 Cp) the “gain” of the PFD and denote it by Kppp.

Example 15.10

Suppose the output quantity of interest in the circuit of Fig. 15.28 is the current injected by the charge
pump into the capacitor. Determine the transfer function from A¢ to this current, f,,;.

10We neglect the effect of the narrow reset pulses that appear in the other output.
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Solution
Since Vour (8) = Iout /(Cps), we have

Tous | _ IP
Y s)= Pt (15.40)

Lét us now construct a linear model of charge-pump PLLs. Shown in Fig. 15.33, the
model gives an open-loop transfer function '

cbout(s)l _ Ir Kyco
Dy open 2JTCP 52 .

(15.41)

Since the loop gain has two poles at the origin, this topology is called a “type 1I” PLL. The
closed-loop transfer function, denoted by H (s) for the sake of brevity, is thus equal to

IpKyco

2nC P
IpKyco '
2nC P
This result is alarming because the closed-loop system contains two imaginary poles at
512 = tj/TpKvco/2nCp) and is therefore unstable. The instability arises because
the loop gain has only two poles at the origin, (i.e., two ideal integrators). As shown in
Fig. 15.34(a), each integrator contributes a constant phase shift of 90°, allowing the system
to oscillate at the gain crossover frequency.

H(s) = (15.42)

52+

PFD/CP/LPF vCOo
¢In °—~'—: IP l— cho o ¢out
: 27 CP §|:

Figure 15.33 Linear model of simple charge-pump PLL.

In order to stabilize the system, we must modify the phase characteristic such that
the phase shift is less than 180° at the gain crossover. As shown in Fig. 15.34(b), this is
accomplished by introducing a zero in the loop gain, i.e., by adding a resistor in series with
the loop filter capacitor (Fig. 15.35). Using the result of Example 15.10, the reader can
prove (Problem 15.11) that the PFD/CP/LPF now has a transfer function

Vour IP 1
=—|R — . 15.43
ro ™ 27:( ”+cps) (1543)
It follows that the PLL open-loop transfer function is equal to - '

Do Ip I \Kvco
=R —_ ,
b, (5 lopen 2w ( Pt cps) )

(15.44)
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Figure 15.34 (a) Loop gain characteristics of simple charge-pump PLL, (b) addition of zero.

VCO [ Vour

Figure 15.35 Addition of zero to charge-pump PLL.

and hence
IpK
S (ReCps +1)
H(s) = . tp 7, . (15.45)
24K R K
§° 4+ o Lveo ps + mCr veco
The closed-loop system contains a zero at s, = —1/(RpCp). Using the same notation as

that for the type I PLL, we have

n

[IpKyco
= |— 15.46
et 27t'CP ( )
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R 1 K
= B [1pCrRyco (15.47)
2 2n

As expected, if Rp = 0, then ¢ = 0. With complex poles, the decay time constant is given
by 1/({wn) = 4n/(RpIpKvco).

Stability Issues The stability behavior of type II PLLs is quite different from that of
type I PLLs. We begin the analysis with the Bode plots of the loop gain [Eq. (15.44)]. Shown
in Fig. 15.36, these plots suggest that if Ip Kyvco decreases, the gain crossover frequency

20log|Hopen| &

Lower /p Kyco

0 , -
\\Q log®
P log®
0 -
[+]
-90
180" Figure 15.36 Stability degradation
H Y of charge-pump PLL as IpKyco
Lopen decreases.

moves toward the origin, degrading the phase margin. Predicted by (15.47), this trend is in
sharp contrast to that expressed by (15.18) and illustrated in Fig. 15.19.

It is also possible to construct the root locus of the closed-loop system in the complex
plane. For IpKyco = 0 (e.g., Ip = 0), the loop is open and both poles lie at the origin. For
IpKyco > 0, we have, 517 = —Cw, £ @,4/¢? — 1, and, since { o +/Ip Kvco, the poles
are complex if /pKyco is small. The reader can prove (Problem 15.14) that as IpKyco
increases, s, and s, move on a circle centered at 0 = —1/(RpCp) with aradius 1/(RpCp)
(Fig. 15.37). The poles return to the real axis at { = 1, assuming a value of —2/(RpCp).
For ¢ > 1, the poles remain real, one approaching —1/(RpCp) and the other going to —o0
as IpKyco — +oo. Since for complex s; and s,, { = cos ¢, we observe that as /p Kyco
exceeds zero, the system becomes more stable. ' '

Figure 15.37 Root locus of type II
PLL.




562 ‘ Chap. 15  Phase-Locked Loops

The compensated type II PLL of Fig. 15.35 suffers from a critical drawback. Since the
charge pump drives the series combination of Rp and Cp, each time a current is injected into
the loop filter, the control voltage experiences a large jump, Even in the locked condition,
the mismatches between I; and I and the charge injection and clock feedthrough of §;
and S, introduce voltage jumps in V,,,,. The resulting ripple severely disturbs the VCO,
corrupting the output phase. To relax this issue, a second capacitor is usually added in
parallel with Rp and Cp (Fig. 15.38), suppressing the initial step. The loop filter now is of

r4— Vour

Figure 15.38 Addition of C; to reduce ripple on the control line.

second order, yielding a third-order PLL and creating stability difficulties [4]. Nonetheless,
if C; is about one-fifth to one-tenth of Cp, the closed-loop time and frequency responses
remain relatively unchanged.

Equation (15.47) implies that the loop becomes more stable as Rp increases. In reality,
as Rp becomes very large, the stability degrades again. This effect is not predicted by
the foregoing derivations because we have approximated the discrete-time system by a
continuous-time loop. A more accurate analysis is given in [2], but simulations are often
necessary to determine the stability bounds of CPPLLs,

15.3 Nonideal Effects in PLLs
15.3.1 PFD/CP Nonidealities

Several imperfections in the PFD/CP circuit lead to high ripple on the control voltage even

. when the loop is locked. As mentioned earlier, the ripple modulates the VCO frequency,

producing a waveform that is no longer periodic. In this section, we study these nonidealities.

The PFD implementation of Fig. 15.24(a) generates narrow, coincident pulses on both

Q. and Qp even when the input phase difference is zero. As illustrated in Fig. 15.39, if

A and B rise simultaneously, so do Q4 and Q p, thereby activating the reset. That is, even

when the PLL is locked, Q4 and Q5 simultaneously turn on the charge pump for a finite
period Tp A 10Ty, where T, denotes the gate delay (Example 15.8).
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LT

Figure 15.39 Coincident pulses
- generated by PFD with zero phase
difference.

What are the consequences of the reset pulses on @ 4 and Q g? To understand why these
pulses are desirable, we consider a hypothetical PFD that produces no pulses for a zero
input phase difference [Fig. 15.40(a)]. How does such a PFD respond to a small phase
error? As shown in Fig. 15.40(b), the circuit generates very narrow pulses on Q4 or Qp.

t

~Y

(@ (b)

Figure 15.40 Output waveforms of a hypothetical PD with (a) zero input phase difference, and
(b) a small input phase difference.

However, owing to the finite risetime and falltime resulting from the capacitance seen at
these nodes, the pulse may not find enough time to reach a logical high level, failing to turn
on the charge pump switches. In other words, if the input phase difference, A, falls below
a certain value ¢y, then the output voltage of the PFD/CP/LPF combination is no longer a
function of A¢. Since, as depicted in Fig. 15.41, for |A¢| < ¢ the charge pump injects
Charge Pump A \

‘Current . +Ip.

" Figure i541 Dead zone in the charge
pump current.
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no current, Eq. (15.41) implies that the loop gain drops to zero and the output phase is not
locked. We say the PFD/CP circuit suffers from a dead zone equal to d-¢pg around A¢ = Q.

The dead zone is highly undesirable because it allows the VCO to accumulate as much
random phase error as ¢o with respect to the input while receiving no corrective feedback.
Thus, as illustrated in Fig. 15.42, the zero crossing points of the VCO output experience
substantial random variations, an effect calied “jitter.”

Input -J
VCO Output | | I I |

Figure 15.42 Jitter resulting from the dead zone.

-~y

Interestingly, the coincident pulses on Q4 and Qp can eliminate the dead zone. This is
because, for A¢ = 0, the pulses always turn on the charge pump if they are sufficiently wide.
Consequently, as shown in Fig. 15.43, an infinitesimal increment in the phase difference

-~y

Ap=0 A¢#0

Figure 15.43 Response of actual PD to a small input phase difference.

results in a proportional increase in the net current produced by the charge pump. In other
words, the dead zone vanishes if Tp is long enough to allow Q4 and Qp to reach a valid
logical level and turn on the switches in the charge pump.

While eliminating the dead zone, the reset pulses on @4 and Qp introduce other dif-
ficulties. Let us first implement the charge pump using MOS transistors [Fig. 15.44(a)].
Here, M, and M, operate as current sources and M3 and M, as switches. The output Q 4 is
inverted so that when it goes high, M4 turns on.

The first issue in the circuit of Fig. 15.44(a) stems from the delay difference between
04 and QO in turning on their respective switches. As shown in Fig. 15.44(b), the net
current injected by the charge pump into the loop filter jumps to +/p and —/p, disturbing
the oscillator control voltage periodically even if the loop is locked. To suppress this effect,



Sec. 15.3 Nonideal Effects in PLLs - 565

Q | |
A o—] B
el [ L
PFD |/ pal
Bol Ip3 f |
Net =t e
Current
-Ip
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t
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PFD

Figure 15.44 ‘(a‘) Implementation of charge pump, (b) effect of skew between Oa and O3,
(c) suppression of skew by a pass gate.

a complementary pass gate can be interposed between Q' and the gate of M3, equalizing
the delays [Fig. 15.44(c)].

The second issue in the CP of Fig. 15.44(c) relates to the mismatch between the drain
currents of M; and M. As depicted in Fig. 15.45(a), even with perfect alignment of the UP
and DOWN pulses, the net current produced by the charge pump is nonzero, changing Veon
by a constant increment at each phase comparison instant. How does the PLL respond to this
error? For the loop to remain locked, the average value of the control voltage must remain
constant. The PLL therefore creates a phase error between the input and the output such that
the net current injected by the CP in every cycle is zero [Fig. 15.45(b)]. The relationship
between the current mismatch and the phase error is determined in Problem 15.12. It is
important to note that (1) the control voltage still experiences a periodic ripple, (2) owing
to the low output impedance of short-channel MOSFETs, the current mismatch varies
with the output voltage (i.e., with the VCO frequency), and (3) the clock feedthrough and
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Q | .
Qga [ l Qsp i | |
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ot t

(a) (b)

Figure 15.45 Effect of UP and DOWN current mismatch,

charge injection mismatch between M; and M, further increases both the phase error and

the ripple. )
The third issue in the circuit of Fig. 15.44(c) originates from the finite capacitance seen

at the drains of the current sources. Suppose, as illustrated in Fig. 15.46(a), S; and S, are
off, allowing M, to discharge X to ground and My to charge Y to Vpp. At the next phase
comparison instant, both ) and $, turn on, Vy rises, Vy falls, and Vy = Vy = V,,,, if the
voltage drop across S; and S, is neglected [Fig. 15.46(b)). If the phase error is zero and

Voo Vy
v,
b2 '—IY M, T Cy Vour
S,
Veont Veont
5y
X I CP Cp VX
i t

() , (b)

Figure 15.46 Charge sharing between Cp and capacitances at X and Y.

Ip1 = |Ip3|, does V., remain constant after the switches turn on? Even if Cy = Cy, the
change in Vy is not equal to that in Vy. For éxample, if Veon is relatively high, Vy changes
by a large amount and Vy by a small amount. The difference between the two changes must
therefore be supplied by Cp, leading to a jump in V,,,, .

The above charge sharing phenomenon can be suppressed by “bootstrapping.” Illustrated
in Fig. 15.47 [3], the idea is to “pin” Vy and Vy to V,,, after phase comparison is finished.
When §; and S, turn off, $; and S, turn on, allowing the unity-gain amplifier to hold nodes
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Figure 15.47 Bootstrapping X and Y
to minimize charge sharing.

X and Y at a potential equal to V... Note that the amplifier need not provide much current
because I; & I». At the next phase comparison instant, $; and S, turn on, S3 and S, turn off,
and Vy and Vy begin with a value equal to V4. Thus, no charge sharing occurs between
Cp and the capacitances at X and Y.

15.3.2 Jitter in PLLs

The response of phase-locked loops o jitter is of extreme importance in most applications.
We first describe the concepts of jitter and the rate of change of jitter.

As shown in Fig, 15.48, a strictly periodic waveform, x,(¢), contains zero crossings that
are evenly spaced in time. Now consider the nearly periodic signal x2(¢), whose period

Ts
x(t) a-—w

~Y.

M — 3 [
- E L | t
et ey :
TB + Aﬁ TB + ATZ q)tot'l i
Total , s g
Phase 1ot
t
Excess bext
Phase — M -
\ t

ex2

Figure 15.48 Ideal and jittery waveforms.
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experiences small changes, deviating the zero crossings from their ideal points. We say the
latter waveform suffers from jitter.!! Plotting the total phase, ¢, and the excess phase,
ex, of the two waveforms, we observe that jitter manifests itself as variation of the excess
phase with time. In fact, ignoring the harmonics above the fundamental, we can write
x1(t) = Acoswt and x»(t) = A cos{wt + @,(¢)], where ¢,(t) models the variation of the
period.!?

The rate at which the jitter varies is also important. Consider the two jittery waveforms
depicted in Fig. 15.49. The first signal, y,(f), experiences “slow jitter” because its instan-
taneous frequency varies slowly from one period to the next. The second signal, y,(r),

y1(t)
—_— —
] t
y2(t) — —
— t
Excess Dexe
Phase % ~
>~ t
¢ex2

Figure 15.49 Illustration of slow and fast jitter.

experiences “fast jitter.” The rate of change is also evident from the excess phase plots of
the two waveforms. '

Two jitter phenomena in phase-locked loops are of great interest: (a) the input exhibits
jitter, and (b) the VCO produces jitter. Let us study each case, assuming the input and output
waveforms are expressed as x;, (1} = A cos[wf + @i, (£)] and x,,,(t) = A cos{wt + Py (1)].

The transfer functions derived for type I and type II PLLs have a low-pass characteristic,
suggesting that if ¢;,(¢) varies rapidly, then ¢,,,(#) does not fully track the variations. In
other words, slow jitter at the input propagates to the output unattenuated but fast jitter does
not. We say the PLL low-pass filters ¢;,(¢). _

Now suppose the input is strictly periodic but the VCO suffers from jitter. Viewing jitter
as random phase variations, we construct the model depicted in Fig. 15.50, where the input
excess phase is set to zero [i.e., x;, (t) = A cos wt] and a random component @y ¢ o is added
to the output of the VCO to represent its jitter. The reader can show that the transfer function
from $yco to O,y for a type H PLL is equal to

Pow s?
5) = .
Pyco 52 + 2L w,s + W}

(15.48)

I Jitter is quantified by several different mathematical definitions, e.g., as in [5].
2The quantity ¢, () {or more commonly its spectrum) is called the “phase noise.” In this book, we assume

- the jitter is uniquely represented by ¢,(¢).
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Figure 15.50 Effect of VCO jitter.

Interestingly, the characteristic has a high-pass nature, indicating that slow jitter compo-
nents generated by the VCO are suppressed but fast jitter components are not. This can
be understood with the aid of Fig. 15.50: If ¢vco(r) changes slowly (e.g., the oscillation
period drifts with temperature), then the comparison with ¢;, = 0 (i.e., a perfectly periodic
signal) generates a slowly varying error that propagates through the LPF and adjusts the
VCO frequency, thereby counteracting the change in ¢vco. On the other hand, if ¢vco
varies rapidly, (e.g., high-frequency noise modulates the oscillation period), then the error
produced by the phase detector is heavily attenuated by the poles in the loop, failing to
correct for the change.

Figure 15.51 conceptually summarizes the response of PLLs to input jitter and VCO jitter.
Depending on the application and the environment, one or both sources may be significant,
requiring an optimum choice of the loop bandwidth.

¢out “
O

¢ out

dvco

Rate of Ehange Rate of Ehange
of din of dvco

Figure 15.51 Transfer functions of jitter from input and VCO to the output.

15.4 Delay-Locked Loops

A variant of PLLs that has become popular in the past ten years is the delay-locked
loop. To arrive at the concept, let us begin with an example. Suppose an application re-
quires four clock phases with a precise spacing of AT = 1 ns between consecutive edges
{Fig. 15:52(a)]. How should these phases be generated? We can use a two-stage differential
ring oscillator’ to produce the four phases, but how do we guarantee that AT = 1 ns

13 A explained in Chapter 14, a simple two-stage CMOS ring oscillator may not oscillate. This example is
merely for illustration purposes.
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CK, CKy  CK, CK,
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Figure 15.52 (a) Clock phases with edge-to-edge delay of 1 ns, (b) use of a phase-locked ring oscillator to generate
the clock phases.

CKin

despite process and temperature variations? This requires that the oscillator be locked to a
250-MHz reference so that the output period is exactly equal to 4 ns [Fig. 15.52(b)].

An alternative approach to generating the clock phases of Fig. 15.52(a) is to apply the
input clock to four delay stages in a cascade. Illustrated in Fig. 15.53(a), this technique
nonetheless does not produce a well-defined edge spacing because the delay of each stage

CKy CK, CK; CK,

I

p —

() (b)
Figure 15.53 (a) Generation of clock edges by delay stages, (b) simple delay-locked loop.

varies with process and temperature. Now consider the circuit shown in Fig. 15.53(b), where
the phase difference between CK;, and C K4 is sensed by a phase detector, a proportional
average voltage, Ve, is generated, and the delay of the stages is adjusted with negative
feedback. For a large loop gain, the phase difference between C Kin and CK, is small, that
is, the four stages delay the clock by almost exactly one period, thereby establishing precise
edge spacing.'* This topology is called a delay-locked loop to emphasize that it incorporates
a voltage-controlled delay line (VCDL) rather than a VCO. In practice, a charge pump is

14The total delay through the four stages may be equal to two or more periods. We return to this issue later.
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interposed between the PD and the LPF to achieve an infinite loop gain. Each delay stage
may be based on one of the ring oscillator stages described in Chapter 14.

The reader may wonder about the advantages of DLLs over PLLs. First, delay lines are
generally less susceptible to noise than oscillators are because corrupted zero crossings
of a waveform disappear at the end of a delay line whereas they are recirculated in an
oscillator, thereby experiencing more corruption. Second, in the VCDL of Fig. 15.53(b), a
change in the control voitage immediately changes the delay, that is, the transfer function
@1 (5)/ Veons(s) 1s simply equal to the gain of the VCDL, Kvcepy. Thus, the feedback
systern of Fig. 15.53(b) has the same order as the LPF and its stability and settling issues
are more relaxed than those of a PLL.

Example 15.11

Determine the closed-loop transfer function of the DLL shown in Fig. 15.54.

¢in¢ \ —T"°¢out

B

Figure 15.54

|

CP

Y

PD

cont

-II—II———

Solution
From Example 15.10, we write the transfer function of the PD/CP/LPF combination as

Veon: Ip i 1
)= —1 | R — = 15.49
AdD © 2n {( Pt Cps J1 Cas ( )
1 RpC 1
_Ir plps+ ‘ (15.50)
2m (RpCpCas + Cp + Cy)s
The closed-loop transfer function is thus equal to
IpK
0, —P—-z‘;ﬁ)—{"(RPC’PS +1)
5 .
®;, “(5)leosed = RpCpCas2 +[Cp + C2+ IpKvcpLRpCp/(2r)is + 1pKycpL/(2R)
(15.51)

This transfer function can be used to determine how @y settles if ¢, experiences a change. Note
that in practice Rp may not be needed because the loop contains only one pole at the origin.




572

Chap. 15 Phase-Locked Loops

The principal drawback of DLLs is that they cannot generate a variable output frequency.
This issue becomes clearer when we study the frequency synthesis capabilities of PLLs in
Section 15.5.1. DLLs may also suffer from locked delay ambiguity. That is, if the total
delay of the four stages in Fig. 15.53(b) can vary from below T}, to above 27;,, then the
loop may lock with a CK;,-to-C K4 delay equal to either T}, or 27},. This ambiguity proves
detrimental if the DLL must provide precisely-spaced clock edges because the edge-to-
edge delay may settle to 27;,/4 rather than T}, /4. In such cases, additional circuitry is
necessary to avoid the ambiguity. Also, mismatches between the delay stages and their load
capacitances introduce error in the edge spacing, requiring large devices and careful layout.

15.5 Applications

After nearly 70 years since its invention, phase locking continues to find new applica-
tions in electronics, communication, and instrumentation. Examples include memdries,
microprocessors, hard disk drive electronics, RF and wireless transceivers, and optical fiber
-Teceivers.
The reader may recall from Section 15.1.2 that a PLL appears no more useful than a short
piece of wire because both guarantee a small phase difference between the input and the
‘output. In this section, we present a number of applications that demonstrate the versatility
of phase locking. The concepts described below have been the topic of numerous books
and papers, e.g., [6, 7].

15.5.1 Frequency Multiplication and Synthesis

Frequency Multiplication A PLL can be modified such that it multiplies its input
frequency by a factor of M. To arrive at the implementation, we exploit an analogy with
voltage multiplication. As depicted in Fig. 15.55(a), a feedback system amplifies the input

Vin

—o Vour
=n fin o—1 PFD 1= cPALPF |-»] vcoO f out
= Hy
s ]
zn, N
I fo M
(2) (b)

Figure 15.55 (a) Voltage amplification and (b) frequency multiplication.

voltage by a factor of M if the output voltage is divided by M lie,if Ry/(R + Ry) = 1/M]
and the result is compared with the input. Thus, as shown in Fig. 15.55(b), if the output
frequency of a PLL is divided by M and applied to the phase detector, we have f,,, = M fin.
From another point of view, since fp = Jour/M and fp and f;,, must be equal in the locked
condition, the PLL multiplies f;, by M. The =M circuit is realized as a counter that produces
one output pulse for every M input pulses.
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As with voltage division in Fig. 15.55(a), the feedback divider in the loop of Fig. 15.55(b)
alters the system characteristics. Using (15.44), we rewrite (15.45) as

Ip 1 \Kvco
IR B Brnl A
2n( P+cps) s

H(s) = 1 T 1, . 1 Kveo (15.52)
*ffm( ”*f:;) ;
—I—;K%O—(RPCPS + 1)
= Ttp : (15.53)
S2+I£_cho Rps + Ip Kyco
21 M 2nCp M

Note that H{s) — M ass — 0, i.e., phase or frequency changes at the input result in an M-
fold change in the corresponding output quantity. Comparing the denominators of (15.45)
and (15.53), we observe that frequency division in the loop manifests itself as division of
Kvco by M. In other words, as far as the poles of the closed-loop system are concerned, we
can assume the oscillator and the divider form a VCO with an equivalent gain of Kvco /M.
This is of course to be expected because, for the VCO/divider cascade shown Fig, 15.56,

we have
wo + KvcoV,
Do = ——— oo (15.54)
w K
= mME, + %vm. (15.55)

Thus, the combination cannot be distinguished from a VCO having an intercept frequency
of wy/M and a gain of Kvco/M.

.................................................

Figure 15.56 Equivalency of VCO/divider combination to
a single VCO,

The foregoing discussion suggests that (15.46) and (15.47) can be respectively rewritten

as
Ip Kvco
= 15.56
@ WCr M (15.56)
Rp [IpCp Kyco
= — ) — 15.57
¢ 2 2 M ( )
Also, the decay time constant is modified to (g’w,,)_l = 4nM/(RplpKycp). It follows

that inserting a divider in a type I loop degrades both the stability and the settling speed,
requiring a proportional increase in the charge pump current.
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The frequency-multiplying loop of Fig. 15.55(b) exhibits two interesting properties.
First, unlike the voltage amplifier of Fig. 15.55(a), the PLL provides a multiplication factor
exactly equal to M, an attribute resulting from the infinite loop gain and expressed by
Eq. (15.53). Second, the output frequency can be varied by changing the divide ratio M,
an extremely useful property in synthesizing frequencies. Note that DLLs cannot perform
such synthesis.

Frequency Synthesis Some systems require a periodic waveform whose frequency (a)
must be very accurate (e.g., exhibit an error less than 10 ppm), and (b) can be varied in very
fine steps (e.g., in steps of 30 kHz from 900 MHz to 925 MHz). Commonly encountered
in wireless transceivers, such requirements can be met through frequency multiplication by
PLLs. -

Figure 15.57 shows the architecture of a phase-locked frequency synthesizer. The channel
control input is a digital word that varies the value of M. Since Jour = Mfrgr, the relative
accuracy of f,,, is equal to that of frzr. For this reason, frgs is derived from a stable,
low-noise crystal oscillator. Note that f,,,, varies in steps equal to frpr if M changes by
one each time.

fHEF0—> PFD =1 CP/LPF VvCO foul

Y

=M

A3

Channel
Controi

Figure 15.57 Frequency synthesizer.

CMOS frequency synthesizers achieving gigahertz output frequencies have been re-
ported. Issues such as noise, sidebands, settling speed, frequency range, and power dissi-
pation continue to challenge synthesizer designers.

15.5.2 Skew Reduction

The earliest usage of phase locking in digital systems was for skew reduction, Suppose a
synchronous pair of data and clock lines enter a large digital chip as shown in Fig. 15.58.
Since the clock typically drives a large number of transistors and long interconnects, it
is first applied to a large buffer. Thus, the clock distributed on the chip may suffer from
substantial skew with respect to the data, an undesirable effect because it reduces the timing
budget for on-chip operations.

Now consider the circuit shown in Fig. 15.59, where CK, is applied to an on-chip PLL
and the buffer is placed inside the loop. Since the PLL guarantees a nominally-zero phase
difference between CK;, and CKp, the skew is eliminated. From another point of view,
the constant phase shift introduced by the buffer is divided by the infinite loop gain of
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Figure 15.58 Skew between data and buffered clock.
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Figure 15.59 Use of a PLL to eliminate skew.

the feedback system. Note that the VCO output, Vy o, may not be aligned with CK;,, a
nonetheless unimportant issue because Vycgo is not used.

Example 15.12

Construct the voltage-domain counterpart of the loop shown in Fig. 15.59.

Solution

The buffer creates a constant phase shift in the signal generated by the VCO. The voltage-domain
counterpart therefore assumes the topology shown in Fig. 15.60. We have

Vin ~ Vour)A + Vi = Vour (1558)
and hence
AVin + Vy
Vour = ———. 15.59
out 1+ A ( }
As A — 00, Vour = Vin.
Vm

V. o +
in b —O0 Vou‘

Figure 15.60
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We should note that the skew can be suppressed by a delay-locked loop as well. In
fact, if frequency multiplication is not required, DLLs are preferred because they are less
susceptible to noise.

15.5.3 Jitter Reduction

Recall from Section 15.3.2 that PLLs suppress fast jitter components at the input. For
example, if a 1-GHz jittery signal is applied to a PLL having a bandwidth of 10 MHz, then
input jitter components that vary faster than 10 MHz are attenuated. In a sense, the phase-
locked loop operates as a narrowband filter centered around 1 GHz with a total bandwidth
of 20 MHz. This is another important and useful property of PLLs.

Many applications must deal with jittery waveforms. Random binary signals expe-
rience jitter because of (a) crosstalk on the chip and in the package (Chapter 18), (b)
package parasitics (Chapter 18), (c) additive electronic noise of devices, etc. Such wave-
forms are typically “retimed” by a low-noise clock so as to reduce the jitter. Illustrated
in Fig. 15.61(a), the idea is to resample the midpoint of each bit by a D flipflop that

M\ e mLIL
Juut

(a)
Dinog D v
al——o
CK out
Clock Recovery _I——
Circuit '
(b}

Figure 15.61 (a) Retiming data with D flipflop driven by a
low-noise clock, (b) use of a phase-locked clock recovery circuit
to generate the clock.

is driven by the clock. However, in many applications, the clock may not be available
independently. For example, an optical fiber carries only the random data stream, pro-
_viding no separate clock waveform at the receive end. The circuit of Fig. 15.61(a) is
therefore modified as shown in Fig. 15.61(b), where a “clock recovery circuit” (CRC)
produces the clock from the data. Employing phase locking with a relatively narrow
loop bandwidth, the CRC minimizes the effect of the input jitter on the recovered
clock.
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Problems o R o

Unless otherwise stated, in the following problems, use the device data shown in Table 2.1 and assume
Vpp = 3 V where necessary. Also, assume all transistors are in saturation.

15.1.

15.2.

15.3.
15.4.

15.5.

15.6.

157,

15.8.
15.9.

15.10.

15.11

15.12.

15.13.

15.14.

15.15.

15.16.

The Gilbert cell (Chapter 4) operates as an XOR gate with large input swings and as an analog
multiplier with small input swings. Prove that an analog multiplier can be used to detect the
phase difference between two sinusoids. Is the input-output characteristic of such a phase
detector linear?

Redraw the waveforms of Fig. 15.4(b) if the VCO frequency is lowered at ¢ = 11. If the phase
error between Veg and Vyco before £ = ¢y is equal to ¢p and fyco is lowered from fg to
f1, determine the minimum 7; — #; that is sufficient for phase alignment.

Explain why the low-pass filter in Fig. 15.5(b) cannot be replaced by a high-pass filter.

A PLL using an XOR gate as a phase detector locks with ¢in — @our = 90° if KppKvco is
large. Explain why?

Using the characteristic of Fig. 15.3 as an example, explain why the polarity of feedback in a
PLL (without frequency detection) is unimportant. (Hint: prove that the locp locks regardless
of whether the initial phase difference falls in the positive-slope region or the negative-slope
region.)

Assuming a first-order LPF in Fig. 15.14, determine the transfer function @,/ Pex, Where
®,,; denotes the excess phase of V.

A VCO used in a type I PLL exhibits nonlinearity in its input-output characteristic, ie,Kvco
varies across the tuning range. If the damping ratio must remain between 1 and 1.5, how much
variation can be tolerated in Kycp?

Prove that in the root locus of Fig. 15.20, cos = {.

A type I PLL incorporates a VCO with Kyco = 100 MHz/V, a PD with Kpp = 1 V/rad,
and an LPF with wz pr = 27(1 MHz). Determine the step response of the PLL.

Explain why in the charge-pump PLL of Fig. 15.35, the control voltage of the VCO cannot
be connected to the top plate of Cp. :

Prove that the transfer function of the PFD/CP/LPF circuit in Fig. 15.35 is given by Eq. (15.43).

As illustrated in Fig. 15.45, mismatches between the UP and DOWN currents translate to
phase offset at the input of a CPPLL. With the aid of the waveforms in Fig. 15.45, calculate

- the phase offset in terms of current mismatch.

Fora VCO, we have wpy; = @+ Kveco Veon:. The control line experiences a small sinusoidal
ripple, Veont = Vim cos wpt. If the VCO is followed by a ~ M circuit, determine the output
spectrum of the divider. Consider two cases: wg/M > @m and wg/M < wp.

Prove that the root locus of a type II PLL is as shown in Fig. 15.37.

Determine the transfer function @,/ ey for the circuit of Fig. 15.14 if the PLL is modified
to the architecture of Fig. 15.35.

When a charge-pump PLL incorporating-a PFD is turned on, the VCO frequency may be far
from the input frequency. Explain why the order of the PLL transfer function is lower by one
while the PFD operates as a frequency detector.

&,
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Chapter 16

Short-Channel Effects and
Device Models

The square-law characteristics derived for MOSFETs in Chapter 2 provide moderate accura-
cies for devices with minimum channel lengths of greater than 4 ptm, a value corresponding
to technologies in production in the early 1980s. As device dimensions continue to scale
down, reaching below 0.2 um by the year 2000, higher order effects necessitate more
complex models so as to attain enough accuracy in simulations.

The problem of device models in CMOS technology has ¢onstantly haunted analog
designers, manifesting itself as substantial discrepancies between simulated and measured
results. A number of comprehensive books [1, 2, 3] and hundreds of papers deal with the
subject in great detail, but our objective here is to provide a basic understanding of short-
channel effects and review some of the SPICE models developed to reflect such phenomena.
Knowledge of these issues also proves useful in interpreting the anomalies that the designer
may encounter in SPICE simulations.

We first describe the ideal scaling theory of MOS transistors. Next, we study short-
channel effects such as threshold voltage variation, velocity saturation, and the dependence
of the output impedance on the drain-source voltage. We then review MOS device models,
including Levels 1-3 and the' BSIM series. Finally, we discuss charge and capacitance
modeling, temperature dependence, and process corners.

16.1 Scaling Theory

The two principal reasons for the dominance of CMOS technology in today’s semicon-
ductor industry are the zero static power dissipation of CMOS logic and the scalability
of MOSFETSs. In a paper published in 1974 [4], Dennard et al. recognized the tremendous
potential of scaling MOS transistors, making predictions about speed and power dissipation
of digital CMOS circuits as devices are shrunk.

The ideal scaling theory follows three rules: (1) reduce all lateral and vertical dimensions
by a(> 1);(2) reduce the threshold voltage and the supply voltage by «; (3) increase all of the
doping levels by & (Fig. 16.1). Since the dimensions and voltages scale together, all electric
fields in the transistor remain constant, hence the name “constant-field scaling.” Note that
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_n* ) n*J

Figure 16.1 Ideal scaling of MOS transistor.

W, L, to, Vop, Vra, and the depth and perimeter of the source and drain junctions scale

down by «.
Let us examine the saturation drain current of a square-law device after scaling. Writing
1 W/O! VGS VTH 2
] sca = < HMn Cox -, - - 16.1
D.scaled 2/-/«(01 )(L/a)(a » (16.1)
1 w 1
= ~finCor —Vgs — Vru)'=, (16.2)
2 L o :

we observe that the current capability of the transistor drops by a factor of o. Note that
the same result applies for the drain current in the triode region. The advantage of scaling,
however, lies in the reduction of capacitances and power dissipation. The total channel
capacitance’is

WL .
Censcaled = —(@Cyy) (16.3)
o w

1
= —WLC,,. (16.4)
[04

To calculate the source/drain junction capacitance, we first analyze the effect of ideal
scaling on the total width of the depletion region. Recall that this width is given by

W, = 26“'(i ! v 16.5
= p NAJr*A}"E)(Qf’B ®), (16.5)

where N4 and Np denote the doping levels: of the two sides of the junction, ¢; =
VrIn(NsNp/n?), and Vg is the reverse-bias voltage. The built-in potential, ¢, is a weak
function of NyNp and in fact it increases if NoNp is scaled up by o?. For now, we
assume Vg > ¢p so that

Qe { 1 1\ Vi
- Wi scated & —} = 16.6
d scaled \/q (aNA +aND) a (16.6)

NI 2¢€5; 1 N 1 v (16.7)
a\ g \Ns Np) ' F , '
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Figure 16.2 Scaling of S/D junction capacitances.

Thus, as with other dimensions, the width of each depletion region scales down by «,
increasing the depletion region capacitance per unit area by the same factor. ’
As illustrated in Fig. 16.2, the bottom-plate capacitance of the S/D junction (per unit

area), C;, increases by a factor of ¢ The sidewall capacitance (per unit width), C sy, OD the
other hand remains constant because the depth of the junction is reduced by a. It follows
that
W E W E
Cs/poscated = ——@C)+ 21 — + = } (Cjsw) (16.8)
oo o o
1
=[WEC; + 2W + E)Cjnl—. (16.9)
o

All of the capacitances therefore decrease by the scaling factor.
In digital applications, the scaling of the gate delay and power dissipation is of interest.
Approximating the detay of a CMOS inverter by Ty = (C/1)Vpp (Fig. 16.3), we have

C/aVpp

Td,scaled I/(X p (1610)
c 1

= (—VDD) - (16.11)
I o

We conclude that the speed of digital circuits can potentially increase by the scaling factor.
For power dissipation, we write P = fC V3. where f is the operating frequency. Thus,

H H Figure 16.3 CMOS inverter.



582

Chap. 16 Short-Channel Effects and Device Models

Prcatea = f(C/a)(Vpp/a)® = fCV3,/a?, if f and the number of gates in the circuit
remain constant. Note that the layout density, i.e., the number of transistors per unit area,
also scales by 2.

The reduction of power and delay and the increase in circuit density make scaling ex-
tremely attractive for digital systems. Based on these observations, Gordon Moore predicted
in 1975 {5] that MOS device dimensions would continue to scale down by a factor of two
every three years and the number of transistors per chip would double every one to two
years. Such trends have indeed persisted over the past 25 years.

Let us now consider the effect of ideal scaling in analog circuits. Writing the transcon-
ductance as

W/a Vs — Vry

m,scaled = Cox -, 16.12

8m,scaled u(a\.l )L/a > (16.12)
w

= uCyy Z(VGS — Vru), (16.13)

we note that the transconductance remains constant if all of the dimensions and voltages (and

~ currents) scale down. To calculate the output impedance in saturation, we first observe from

Fig. 16.4 and Eq. (16.7) that the width of the depletion region around the drain decreases
by @, and hence AL /L remains constant. Since A = (AL /L)/ Vps (Chapter 2), A increases
by e and

T0,scaled = 7 (1614)
ar2
[¢2
1
= —. 16.15
p (16.15)

Thus, the intrinsic gain, g,,r0, remains constant.

Pinch-Off \Depletion Region  p-substrate

Figure 16.4 Effect of scaling on pinch-off.

The greatest impact of scaling on analog circuits is the reduction of the supply voltage.
With ideal scaling, the maximum allowable voltage swings decrease by a factor of q,
lowering the dynamic range’ of the circuit. For example, if the lower end of the dynamic
range is limited by thermal noise, then scaling Vjp, by o decreases the dynamic range by

! Dynamic range is loosely defined as the maximum allowable voltage swing divided by the total noise voltage
in the band of interest.



Sec. 162  Short-Channel Effects ' : 583

the same factor because g, and hence thermal noise remain constant. Of course, since for
analog circuits (Vpp/a)(Ipp/a) = (Vpplpp Ja)?, the power dissipation drops by o,

In order to restore the dynamic range, the transconductance of the transistors must be
increased by a factor of @* because thermal noise voltages and currents scale with /gy,
Thus, since voltage scaling requires that Vgg — Vry decrease by a factor of «, we note
from gn = 2Ip/(Vgs — Vry) that Ip must increase by the same factor, leading to a
power dissipation of (Vpp/a)aip) = Vpplp. Also, from gn = pCox{W/L)}Vgs —
Vry), we conclude that if C,, is scaled up by @ and L and Vs — Vry are scaled down
by «, then W must increase by o (whereas in ideal scaling it would decrease by this
factor). That is, for a constant (thermal-noise limited) dynamic range, ideal scaling of linear
analog circuits requires a constant power dissipation and a higher device capacitance, e.g.,
(@W)(L/a}aCry) = aWLC,,. Interestingly, if the lower end of the dynamic range is
determined by kTC noise, then to maintain a constant slew rate in switched-capacitor
circuits, the bias cytrent must scale up by a factor of o, resulting in an increase in the

. power dissipation [Problem 16.3(d)]. -

In practice, technology scaling has deviated from the ideal, constant-field scenario con-
siderably. The supply voltage and MOS threshold voltage have not scaled as rapidly as
device dimensions. For example, Vpp has decreased from 5 Vto2.5V and Vrg from 0.8 V
to 0.4 V as minimum channel length has dropped from 1 zm to 0.25 wm. Furthermore,
many “short-channel” effects have plagued the transistors, making it difficult to obtain all
of the benefits that would accrue with ideal scaling.

The reluctance of circuit designers to use a lower supply voltage and the fundamental
limitations in decreasing the MOS threshold voltage have led to another scaling scenario:
constant-voltage scaling. In this case, the device dimensions shrink by «, the doping levels
increase by a, and the voltages remain constant, thereby increasing the electric fields by
o. Such high electric fields both raise the possibility of device breakdown and exacerbate
short-channel effects. In reality, technology scaling has followed a mixture of constant-
field and constant-voltage trends, thus demanding innovative device design so as to achieve
reliability and performance.

16.2 .Short-Channel Effects

In order to appreciate the need for sophisticated device models, we briefly study some of
the phenomena that manifest themselves for channel lengths below approximately 3 pm.
As we will see, a basic understanding of these effects also proves essential to the design of
analog (and digital) circuits.

Small-geometry effects arise because five factors deviate the scaling from the ideal
scenario: (1) the electric fields tend to increase because the supply voltage has not scaled
proportionally; (2) the built-in potential term in Eq. (16.5) is neither scalable nor negligible;
(3) the depth of S/D junctions cannot be reduced easily; (4) the mobility decreases as the
substrate doping increases; (5) the subthreshold slope (described below) is not scalable.

16.2.1 Threshold Voltage Variation

The choice of the threshold voltage is based on the device performance in typical circuit
applications. The upper bound is roughly equal to Vpp/4 to avoid degrading the speed
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of digital CMOS gates. The lower bound is determined by several factors: the subthresh-
old behavior, variation with temperature and process, and dependence upon the channel
length [6].

Let us first consider the subthreshold behavior. For long-channel devices, the subthresh- -
old drain current can be expressed as :

w Vs — Vra —~Vbps
Ip = uCy—v? _ - 1-— . 1
bE R (exp ¢Vr ) ( i Vr ) (t6.16)

where Cy = /€, Ny, /(Adp) denotes the capacitance of the depletion region under the
gate area, Vr = kT /g, and ¢ = 1 4 C4/C,, [6]. Equation (16.16) reveals two interesting
properties. First, as Vpg exceeds a few Vr. Ip becomes independent of the drain-source
voltage and the relationship feduces to Eq. (2.30). Second, under this condition the slope
of Ip on a logarithmic scale equals

a(log,, Ip)

1
= (logyge)—. . 16.17
aVgs B10 ¢V _ ( )

The inverse of this quantity is usually called the “subthreshold slope,” §:

Ca

S =2.3Vp (1 + ) Videc. (16.18)

ox

For example, if C; = 0.67C,,, then § = 100 mV/dec, suggesting that a change of 100 mV
in Vi leads to a ten-fold reduction in the drain current. In order to turn off the transistor by
lowering Vi below Vi, S must be as small as possible, i.e., C;/C,, must be minimized.

The relatively constant magnitude of S severely limits the scaling of the threshold voltage.
For example, a subthreshold slope of 80 mV/dec imposes a lower bound of 400 mV for Vr
if the “off current” must be roughly five orders of magnitude lower than the “on current.”

The difficulty in scaling Vry becomes even more serious if we take into account the
variation of V7 with temperature and process. The threshold voltage exhibits a temperature
coefficient of approximately —1 mV/°K, yielding a 50-mV change across the commercial
temperature range (0 to 50°C).? Process-induced variation is also in the vicinity of 50 mYV,
raising the margin to approximately 100 mV. Thus, it is difficult to reduce V; below several
hundred millivolts.

An interesting phenomenon observed in scaled transistors is the dependence of the
threshold voltage on the channel length. As shown in Fig. 16.5, transistors fabricated on
the same wafer but with different lengths yield lower Vi as L decreases. This is because the

~ depletion regions associated with the source and drain junctions protrude into the channel

area considerably, thereby reducing the immobile charge that must be imaged by the charge
on the gate (Fig. 16.6). In other words, part of the immobile charge in the substrate is now
imaged by the charge inside the source and drain arcas rather than by the charge on the

2Interestingly, as the temperature rises, so does S, further exacerbating the situation.
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ViH

»  Figure 16.5 Variation of threshold
Lot with channel length.

Imaged by Imaged by
S/D Gate
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Figure 16.6 Charge sharing between source/drain deple-
tion regions and the channel depletion region.

gate.* As a result, the gate voltage required to create an inversion layer decreases. Since
the channel length cannot be controlled accurately during fabrication, this effect introduces
additional variations in Vrg. The implication of this phenomenon in analog design is that
if the length of a device is increased so as to achieve a higher output impedance, then the
threshold voitage also increases by as much as 100 to 200 mV.

Another short-channel phenomenon related to the threshold voltage is “drain-induced
barrier lowering” (DIBL). Recall from Chapter 2 that in weak inversion, as the gate voltage
rises, the surface potential becomes more positive [Fig. 16.7(a)], attracting carriers from
the source region. In short-channel devices, the drain voltage also makes the surface more
positive by creating a two-dimensional field in the depletion region [6]. In essence, the drain
introduces a capacitance C; that raises the surface potential in a manner similar to Cg. Asa
result, the barrier to the flow of charge and hence the threshold voltage are decreased. This
effect manifests itself if the plot of Fig. 2.27 is drawn in both deep triode and saturation
regions [Fig. 16.7(b)]. .

The principal impact of DIBL on circuit design is the degraded output impedance. This
point is explained in Section 16.2.5.

16.2.2 Mobility Degradation with Vertical Field

At large gate-source voltages, the high electric field developed between the gate and the
channel confines the charge carriers to a narrower region below the oxide-silicon interface,

*While intuitive, this explanation is not quite correct. More accurate descriptions can be found in books on
semiconductor devices.
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]
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Vee Figure 16.7 (a) DIBL in a short-
channel device, (b) effect of DIBL on
(b) current characteristic.

Ving Vanz

leading to more carrier scattering and hence lower mobility. Since scaling has substantially
deviated from the constant-field scenario, small-geometry devices experience significant
mobility degradation. An empirical equation modeling this effect is

Ho
140(Ves — V)’

where (o denotes the “low-field” mobility and 6 is a fitting parameter roughly equal to
(1077 /t,,) V=V [7]. For example, if t,, = 100 A, then 8 ~ 1 V~! and the mobility begins
to fall considerably as the overdrive exceeds 100 mV. Note that 6 rises as 7, drops because
the electric field in the oxide becomes stronger.

In addition to lowering the current capability and transconductance of MOSFETSs, mo-
bility degradation deviates the I/V characteristic from the simple square-law behavior.
Specifically, whereas a square-law device generates only even harmonics in its drain cur-
rent in response to a sinusoidal gate-source voitage, Eq. (16.19) predicts odd harmonics as
well. In fact, writing '

fhefs = (16.19)

1 Cox 1%
Ip Fove —(Vgs — Vru), , (16.20)

T 21+ 60(Vas — Vi) L

and assuming 8(Vgs — Vry) < 1, we obtain

1 w
Ip % 5pCox 711 = 0(Vos — Vrm)(Vos — Vra)’ (16.21)
-1 W 2 3
e Eﬂ-ocoxf[(vcs = Vru)’ —68(Vas — Vra)]. (16.22)
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This is a rough approximation but it reveals the existence of higher harmonics in the drain
current.

The mobility degradation with the vertical field affects the device transconductance as
well. This is studied in Problem 16.9.

16.2.3 Velocity Saturation

The mobility of carriers also depends on the lateral electric field in the channel, beginning
to drop as the field reaches levels of 1 V/um. Since the carrier velocity v = p E, we note that
v approaches a saturated value, about 107 cm/s, for sufficiently high fields. Thus, as carriers
enter the channel from the source and accelerate toward the drain, they may eventually reach
a saturated velocity at some point along the channel.® In the extreme case, where carriers
experience velocity saturation along the entire channel, we can rewrite Eq. (2.2) as

Ip = V50 Qu (16.23)
= Usa WCox (Vs — Vr). (16.24)

Interestingly, the current is linearly proportional to the overdrive voltage and does not
depend on the length. In fact, as shown in Fig. 16.8, Ip-Vps characteristics of devices

VGSO+ 3AV

Veso-l- 2AV

VGSO+ AV

Vaso

Vbs

Figure 16.8 Effect of velocity saturation on drain current
characteristics.

with L < | um reveal velocity saturation because equal increments in Vs — Vry result
in roughly equal increments in Ip. We also note that g, = U WC,y, concluding that
the transconductance is a weak function of the drain current and channel length in the
velocity-saturation regime.

Under typical bias conditions, MOSFETs experience some velocity saturation, display-
ing a characteristic between linear and square-law behavior. An important consequence is
that, as V¢ increases, the drain current saturates well before pinch-off occurs. As shown in
Fig. 16.9(a), carriers reach velocity saturation if Vps exceeds Vpg < Vgs — Viry, yielding a

3Evenin long-channel devices, carriers experience velocity saturation if the drain-source voltage is high enough
to pinch off the channel. At the pinch-off point, the mobile charge density is near zero, the electric field is very
large, and hence the velocity of carriers is saturated.
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Figure 16.9 Effect of velocity saturation: (a) premature drain
current saturation, (b) reduction of transconductance.

constant current quite lower than that obtained if the device saturated for Vg > Vgg— Viry.
Furthermore, as illustrated in Fig. 16.9(b), since an increment in Vg gives a smaller incre-
ment for /p when velocity saturation occurs, the transconductance is also lower than that
predicted by the square law. )

A compact and versatile equation developed to represent velocity saturation (in the
saturation region) is

Vos — Vrp)?
In = WCoyvar Vs ”"3} e (16.25)
Vos — Vry +2—=
Meff

where p, s is given by Eq. (16.19) [7, 8]. The same work provides the following equation
for the drain-source voltage at the onset of premature saturation [Vpg in Fig. 16.9(a)]:

v _ 2peprL(Vgs ~ Vrg) (16.26)
DS, sar 2I»LeffL + Vos — Vry . .

Equation (16.25) provides two interesting results. First, if L or v,,, is large, the expression
reduces to the square-law relationship. Second, if the overdrive voltage is so smal} that the
denominator of (16.25) is approximated as 2Usa L/ itepy and pepr & pg, then the device
still follows the square-law behavior even if L is relatively small. For example, if vy, &~ 107
cm/s, L = 0:25 um, and po = 350 cm?/V/s, we have 2u,4, L /1o = 1.43 V, recognizing
that for overdrive voltages of a few hundred millivolts, the transistor operation is scmewhat
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close to the square law. Thus, the simplified treatment of Chapter 2 can still provide insight
for many analog applications. '

Equation (16.25) can be further simplified to yield additional results. Substltutmg for
terr from Eq. (16.19), we have

Ves — Vrg)?
Ip = WCorvpu (2;“ . r4) (16.27)
Vos — Voa + —2Z 1+ 8(Vgs — Vra)l
Vs — Vrg )
= WC,ptas Vos = Vr) (16.28)
20,0 L 20.0,LO
+ 1+ ——— ) (Vos — Vra)
Ho Ho
w Vos — Vra)?
= s0Cor - u( os = Vrir) . (16.29)
0
1 0\ (Vos — V-
+ (ZUSHIL ) (Vas TH)

This equation is similar to (16.20), implying that the degradation of the mobility with
both lateral and vertical fields can be represented by adding the terms g/ (2050, L) and 6.
Thus, the results obtained from (16.20) apply here as well. For example, the drain current
contains high-order nonlinear terms. Equation (16.29) can also predlct the transconductance
(Problem 16.10).

16.2.4 Hot Carrier Effects

Short-channel MOSFETs may experience high lateral electric fields if the drain-source volt-
age is large. While the average velocity of carriers saturates at high fields, the instantaneous
velocity and hence the kinetic energy of the carriers continue to increase, especially as they
accelerate towards the drain. These are called “hot” carriers [2].

In the vicinity of the drain region, hot carriers may “hit” the silicon atoms at high speeds,
thereby creating impact ionization. As a result, new electrons and holes are generated, with
the electrons absorbed by the drain and the holes by the substrate. Thus, a finite drain-
substrate current appears. Also, if the carriers acquire a very high energy, they may be
injected into the gate oxide and even flow out the gate terminal, introducing a gate current.
The substrate and gate currents are often measured to study hot carrier effects.

The scaling of technologies proceeds so as to minimize hot carrier effects. This limitation
and other breakdown phenomena make the supply voltage scaling inevitable.

16.2.5. Output Impedance Variation »th Drain-Source Voltage

In modeling channel-length modulation by a single constant A, we have assumed that
the output impedance of the transistor, rg, is constant in the saturation region. In reality,
however, ro varies with Vps. As Vpg increases and the pinch-off point moves toward the
source, the rate at which the depletion region around the source becomes wider decreases,
resulting in a higher incremental output impedance. Illustrated in Fig. 16.10, this effect is
somewhat similar to the variation of the capacitance of a reversed-biased pn junction: with
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Figure 16.10 Decrement in channel length for (a) small
Vps and (b) large V.
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a small reverse bias, the width of the depletion region is a strong function of the voltage
applied to the junction and with a large reverse bias, a weak function.
In this regime, the output impedance can be approximated as

2L 1 N
ro = ) AL E\/i;(vos — Vps.sar), (16.30)
T .

“ where V) s, 18 the drain-source voltage at the onset of pinch-off [9]. Another approximation
developed in conjunction with (16.25) and {16.26) is described in [8].

In short-channel devices, as Vpg increases further, drain-induced barrier lowering be-
comes significant, reducing the threshold voltage and increasing the drain current. This effect
roughly cancels that expressed by (16.30), giving a relatively constant output impedance.
At sufficiently high drain voltages, impact ionization near the drain produces a large current
(flowing from the drain into the substrate), in essence lowering the output impedance. The
overall behavior of rp is plotted in Fig. 16.11.

-ChanneI-Length

A Modulation and DIBL
fo® Channel-Length
Modulation Impact
\ lonization
Vbs

[N

Figure 16.11 Overall variation of output resistance as a
function of Vps.

The variation of ro gives rise to nonlinearity in many circuits. In a cascode op amp,
for example, as the output voltage varies, so does the output impedance of the cascode
devices and hence the voltage gain of the circuit. Furthermore, impact ionization limits
the maximum gain that can be obtained from cascode structures because it introduces a
small-signal resistance from the drain to the substrate rather than to the source.

16.3 MOS Device Models

Since the introduction of the first 2OS model in the mid-1960s [10}, tremendous research
has been expended on improving the accuracy of models as device dimensions scale down.
Developed between the mid-1960s and the late 1970s, the Level 1, 2, and 3 models consec-
utively included higher order effects so as to provide reasonable accuracy with respect to
measured transistor characteristics for channel lengths as small as 1 um. Following this set
were the Compact Short-Channel IGFET Model (CSIM) from AT&T Bell Laboratories and
the Berkeley Short-Channel IGFET Model (BSIM) from University of California, Berkeley
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in the mid-1980s. These models proved inadequate for analog design and were followed by
BSIM2, HSPICE level 28, BSIM3, and a number of others in the late 1980s and early 1990s.

MOS device modeling continues to pose a challenge—especially for high-frequency
operation—because even today’s sophisticated models become inadequate after one or
two technology generations (e.g., from 0.5 um to 0.35 um to 0.25 pm). Our objective
is to develop a basic understanding of some of the models to the extent necessary for
simulations. We should also mention that the utility of a model is given by the accuracy
it provides in various regions of operation for different device dimensions, the ease with
which its parameters can be measured, and the efficiency that it allows in simulations. The
interested reader is referred to {1] for an in-depth coverage.

16.3.1 Level 1 Model

Alsoknown as the Shichman and Hodges Model [10], this representation uses the parameters
listed in Table 2.1 and is based on the following equations:

1 W
ID = EKPW-[Z(VGS — VTH)VDS - V)_%S](I +)LVDS) Triode Region (1631)
- D

1 w
Ip = 5Kp+——(Vgs — Vru)X(1 + AVps) Saturation Region (16.32)
2L 2L,

where Kp = uC,, and Vypy = Vrno + v(v2¢5 — Vas — /2¢5). Note that this model
does not include subthreshold conduction or any short-channel effects.

The device capacitances are represented according to the simple mode! described in
Chapter 2, but with one modification. Since in that model, Cgg abruptly changes from
(2/3)WLC,, + WC,, in saturation to (I/2D)WLC,, + WC,, in the triode region [and Cgp
from WC,, to ( L/2YWLC,, + WC,,], most computation algorithms experience conver-
gence difficulties here. For this reason, Cgs and Cgp in the triode region are formulated as

2 (Vos — Vps — Vrpg)? }
Cos==-WLC,, {1~ + WC,, 16.33
98 =3 { 2(Vos — Vin) — VosP (1639
2 (Vos — Vry)? }
Cop=-WLC, {1~ + WC,, (16.34)
P73 { [2(Ves — Vru) — Vps)?
Csp = 0. (16.35)

We note that if the device operates at the edge of saturation, Vg5 — Vpg = Vrg,Cgs =
(2/3)YWLCor + WC,,, and Cgp = WC,,. Thus, the capacitance values change continu-
ously from one region to another.

The Level 1 model maintains reasonable I/V accuracy for channel lengths as small as
roughly 4 pm, but it still predicts the output impedance of transistors in saturation quite
pootly.
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16.3.2 Level 2 Model

The Level 1 model began to manifest its shortcomings as channel lengths fell below approx-
imately 4 um. The Level 2 model was then developed to represent many high-order effects.

An assumption that we made in Chapter 2 in deriving the square-law characteristics
was a constant threshold voltage along the channel. This assumption is not correct even for
long-channel devices because the charge in the depletion region under the channel varies
according to the local voltage (Fig. 16.12). Since the inversion layer and the depletion region

Ve N
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Figure 16.12 Variation of-threshold along the channel.

must image the charge on the gate, as the inversion layer vanishes. in the direction toward
the drain, the depletion region must enclose 'more charge. Performing the integration in
Section 2.2.2 with a varying threshold voltage yields [1]:

W V3
ip= ILCUX“L"’{(VGS ~ Vrgo)Vps — %S

2
= 3¥[(Vos = Vas + 207)Y* — (—Vps + 2¢F)3/2]} . (16.36)

Interestingly, even for' Vgg = 0, I exhibits some dependence on y. Moreover, for small
Vs, the equation reduces to that of the Level 1 model, but for large Vp the drain current is
less than that predicted by the square law. It can also be shown that the edge of the saturation
region is given by [1]:

L

Vosa = Vos — Vrro — ¢r + y* [1 - \/1 + F(VGS — Vrao + ¢)F)i| . (16.37)

In the saturation region, the drain current is

1

. 16.38
1 —AVps ( )

IDS = ]D,sar

where 1p g4 is calculated from (16.36) for Vps = Vps sar-
Modeling channel-length modulation or, more generally, the finite output impedance has
always remained a difficult problem. Representing such phencemena by only X is far from
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accurate. In the Level 2 implementation, if X is not specified, it is obtained by calculating
the width of the depletion region between the pinch-off point and the edge of the drain.
Using simple relationships for the depletion region of a pn junction, we can write

AL = ‘/ 26 [#8 + (Vbps — Vb sar)l. (16.39)
qNsub
where Vp ;. denotes the pinch-off voltage.*
The principal difficuity in the above approach is that both the drain current and its
derivative are discontinuous at the edge of the triode region [1]! To resolve this issue, AL
is actually obtained by a “fixed-up” equation:

2 si
AL:\/ d (V1+M), (16.40)

qNsub

where V; = (Vps — Vp jur)/4. The channel-length modulation coefficient is then expressed
as A = AL/(LVps). An attribute of (16.40) is that the output conductance of the transis-
tor varies as Vps increases, an effect not represented by the first-order model using a
constant A.

The Level 2 model also includes the degradation of the mobility with the vertical field
in the channel. The mobility is calculated from

v
€gi Uc ) ‘
Hs = o . , (16.41

(Cax Vs — Vra — U Vps )

where U, denotes the gate-channel critical electric field, U, is a fitting parameter between
0 and 0.5, and U, is an exponent in the vicinity of 0.15.

The subthreshold behavior implemented in the Level 2 model defines a voltage V,, as
Von = Vrg + ¢ Vr, where L =1+ (GNFs/Cox) + Ca/C,y, and Nps is an empirical
constant. The drain current is then expressed as

Vs — Von
¢Vr
where 1,, is the drain current calculatéd in strong inversion [Eq. (16.35)] for Vgs = V..
An important drawback of this representation is the discontinuity in the slope of Ip as the
device goes from the subthreshold region to strong inversion (Fig. 16.13), leading to various

difficulties and errors in simulation.

In addition to the above effects, the Level 2 model represents two other short-channel
phenomena: the variation of Vg with L, and velocity saturation. The implementation of
these effects is quite involved and can be found in [1].

Measured data [1] indicate that the Level 2 model provides reasonable I/V accuracy for
wide, short devices in the saturation region with L & 0.7 m but it suffers from substantial

]DS = I exp s (1642)

*The Jjunction is considered “cne-sided” here, i.e., the drain doping level is much higher.
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log/p &

»  Figure 16.13 Kink in drain current
Viy Vas  characteristic in Level 2 model.

error in representing the output impedance and the transition point between saturation and
triode regions. For narrow or long devices, the model is quite inaccurate.

16.3.3 Level 3 Model

The Leve! 3 model realization is somewhat similar to the Level 2 model, with some equations ’

simplified and many empirical constants introduced to improve the accuracy for channel

lengths as small as 1 pm. '
This model expresses the threshold voltage as

8.15 x 10-%
Viu = Vrao+ Foy /208 — Vps + Fa(2or — Vis) + é"-C—LT—VDs, (16.43)
N ox

eff

where F, and F), represent short-channel and narrow-channel effects,” respectively, and &
models drain-induced barrier lowering. -
The mobility equation involves both vertical and lateral field effects and is expressed as:
u = — et (16.44)

Hefr Vs

14— ==

' Umax L1
where
hors = Mo

YT 1+ 6(Ves — Vo)

(16.45)

and vy,, denotes the maximum velocity of the carriers in the channel. As can be seen from
(16.44) and (16.45), 11.¢r models the effect of the vertical field while 1, adds that of the-
lateral field as well.

" The drain current is realized as:

Wers Fyy Vs |
Iy =u,C,,—= | Vgs — V. 14+ ————+F ) —=—|Vpe 16.46
D 1 Cox L l: s — VTHo ( o Vo + n) > psr ( )

where V)i = Vp s if the device is in saturation. The quantity Vp sa; represents both
channel pinch-off and velocity saturation (Fig. 16.9) and is expressed by relatively complex

SFor narrow-channel devices, the threshold voltage increases if the width is reduced [6]).
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equations [1]. The subthreshold current relations are similar to those of the Level 2 model,
still suffering from derivative discontinuity near strong inversion.

The Level 3 model employs more sophisticated methods of computing channel-length
modulation as well as charge and capacitance parameters. The details can be found in [1].
Comparison with measured data [1] suggests that the Level 3 model, as with the Level 2
model, exhibits moderate accuracy for wide, short transistors but suffers from large errors
for longer channels.

An important drawback of the Level 3 model is the discontinuity of the derivative of I D
with respect to Vg at the edge of the triode region, leading to large errors in the calculation
of the output impedance. Shown in Fig. 16.14 for a short-channel device, the variation of

ro with Vps is quite poorly modeled.

ro 1}

Vos

Figure 16.14 Kirk in output resistance in Level 3 model.

16.3.4 BSIM Series

The philosophy behind the Level 1-3 models was to express the device behavior by means of
equations that originated from the physical operation. However, as transistors were scaled
to submicron dimensions, it became increasingly more difficult to introduce physically
meaningful equations that would be both accurate and computationally efficient. BSIM
adopted a different approach: numerous empirical parameters were added so as to simplify
the equations—but at the cost of losing touch with the actual device operation.

An interesting feature of BSIM is the addition of a simple equation to represent the
geometry dependence of many of the device parameters. The general expression is of the
form:
op B
Ly~ Wer'

P =P+ (16.47)

where Py is the value of the parameter for a long, wide transistor (P = Poif Loss, Werp —
00), and ap and Bp are fitting factors. For example, the mobility is computed as:

. ay, ﬁll
Lep — Wer ’
The formulation of (16.47) nonetheless becomes less accurate at small dimensions [1].
The device equations and fitting parameters used in BSIM are beyond the scope of this
book. Using approximately 50 parameters, this model provides the following improvements
over the Level 3 version [1]: (1) the dependence of mobility upon the vertical field includes
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the substrate voltage; (2) the threshold voltage is modified for substrates with nonuniform
doping; (3) the currents in the weak and strong inversion regions are derived such that their
values and first derivatives are continuous; (4) to simplify the drain current equations, new
expressions are devised for velocity saturation, dependence of mobility upon the lateral
field, and the saturation voltage.

Measured results in a 0.7-m iechnology [1] indicate that BSIM avoids gross errors
in the I/V characteristics for various device dimensions, but its accuracy for narrow, short
transistors is somewhat poor.

In addition to shortcomings at channel lengths below approximately 0.8 pm, BSIM
suffers from other subtle inaccuracies. For example, at large drain-source voltages, BSIM
predicts a negative output resistance for saturated MOSFETs. Furthermore, in deep triode
region, BSIM still exhibits slight discontinuities in the drain current [1].

The next model in the BSIM series is BSIM2. Réquiring approximately 70 parameters,
this version employs new expressions for mobility, drain current, and subthreshold con-
duction. It also represents the output impedance more accurately by-incorporating both
channel-length modulation and drain-induced barrier lowering. Nevertheless, measured re-
sults indicate that the overall accuracy of the model is only marginally higher than that of
BSIM. For short, narrow transistors, BSIM2 suffers from large errors in the triode region
and even substantial “kinks” in the saturation region {1].

The trend in BSIM and BSIM2, namely, expressing the device behavior by means of
empirical equations that bear little relation to the physical phenomena, eventually created
difficulties in modeling short-channel devices. Parameter extraction, modeling process vari-
ations, and the need for extensive use of polynomials made the generation and application
of these models guite difficult. Consequently, the next generation, BSIM3, has returned to
the physical principles of device operation while maintaining many of the useful features
of BSIM and BSIM2. BSIM3 itself has rapidly gone through several versions, requir-
ing approximately 180 parameters in the third one. For channel lengths as low as 0.25 pm,
BSIM3 provides reasonable accuracy for subthreshold and strong inversion operation while
still suffering from large errors in predicting the output impedance.

16.3.5 Other Models

In addition to the Level 1-3 models.and the three generations of BSIM, a number of other
MOS models have been introduced. Among these, HSPICE Level 28, MOS9, and the Enz-
Krummenacher-Vittoz (EKV) model are the most notable, for they provide new approachses
to representing the behavior of MOSFETs [1]. For example, the HSPICE Level 28 model
improves the dependence of accuracy upon device dimensions by expressing the parameters
as:

. (1 { ) . ﬁ(l Ly, (L ! P )
= . o — —_— —_— —_— y
0 L L W War)  I\L T L/ \W W

(16.49)

‘/ .
where L, and W;; denote the dimensions of a “reference” device, i.e., a transistor whose
characteristics have been measured. Thus, the dependence is expressed in terms of in-
crements with respect to characterized transistors rather than the absolute value of the
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dimensions, yielding a potentially higher accuracy. Also, the term proportional to the prod-
uct of the length and width increments facilitates curve fitting.

The EKV model [11] substantially departs from traditional views of MOSFET operation
by considering the bulk, rather than the source, as the reference point for all voltages,
This approach thus avoids distinguishing between the source and drain terminals and,
more importantly, introduces a single drain-source current equation that is valid for both
subthreshold and saturation regions.

The reader is referred to [1] for an extensive study of these models,

16.3.6 Charge and Capacitance Modeling

The simple gate capacitance model described in Chapter 2 for the Level 1 model, called
the Meyer capacitance model [1], suffers from many shortcomings even for long-channel
devices. In transient SPICE analyses, such a model does not conserve charge (!), thereby -
introducing errors in the simulation. For example, as iilustrated in Fig. 16.15, a periodic

G x Vinrj_—lﬂl_lt;

Vin°—_l Vout

9 "hOnnon

T = . 1

f

Figure 16.15 Annihilation of charge in simulation.

rectangular waveform applied to a voltage divider consisting of an ideal capacitor and a
MOSFET experiences “droop” at the output because in every period some charge at node X

is lost. This effect arises from the calculation of charge by integrating capacitor voltages with

respect to time, an operation that accumulates small errors in the simulation.® To minimize
this type of error, the simulation algorithm can be modified such that it first computes the
charge in the inversion layer and the depletion region and subsequently partitions the charge
among the device capacitances. ‘

Another issue in the Meyer charge model relates to partitioning of the channel charge
between the source and drain terminals. The assumption that in the triode region, Cgg =
Cep = (1/QWLC,, + WC,,, and in the saturation region, Cgs = (2/3)WLC,, + WC,,
and Cgp = WC,, is quite inaccurate for short-channel devices, requiring flexible parti-
tioning for ease of curve fitting. In BSIM and BSIM3, for example, three different charge
partitioning scenarios (40%/60%, 50%/50%, and 0%/ 100%) are available,

Recent efforts have created more sophisticated charge and capacitance models for MOS
devices so as to improve the accuracy, especially for analog applications. However, as
with many other modeling improvements, the resulting equations are quite cumbersome,
imparting little intuition. The reader is referred to [1] for details.

®Another source of error here is the assumption that the device capacitances are reciprocal, eg.,
Ces = Csg [1].
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16.3.7 Temperature Dependence

Many parameters of MOS transistors vary with temperature, making it difficult to main-
tain a reasonable fit between measured and simulated behavior across a wide temperature
range. In the Level 1-3 models as well as BSIM and BSIM2, the following parameters
have temperature dependence: Vry, built-in potential of S/D junctions, the intrinsic carrier
concentration of silicon (n;), the bandgap energy (E,), and the mobility. Most equations
are empirical, e.g.,

7.02 x 107472
E,=116— ————, 16.
8 T + 1108 (1659
and
300\°**
®= U (T) . (16.51)

where o = p(T = 300° K). ‘

BSIM3 incorporates a few more parameters to represent the temperature dependence of
phenomena such as velocity saturation and the effect of subthreshold voltage on Vrg. Itis
unclear at this point how accurately BSIM3 expresses the temperature variation of MOS
devices and circuits.

16.4 Process Corners

Unlike bipolar transistors, MOSFETs suffer from substantial parameter variations from
water to wafer and from lot to lot. Despite decades of technology advancement, the large
variability of CMOS circuits remains a fact with which digital and analog designers must
cope. .

In order to facilitate the task of circuit design to some extent, process engineers guarantee
a performance envelope for the devices, in essence tightening the anticipated parameter
variations by discarding wafers that fall out of the envelope (Fig. 16.16). Of course, in

Acceptable
Envelope

Performance

Process
Parameter 1

Process
Parameter 2

Figure 16.16 Performance envelope as a function of process
parameters.
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their eternal battle, circuit designers insist on a tighter variability space so that they can
-design more aggressively whereas process engineers tend to enlarge the envelope as much as
possible so as to increase the yield. For example, itis common in today’s CMOS technologies
to obtain a gate delay that varies by a factor of two to one with process and temperature.
The performance envelope furnished to designers has traditionally been one suited to
digital circuits and constructed in the form of “process corners.” Illustrated in Fig. 16.17,

PFET
Speed

° Acceptable

/ Wafers

EEY

O wo.
: .

[«

NFET Figure 16.17 Process corners based
Speed on speed of NMOS and PMOS devices.

the idea is to constrain the speed envelope of the NMOS and PMOS transistors to a rect-
angle defined by four corners: fast NFET and fast PFET; slow NFET and siow PFET: fast
NFET and slow PFET; and slow NFET and fast PFET. For example, transistdrs having a
thinner gate oxide and lower threshold voltage fall near the fast corner. The device mod-
els corresponding to each corner are extracted from wafers whose NMOS or PMOS test
structures display a large or small gate delay, and the actual corners are chosen so as to
obtain an acceptable yield. Thus, only wafers satisfying these specifications are considered
acceptable. Simulation of circuits for various process corners and temperature extremes is
essential to determining the yield.

-16.5 Analog Design in a Digital World

Memories and processors constitute the major portion of today’s semiconductor business.
Thus, as explained in Chapters 17 and 18, most CMOS technologies are designed, optimized,
and characterized for digital applications. Despite the increasing emphasis on the “analog”
accuracy of device models, we are still far from a point where we can fully trust the absolute
numbers obtained in circuit simulations. Analog designers routinely encounter discrepancies
in SPICE, for example, between ac analysis and transient analysis. Moreover, many device
models fail simple benchmark tests [12] and effects such as flicker (and thermal) noise
and mismatch require measured data before they can be accurately reflected in simulations.
Subtle, yet important phenomena such as nonlinearity of the device output resistance are
represented incorrectly even in the most recent models. Also, the device models extracted
from a wafer often fail to accurately predict the speed of the circuits fabricated on the same
wafer! These difficulties are intensified by the rapid migration of CMOS technologies from
one generation to the next.

Under these conditions, analog design relies on experience, intuition, and measured data.
In fact, the design of complex, high-performance analog circuits may require data points that
can be obtained only by first fabricating and characterizing many simpler test circuits [13].
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Problems

Unless otherwise stated, i the following problems, use the device data shown in Table 2.1 and assume
Vpp = 3 V where necessary. Also, assume all transistors are in saturation.

16.1. Silicon dioxide breaks down at high electric fields. Explain what happens if ideal scaling is
performed while keeping the gate oxide thickness constant.

16.2. The maximum doping level that can be established in the source and drain regions is limited
by the “solid solubility” of silicon. Explain what happens to the S/D junction capacitance
and series resistance as ideal scaling occurs but the S/D doping level remains constant. Does
DIBL become more or less significant?

16.3. Suppose the supply voltage of a switched-capacitor amplifier is reduced by a factor of two
and so is the maximum allowable output voltage swing. In order to maintain the dynamic
range constant, the noise voltage must scale down by the same factor.

(a) If the noise is only of kT /C type, how should the capacitors in the circuit be scaled?

(b) If the time constant is given by Gm/C, where G, denotes the transconductanée of a
one-stage op amp, how should G, be scaled to maintain the same small-signal time
constant? -

(¢) How should the dimensions and tail current of the input differential pair of the op amp be

.—— scaled? _ .

(d) Repeat parts (b} and (c) where the slew rate must remain constant.

16.4. Explain how each parameter in Eq. (16.16) scales in an ideal constant-field scaling scenario.
What happens to the subthreshold slope? ,

16.5. A common-gate stage designed for an input impedance of 50 §2 undergoes ideal scaling. If
). = y =0, what is the input impedance?

16.6. RepeatProblem 16.5if A # 0, y # 0, and the load is a MOS current source that is also scaled.

16.7. For power-conscious applications, a figure of merit is defined as the transconductance of
devices normalized to their bias current. Determine this quantity for long-channel devices

operating in strong inversion or the subthreshold region. At what drain cutrent are these two
equal?

16.8. Explain why the mobile charge density cannot drop to exactly zero at any point along the
channel. What happens beyond the pinch-off point?

16.9. Using Eq. (16.20), calculate the transconductance of a MOSFET. What happens if the over-
drive voltage is very small or very large?

16.10. Using-Eq. (16.29), calculate the transconductance of a MOSFET. Prove that

I 1+ ! ‘ (16.52)

Vos =V | 1 (522 6 ) Vos - Vi

8m

2i)sﬂtL

16.11. Suppose the channel-length modulation coefficient A is modified as A/(1 + « Vps), where
« is a constant, to represent the dependence of the output impedance upon Vps. Calculate
ro. Explain how & current source with such behavior introduces distortion in the voltage
across it. ' -

~
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16.12. Assuming the devices in Fig. 16.18 experience complete velocity saturation, derive expres-
sions for the voltage gain of each circuit in terms of W and vso;. Assume A = y = 0.

Figure 16.18

16.13. Using Eq. (16.36), calculate g, and compare the result with that derived in Chapter 2.

16.14. From Eq. (16.50), determine 3 E /0T atroom temperature and explain how it affects bandgap
reference voltages.

16.15. Suppose the fast corners of a process result from a higher 1.C,,. Explain what happens to the
voltage gain and the input thermal noise of the circuits shown in Fig. 16.19 at the four corners
of the process if the transistors are biased at a constant current in saturation.

Voo Voo
M, Yy —*m 2

Vout Vout

Vino—[, &, : Vin o[, m,

(a) (b
Figure 16.19

16.16. Repeat Problem 16.15 if cach transistor is biased with a fixed Vg3,
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Chapter 17

CMOS Processing Technology

With the high-order effects of MOS devices covered in Chapter 16, we now study the fabri-
cation of CMOS technologies. A solid understanding of device processing proves essential
in the design and layout of ICs because many limitations imposed on the performance of
circuits are related to fabrication issues. Furthermore, today’s semiconductor technology
demands that process engineers and circuit designers interact regularly so as to understand
each other’s needs, necessitating a good knowledge of each discipline.

In this chapter, we deal with the processing technology of CMOS devices, aiming to
providé a simple view of the fabrication steps and their relevance to circuit design and
layout. We begin with a brief description of basic fabrication steps such as wafer processing,
photolithography, oxidation, ion implantation, deposition, and etching. Next, we study the
fabrication sequence of MOS transistors in detail. Finally, we describe the processing of
passive devices and interconnections. '

17.1 General Considerations

604

Before delving into a detailed study of fabrication, it is instructive to consider the ba-
sic structure of NMOS and PMOS transistors and predict the required processing steps.
As shown in Fig. 17.1, a p-type substrate (wafer) serves as the foundation upon which
n-wells, source/drain regions, gate dielectric, polysilicon, n-well and substrate ties, and
metal interconnects are built. Considering both the side view and the top view, we may
raise the following questions: (1) How are various regions defined so accurately? For ex-
ample, how is a gate polysilicon line with a minimum dimension of 0.25 pm fabricated
while maintaining a distance of 0.25 wm from another polysilicon line? (2) How are the
n-wells and S/D regions built? (3) How are the gate oxide and polysilicon fabricated? (4)
How are the gate oxide and polysilicon aligned with the S/D regions? (5) How are the
contact windows created? (6) How are the metal interconnect layers deposited?

Modern CMOS technologies involve more than 200 processing steps, but for our pur-
poses, we can view the sequence as a combination of the following operations: (1) wafer
processing to produce the proper type of substrate; (2) photolithography to precisely define
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: Dielectric

p-—substrate

Figurel 17.1 Side view and top view of MOS devices.

each region; (3) oxidation, deposition, and ion implantation to add materials to the wafer;
(4) etching to remove materials from the wafer. Many of these steps require “heat treatment,”
i.e., the wafer must undergo a thermal cycle inside a furnace.

In semiconductor processing and characterization, we often refer to the “sheet resistance”
of a layer. The total resistance of a rectangular bar is R = pL/(W - t), where p is the
resistivity of the material, and L, W, and 1, denote the length, width, and thickness of the
bar, respectively. In integrated circuits, the resistivity and thickness of the layers are set by
fabrication materials and processing steps and cannot be changed in the layout. The quantity
R = p/t is thus defined as the sheet resistance, combining two constants of the technology.
Since R = R, for W = L, i.e., for a square geometry, we express Ry in terms of ohms per
square. For example, for a sheet resistance of 10 £2/0, a geometry with W =2 pum and
L =20 pm has a resistance of R =10 /0 x (20/2) =100 €. In fact, we may say “this
line is 10 squares long,” meaning that L/ W = 10 and R = 10Rg. '

17.2 Wafer Processing

The starting wafer in a CMOS technology must be created with a very high quality. That
is, the wafer must be grown as a single-crystal silicon body having a very small number of
“defects,” e.g., dislocations in the crystal or unwanted impurities. Furthermore, the wafer
must contain the proper type and level of doping so as to achieve the required resistivity.
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This is accomplished by the “Czochralski method,” whereby a seed of crystalline silicon
is immersed in molten silicon and gradually pulled out while rotating. As a result, a large

- single-crystal cylindrical “ingot” is formed that can be sliced thin into wafers. The diameter

of the wafer has scaled up with new technology generations, exceeding 20 cm (8 in) today.
Note that dopants are added to the molten silicon to obtain the desired resistivity. The wafers
are then polished and chemically etched, thereby removing damages on the surface that are
created during slicing. In most CMOS technologies, the wafer has a resistivity of 0.05 to
0.1 Q-cm and a thickness of approximately 500 to 1000 pm (which is reduced to a few
hundred microns after all of the processing steps).

17.3 Photolithography

Photolithography, or simply lithography, is the first step in transferring the circuit layout
information to the wafer. As shown in the top view of Fig. 17.1 and explained in Chapter 18
in more detail, the layout consists of polygons representing different types of “layers,”
e.g., n-well, S/D regions, polysilicon, contact windows, etc. For fabrication purposes, we
decompose the layout into these layers. For example, the layout of Fig. 17.1 can be viewed
as five different layers shown in Fig. 17.2, each of which must be created on the wafer with
a very high precision. Note that the “active” (or “diffusion”) layer includes the source/drain
regions and the p* and n* openings serving as the substrate and well ties.

(&

Figure 17.2 Layers comprising the structures of Fig. 17.1.
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To understand how a layer is transferred from the layout to the wafer, let us consider
the n-well pattern of Fig. 17.2(a) as an example. This pattern is “written” to a transparent
glass “mask” by a precisely controlled electron beam [Fig. 17.3(a)]. Also, as depicted in
Fig. 17.3(b), the wafer is covered by a thin layer of “photoresist,” a material whose etching
properties change upon exposure to light.! Subsequently, the mask is placed on top of
the wafer and the pattern is projected onto the wafer by ultraviolet (UV) light [Fig. 17.3(c)].
The photoresist “hardens” in the regions exposed to light and remains “soft” under the
opaque rectangle. The wafer is then placed in an etchant that dissolves the “soft” photoresist
area, thereby exposing the silicon surface [Fig. 17.3(d)]. Now, an n-well can be created in
the exposed area. We call this set of operations a lithography sequence.

Opaque
Transparent Polygon o _a— Photoresist

= Substrate

(a) (b)

UV Light

TITIAAL N
posed

™ ’ Silicon

Substrate Substrate

(©) (d)

Figure 17.3 (a) Glass mask used in lithography, (b) coverage of wafer by photoresist, (c) selective exposure
of photoresist to UV light, (c) exposed silicon after etching.

In summary, the sequence associated with the lithography of each layer involves one
mask and three processing steps: (1) cover wafer with photoresist; (2) align mask on top
and expose to light; (3) etch exposed photoresist. The example of Fig. 17.2 therefore requires
at least five masks and hence five lithography sequences.

We should mention that two types of photoresists are used in processing. A “negative”
photoresist hardens in the areas exposed to light and a “positive’” photoresist hardens in
the areas not exposed to light. As explained later in this chapter, both types prove useful in
fabrication. : '

The number of masks in a process heavily impacts the overall cost of fabrication, eventu-
ally influencing the unit price of the chip. This is so for two reasons: each mask costs several
thousand dollars, and, owing to the necessary precision, lithography is a slow and expensive
task. In fact, CMOS technology originally became attractive by virtue of the relatively small
number of masks—about seven—that it required. Although in modern CMOS processes,

Mn practice, a thin layer of oxide is grown before depositing the photoresist to protect the surface.
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this number is close to 25 (and the total cost of masks greater than $200,000), the cost of
each IC has nonetheless remained low because both the number of transistors per unit area
and the size of the wafer have steadily increased.

17.4 Oxidation

A unique property of silicon is that it can produce a very uniform oxide layer on the surface

_ with little strain in the lattice, allowing the fabrication of gate oxide layers as thin as a few
tens of angstroms (only several atomic layers). In addition to serving as the gate dielectric,
silicon dioxide can act as a protective coating in many steps of fabrication. Also, in areas
between the devices, a thick layer of Si0,, called the “field oxide” (FOX) is grown, providing
the foundation for interconnect lines that are formed in subsequent steps (Fig. 17.4),

FOX

27/ nt - nt

p—substrate

Figure 17.4 .-Ficld oxide.

Silicon dioxide is “grown” by placing the exposed silicon in an oxidizing atmosphere
such as oxygen at a temperature around 1000°C. The rate of growth depends on the type
and pressure of the atmosphere, the temperature, and the doping level of the silicon.

The growth of the gate oxide is a very critical step in the process. Since the oxide
thickness, £,., determines both the current handling and reliability of the transistors, it must
be controlled to within a few percent. For example, the oxide thicknesses of two transistors
separated by 20 cm on a wafer must differ by less than a few angstroms, requiring extremely
high uniformity across the wafer and hence a slow growth of the oxide. Also, the “cleanness”
of the silicon surface under the oxide affects the mobility of the charge carriers and thus the
current drive, transconductance, and noise of the transistors.

17.5 lon Implantation

In many steps of fabrication, dopants must be selectively introduced into the wafer. For
example, after the lithography sequence of Fig. 17.3 is completed, the #-well is formed by
entering dopants into the exposed silicon area. Similarly, the source and drain regions of
transistors require selective addition of dopants to the wafer.

The most common method of introducing dopants is “ion implantation,” whereby the
doping atoms are accelerated as a high-energy focused beam, hitting the surface of the wafer
and penetrating the exposed areas [Fig. 17.5(a)]. The doping level (dosage) is determined
by the intensity and duration of the implantation, and the depth of the doped region is set
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Figure 17.5 (a) lon implantation, (b) retrograde profile.

by the energy of the beam. As shown in Fig. 17.5, with a high energy, the peak of the
doping concentration in fact occurs well below the surface, thereby creating a “retrograde”
profile. Such a profile is desirable for the n-well because it establishes a low resistivity near
the bottom, reducing susceptibility to latch-up (Section 17.8), and a low doping level at the
surface, decreasing the S/D junction capacitance of PMOS devices.

Another important application of implantation is to create “channel-stop” regions be-
tween transistors. Consider the field oxide and the S/D junctions of M, and M- inFig. 17.6(a),
assuming an interconnect line passes on top of the field oxide. Interestingly, the two nt
regions and the FOX form a MOS transistor having a thick gate oxide and hence a large
threshold voltage. Nonetheless, with a sufficiently positive potential on the interconnect
line, this transistor may turn on slightly, creating a leakage path between M, and M,. To
resolve this issue, a channel-stop implant (also called a field implant) is performed before
the field oxide deposition [Fig. 17.6(b)], thereby raising the threshold voltage of the field
oxide transistor to a very large-value.

Ton implantation damages the silicon lattice extensively. For this reason, the wafer is
subsequently heated to approximately 1000°C for 15 to 30 minates, allowing the lattice
bonds to form again. Called “annealing,” this operation also leads to diffusion of dopants,
broadening the profile in all directions. For example, annealing results in side-diffusion of
S/D regions, creating overlap with the gate area. The wafer is therefore usually annealed
only once, after all impiantations have been completed.

Aninteresting phenomenon in ion implantation is “channeling.” As shown in Fig. 17.7(a),
if the implant beam is aligned with the crystal axis, the ions penetrate the wafer to a great
depth. For this reason, the implant (or the wafer) is tilted by 7-9° [Fig. 17.7(b}], avoiding
such an alignment and ensuring a predictable profile. As explained in Chapter 18, this tft
impacts the matching of transistors, necessitating precautions in the layout.
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17.6 Deposition and Etching

As suggested by the structures of Fig. 17.1, device fabrication requires the deposition of
various materials. Examples include polysilicon, dielectric materials separating interconnect
layers, and metal layers serving as interconnects.

A common method of forming polysilicon on thick dielectric layers is “chemical vapor
deposition” (CVD), whereby wafers are placed in a furnace filled with a gas that creates
the desired material through a chemical reaction. In modern processes, CVD is performed
at a low pressure to achieve more uniformity.

The etching of the materials is also a crucial step. For example, contact windows with
very small dimensions, e.g., 0.3 zm x 0.3 um, and relatively large depths, e.g., 2 pm, must
be etched with high precision. Depending on the speed, accuracy, and selectivity required
in the etching step, and the type of material to be etched, one of these methods may be used:
(1) “wet” etching, i.e., placing the wafer in a chemical liquid (low precision); (2) “plasma”
etching, i.e., bombarding the wafer with a plasma gas (high precision); (3) reactive ion
etching (RIE), where ions produced in a gas bombard the wafer.

17.7 Device Fabrication

With the processing operations described in the previous section, we now study the fab-
rication sequence and device structures in typical CMOS technologies. We consider three
categories: active devices, passive devices, and interconnects.

17.7.1 Active Devices

Basic Transistor Fabrication The fabrication begins with a p-type silicon wafer ap-
proximately 1 mm thick. Following cleaning and polishing steps, a thin layer of silicon
dioxide is grown as a protective coating on top of the wafer {Fig. 17.8(a)]. Next, to create
the n-wells, a lithography sequence consisting of photoresist deposition, exposure to UV
light using the n-well mask, and selective etching is carried out and the n-wells are implanted
fFig. 17.8(b)]. The remaining photoresist and oxide layers are then removed [Fig. 17.8(c)].

Recall from the previous section that a field implant and a field oxide growth are neces-
sary in the areas between the transistors. At this point in the sequence, a stack consisting
of a silicon oxide layer, a silicon nitride (Si3N,), and a pesitive photoresist layer is created.
Next, the “active” mask is used for lithography so that only the regions between the transis-
tors are exposed [Fig. 17.8(d)].? Subsequently, the channel-stop implant is performed, the
photoresist is removed, and a thick oxide layer is grown in the exposed silicon areas, produ-
cing the field oxide. The protective nitride and oxide layers are then removed [Fig. 17.8(e)],
thereby exposing all areas where transistors are to be formed. In the subsequent diagrams,
the channel-stop implant will be omitted for the sake of clarity.

The next step involves the growth of the gate oxide, a critical operation requiring slow,
low-pressure CVD [Fig. 17.8(f)]. As explained in Chapter 2, the “native” threshold voltage

2The n-wells are not shown for clarity.
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of the transistors is typically far from the desired value, necessitating a threshold-adjust
implant. (The native threshold of both PMOS and NMOS is usually more negative than
desired, e.g., Vrywn = 0, and Vrup = —1 V.) Such an implant is performed following the
growth of the gate oxide, creating a thin sheet of dopants near the surface and making the
threshold of both NMOS and PMOS devices more positive.

With the gate oxide in place, the polysilicon layer is deposited-and the “poly mask”
lithography is carried out, resulting in the structure shown in Fig. 17.8(g). We should
note that polysilicon is simply noncrystalline (“amorphous™) silicon, a property that arises
because this layer grows on top of silicon dioxide and hence cannot form a crystal. Since
polysilicon serves as a conductor, its amorphous nature is unimportant. To reduce the
resistivity of this layer, an additional implant is typically used, yle]dmg a sheet resis-
tance of a few tens of ohms per square.

In the next step, the source/drain junctions of the transistors and the substrate and
n-well ties are formed by ion implantation. This step requires a “source/drain mask” and
two lithography sequences. As illustrated in Fig. 17.8(h), the first sequence incorporates
a negative photoresist, exposing the areas to receive an n* implant (the S/D junctions of
NMOS transistors and the r-well ties). In the second sequence [Fig. 17.8(i)], the same mask
and a positive photoresist are used, exposing the areas to receive a p* implant (the S/D
junctions of PMOS transistors and the substrate ties). Note that these implants also dope
the polysilicon layer, reducing its sheet resistance. This step completes the fabrication of
the basic transistors.

The reader may wonder why the source/drain junctions are formed after the gate oxide
and polysilicon. Suppose, as depicted in Fig. 17.9(a), these junctions are created first. Then,
the alignment of the gate poly mask with respect to the S/D areas becomes extremely
critical. Even if the misalignment is a small fraction of the minimum channel length, a
gap may appear between the source (or drain) and the gate area, prohibiting the formation

b
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Figure 17.9 (a) Formation of nt regions before deposition of poly,
(b) self-aligned structure.
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of a continuous channel in the transistor. By contrast, the sequence shown in Fig. 17.8
yields a “self-aligned” structure because the source/drain regions are implanted at precisely
the edges of the gate area and a misalignment in lithography simply makes one junction
slightly narrower than the other [Fig. 17.9(b)). Interestingly, the first few generations of
CMOS technology were based on the approach shown in Fig. 17.9(a), but it was soon
discovered that the self-aligned structure would lend itself to scaling much more easily.

Back-End Processing With the basic transistors fabricated, the wafers must next un-
dergo “back-end” processing, a sequence primarily providing various electrical connections
on the chip through contacts and wires. The first step in this sequence is “silicidation.” Since
the sheet resistance of doped polysilicon and S/D regions is typically several tens of ohms
per square, it is desirable to reduce their résistance by about an order of magnitude. Sili-
cidation accomplishes this by covering the polysilicon layer and active areas (S/D regions
and substrate and n-well ties) with a thin layer of a highly conductive material, e.g., tita-
nium silicide or tungsten. Nlustrated in Fig. 17.10, this step in fact begins with creating an
“oxide spacer” at the edges of the polysilicon gate such that the deposition of the silicide
becomes a self-aligned process as well.> Without the spacer, the silicide layer on the gate
may be shorted to that on the source/drain.

Oxide Spacer

S inswens o
()
Figure 17.10 (a) Oxide spacers and (b) silicide.

The next step in back-end processing is to produce contact windows on top of polysili-
con and active regions. This is carried out by first covering the wafer with a relatively thick
(0.3- to 0.5-um) layer of oxide and subsequently performing a lithography sequence using
the “contact mask.” The contact holes are then created by plasma etching [Fig. 17.11(a)].
Owing to reliability issues, contacts to the gate polysilicon are not placed on top of the
gate area.

Following contact windows, the first layer of metal interconnect (called “metal 17)
(using aluminum or copper) is deposited over the entire wafer. A lithography sequence

3Self—aligned silicide is sometimes called “salicide.”
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Figure 17.11 Contact and metal fabrication.

using the “metal 1 mask” is then carried out and the metal layer is selectively etched
[Fig. 17.11(b)]. .

The higher levels of interconnect are fabricated using the same procedure [Fig. 17.11(c)].
For each additional metal layer, two masks are required: one for the contact windows
and another for the metal itself. Thus, a CMOS process having five layers of metal con-
tains 10 masks for the back end. The contact windows between metal layers are some-
times called “vias” to distinguish them from the first level of contacts to active areas and
polysilicon.

We should mention that if a large area must be contacted, many small windows—rather
than a large window—are usually used. Dictated by reliability issues, the dimensions of
each contact or via are fixed and cannot be decreased or increased by the layout designer. An
interesting phenomenon related to large active areas is “contact spiking.” If a large contact
window allows aluminum to touch the active area, then, as depicted in Fig. 17.12(a), the
metal may “eat” and penetrate the doped region, eventually crossing the junction to the
bulk and shorting the diode. With small windows, on the other hand, this effect is avoided
[Fig. 17.12(b)].
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Metal 1 Metal 1

p—substrate p—substrate
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Figure 17.12 (a) Spiking due to large contact areas, (b) use of small contacts to avoid spiking.

The final step in back-end processing is to cover the wafer with a “glass™ or
“passtvation” layer, protecting the surface against damages caused by subsequent mechan-
ical handling and dicing. After a lithography sequence using the “passivation mask,” the
glass is opened only on top of the bond pads to allow connection to the external environment
(e.g., the package).

17.7.2 Passive Devices

Passive components such as resistors and capacitors find wide usage in analog design,
making it desirable to add these devices to standard CMOS technologies. In practice, how-
ever, CMOS processes target primarily digital applications and hence provide only NMOS
and PMOS transistors. A new generation of CMOS technology may take one to two years
and many iterations before it becomes an “analog process,” i.e., one offering high-quality
passive devices. If a digital CMOS process is to be used for analog design, we must seck
structures that can serve as passive components. The principal issue in using such structures
is the variability of the component value from wafer to wafer because the process flow does
not assume such structures are used in circuits.

Resistors A CMOS process may be modified so as to provide resistors suited to ana-
log design. A common method is to selectively “block” the silicide layer that is deposited
on top of the polysilicon, thereby creating a region having the resistivity of the doped
polysilicon (Fig. 17.13). This means the fabrication requires an additional mask and a cor-
responding lithography sequence. Since the poly doping level is determined by various
implants in the process, the resistivity obtained here is not necessarily a target value, but
it usually falls in the range of fifty to a few hundred ohms per square. For the same rea-
son, the resistance value may vary by as much as +20% from wafer to wafer or lot to
lot.

The use of silicide on the two ends of the resistor in Fig. 17.13 results in a much
lower contact resistance than that obtained by directly connecting the metal layer to doped
polysilicon. This improves both the definition of the resistor value and the matching with
identical structures. Also, for a given resistance, poly. resistors typically exhibit much less
capacitance to the substrate than other types—on the order of 90 af/pum? for the bottom plate
capacitance and 100 af/um for the fringing capacitance. These resistors are quite linear,
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especially if they are long. The primary difficulties with silicide-block poly resistors are
variability, mask cost, and process complexity.

In a purely digital process, silicided poly, silicided p* or n't active areas, n-well, and
metal layers can be used as resistors. Since the silicided layers have a low resistivity and,
more importantly, their resistance varies substantially (e.g., by \:ESO%), they are rarely
used in analog circuits.* An n-well resistor can be formed as shown in Fig. 17.14, but
the n-well resistivity may vary by several tens of percent with process. With typical sheet
resistivities of about 1 k§2/0J, n-well resistors can prove useful where their absolute value is

n-well

Figure 17.14 Resistor made of n-

—substrate
P well.

40ne exception is where the low value is desirable and the absolute value is not critical, e.g., in resistor ladders
used in A/D converters (Chapter 18).
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not critical. For example, Fig. 17.15 shows a common-source stage that is biased by means
of My and Iy while employing C to block the dc level of the preceding stage. In order to
isolate the signal path from the low impedance (and the noise) introduced by My, resistor R,
is inserted between X and Y. Here, the value of R, is not critical so long as it is sufficiently
large. :

We should mention that, due to the depletion region formed between the n-well and the
p-substrate, n-well resistors suffer from both a large parasitic capacitance and significant
voltage dependence. Fig. 17.16 illustrates a typical case, where one terminat of the n-well
resistor is tied to Vpp. Since the capacitance to the substrate is distributed (nonuniformly)
along the resistor, a lumped model may not be accurate enough, but as a rough approxima-
tion, we place half of the total capacitance on each side of the resistor. We also note that as
Vour varies, so do the width of the depletion region and hence the value of the resistor.

The metal layers available in CMOS technologies exhibit sheet resistances on the order of
70 m$2/0 (for bottom layers) to 30 mS/0 (for top layers). Thus, for resistor values common
in analog design, metal layers are rarely used.

Figure 17.16 Common-source stage using n-well resistors.
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Capacitors Capacitors prove indispensible in most of today’s analog CMOS circuits.
Several parameters of capacitors are critical in analog design: nonlinearity (voltage depen-
dence), parasitic capacitance to the substrate, series resistance, and capacitance per unit area
(density). In CMOS technologies modified for analog design, capacitors are fabricated as
“poly-diffusion,” “poly-poly,” or “metal-poly” structures. Nlustrated in Fig. 17.17, the idea
is to grow or deposit a relatively thin oxide between two floating conductive layers, thereby
forming a dense capacitor with moderate bottom-plate parasitic (about 10 to 20%). )

Poly 2 Metal 1

Poly 1 Poly 1

0

V77777 Fox % Fox
p—substrate p-—substrate p—substrate
(a) (b) ©

Figure 17.17 Linear capacitor structures, (a) poly-diffusion, (b) poly-poly, (c) metal-poly.

The fabrication steps required to build the poly-diffusion capacitor of Fig. 17.17(a) arc: .
shown in Fig. 17.18. First, using the “capacitor mask,” a lithography sequence similar to that
of Fig. 17.3 defines the bottom plate areas and a heavy rt implant is applied [Fig. 17.18(a)].
Next, the gate oxide layer is grown over the entire wafer [Fig. 17.18(b)). Note that the
oxide grows faster over the nt region because of the heavier doping level, yielding a
capacitance per unit area less than that of MOSFETs. The fabrication then proceeds as

p—substrate p—substrate
(a) ()]
Metal 1
5
i
p—substrate p-—substrate
©) (d)

Figure 17.18 Fabrication steps of poly-diffusion capacitor.
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in a standard CMOS process, forming capacitors and MOS devices simultaneously [Figs.
17.18(c) and (d)].

It is important to understand the necessity of the capacitor mask in the above sequence.
The self-aligned process used to fabricate MOS devices forms active regions in the substrate
only after the gate oxide and polysilicon are created. It is therefore impossible to build a
doped area under the polysilicon without an extra lithography sequence. Even if the layout
is drawn as in Fig. 17.19, since the n™ step is performed after the deposition of poly, the
result is still a MOS device rather than a linear capacitor.

[ |-=— Poly

Active

N\ .

Figure 1719 Layout vyielding a
MOSFET rather than a linear capacitor.

By virtue of its simplicity, the poly-diffusion capacitor is the most common type, but
it still requires an additional mask and associated fabrication steps. This structure suffers
from some nonlinearity because the width of the depletion regions at the poly-oxide and
oxide-diffusion interfaces changes with the applied voltage (Fig. 17.20), thereby varying
tl}e equivalent dielectric thickness between the two conductive plates. If C ~ Cy(l +
a1V +aV?), then o) and o3 are typically on the order of 5 x 10=* V=! and § x 103 V2,
respectively. The bottom-plate parasitic of this topology is about 20% of the interplate
capacitance,

Depletion

IA/: Regions

The poly-poly capacitor of Fig. 17.17(b) is used in “double-poly” processes, e.g., those
designed for fabricating clecﬁ(ically erasable programmable read-only memories
(EEPROMS). Requiring both a capacitor mask and processing steps for the deposition and
etching of the second polysilicon layer, this structure is available in some technologies and
has roughly the same linearity and bottom-plate parasitic as the poly-diffusion capacitor,

The metal-poly topology shown in Fig. 17.17(c) is the most linear and the most expensive
of the three. Here, after the transistors are formed and the polysilicon is silicided, a thin layer
of Si0; is deposited over the entire wafer. Next, a lithography sequence using the capacitor
mask defines areas on top of polysilicon where the oxide must remain, and selective etching

Figure 17.20 Depletion regions in a
poly-diffusion capacitor.

p—substrate
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is performed. Owing to silicidation, no depletion region is formed at the poly-oxide interface
and the linearity of the capacitor is improved. Nonlinearity coefﬁc:lents as low as a few parts
per million have been achieved for such a structure {1}. The bottom- -plate parasitic is on the
order of 10 to 20%.

Digital CMOS technologies do not offer the foregoing capacitor structures for cost and
yield reasons. The designer must therefore construct capacitors through the use of the
“native” layers of the process.

Perhaps the simplest capacitor structure in CMOS technology is that implemented by
a MOSFET. Tllustrated in Fig. 17.21(a); the device has a capacitance that varies from a
small value at low voltages (where no channel exists and the equivalent capacitance 1s the
series combination of the oxide capacitance and the depletion region capacitance) to a large
value (C,,) if the voltage difference exceeds V. Since the gate oxide is typically the thin-
nest layer in the process, MOS capacitors biased in strong inversion are quite dense, saving
substantial area if large values are required. For the same reason, the bottom-plate parasitic,
i.e., that due to drain and source junctions, is a relanvely small percentage of the gate
capacitance—typically 10 to 20%.

p-substrate T vl

(a) (b)
Figure 17.21 (a) MOSFET configured as a capacitor, (b) nonlinear C/V characteristic.

Unfortunately, the voltage dependence of MOS capacitors, even in strong inversion,
.makes the structure less attractive for precision charge transfer.

Example 17.1

Consider the multiply-by-two amplifier of Section 12.3.3, shown in Fig. 17.22(2) as an imple-
mentation using a MOS capacitor C; and a linear capacitor C. Explain how the output voltage
in the amplification mode is distorted.

Solution

Suppose for simplicity that V;, is below ground by more than V1 so that the NMOS capacitors are
in strong inversion during sampling. As the circuit enters the amplification mode, the voltage across
C1 approaches zero and the total charge stored on C1 is transferred to C2. How much is this charge?
If C; were linear, we would have @ = C1V, but here we must write dQ = C1dV. Thus, as shown
in Fig. 17.22(b), the total transferred charge when the voltage across the capacitor goes from V;, to
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Figure 17.22 Precision muitiply-by-two circuit using a MOS capacitor.

zero is equal to the area under the C/V characteristic, a value substantially less than that in the linear
case. The output voltage is then given by

] Vin
Vour = Vip + — C dv. (7.D
Ca Jo .

Another issue related to MOS capacitors is their series resistance, an effect arising from
the gate material and, more importantly, the channel resistance. Assuming proper layout
minimizes the gate resistance, we view the channel resistance as shown in Fig, 17.23,
estimating the equivalent series resistance as (Reot /2 (R0 /2) = R,o;/4, where R,,, =
[1Cox(W/L)(Vgs — Vry)I~!. The intrinsic time constant of the capacitor is therefore

4 B P e ) m
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Figure 17.23 Channel resistance of MOS capacitor.




Sec. 17.7

Device Fabrication 623

equal to:
¢ = Rt Co (17.2)
4
1
= -WLC,, (17.3)
4uCox(W/LYVGs — Vru) '
L2
(17.4)

- 4u(Vgs — Vry)

In reality, the distributed nature of the resistance and the capacitance along the channel
results in a time constant equal to one-third of that given above [2]. Another figure of merit
for such a capacitor is Q = [1/(Cw)]/Rs. As arule of thumb, we choose Ry < 0.1/(Cw).

Equation 17.4 indicates that for a given overdrive, to minimize the series resistance of a
MOS capacitor, L must be minimized. Consequently, MOS capacitors are usually designed
as a parallel combination of wide, short devices rather than a square block (Fig. 17.24). The.
penalty is a higher junction capacitance to the substrate and somewhat greater area.

In applications requiring linear capacitors, a “sandwich” of conductive layers can be
formed in CMOS technology. Shown in Fig. 17.25 is an example, where the capacitance
between every two layers is exploited to increase the density. Since the dielectrics between

poly  r—

Figure 17.24 Use of wide, short MOS fingers to reduce channel resistance.
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the layers are relatively thick, this structure still requires a much larger area than the types
studied above. More importantly, the bottom-plate parasitic (e.g., the capacitance between
poly and substrate in Fig. 17.25) is quite large, about 50 to 60% of the total interplate
capacitance. This structure is studied in detail in Chapter 18.

An amplifier with an input capacitance of C;, is to be ac-coupled to a preceding stage having an output
resistance Ry,;. Considering both of the topologies depicted in Fig. 17.26 and allowing a maximum
signal attenuation of 20%, determine the minimum value of the coupling capacitor and the resulting
time constant if Cp = 0.5Cc or Cp = 0.2C.

Figure 17.26

Solution

In Fig. 17.26(a), the attenuation is given by: Ay = Cc/(Ce + Cip), yielding C¢c > 4C;, for a 20%
signal loss. The total capacitance seen from node X to ground is therefore equal to Cp + CcCin/
(Cc + Cin) = Cp + 0.8C;y,. It follows that the time constant is 2.8R ;1 Cip for Cp =.0.5C¢ and
1.6R;, Cip for Cp = 0.2C¢. )

In Fig. 17.26(b), Cp itself attenuates the signal: Ay = Cc/(Ce + Cip + Cp), indicating that no
value of C¢ can yield a signal loss of 20% if Cp > 0.2Cc.

These calculations yield two important results. First, the topology of Fig. 17.26(a) is generally
preferable. Second, the addition of a coupling capacitor, e.g., to isolate the bias levels, substantially
degrades the speed.

17.7.3 Interconnects

The performance of today’s complex integrated circuits heavily depends on the quality of the
available interconnects, requiring more metal layers in new generations of the technology.’
Proper modeling of interconnects in a high-performance circuit is still a topic of active
research, but our objective is to provide a basic understanding of the interconnect issues.

Two properties of interconnects, namely, series resistance and paralle! capacitance, im-
pact the performance, often mandating iteration between layout and circuit design. The
series resistance becomes especially problematic in supply and ground lines, creating dc
and transient voltage drops. Also, for long signal lines, the distributed resistance and ca-
pacitance of the wire may result in a significant delay.

5 At the time of this writing, technologies with six layers of metal are in production.
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The resistance of metal wires can be easily estimated at low frequencies, where skin
effect is negligible. Typical sheet resistances are 30 mQ/0 for the topmost (thickest) layer
and 70 m$/0 for lower layers. The finite resistance of wires influences the choice of line
widths for high-current interconnects such as supply and ground buses, as illustrated by the
following example.

Example 17.3

A D/A converter incorporates N equal current sources implemented as NMOS devices each having
an aspect ratio of W/L [Fig. 17.27(a)]. Assuming the interconnect between every two consecutive
current sources has a small resistance, r, estimate the mismatch between Iy and ;.

@ | (b)

Figure 17.27 Effect of ground resistance in a D/A converter.

Solution

If r is sufficiently small, the circuit can be modeled as shown in Fig: 17.27(b), where, I = I =
.- & [y = I. The voltage at node N is obtained by superposition of currents:

Vv = Ir+1@2r)+ -+ I(Nr) (17.5)

NN+ .
= —————1r.

3 (17.6)

If Vy is relatively small, the assumption I} = Iy =~ .. &~ Iy used in the above calculation is
reasonable and M;-My exhibit roughly equal transconductances. Thus,
i

IN =1- 8m VN (177)
=I—gn ~1-vLN+—l)I (17.8)

2
iy [1 g TED ”]. (17.9)

Since Vi~ N.J-r,wehave [} =1 —gmN - I r, and the relative mismatch between [, and Iy
is
N(N-1
= gt ————".
" 2

’I‘ —Iv (17.10)

I
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The key point here is that the error grows in proportion to N2. The ground bus must therefore be
sufficiently wide to minimize r. :

Another factor determining the width of interconnects is “electromigration.” At high
current densities, the aluminum atoms in a wire tend to “migrate,” leaving a void that
eventually (after some years of operation) grows to a discontinuity. For this reason, long-
term reliability considerations restrict the maximum current density of interconnects. As a
rule of thumb, a current-density of 1 mA per micron of width is acceptable, but the actual
value varies according to the thickness of the metal. Also, for transient currents, the peak
value may be quite higher. )

The problem of interconnect capacitance is much more complicated. We begin with a
single wire on top of a substrate (Fig. 17.28), identifying a “parallel-plate” capacitance and
a “fringe” capacitance. For narrow lines, the two are comparable.

* -
* Fringe
N //[ Capacitance
I YYYY Y
Substrate 7

Figure 17.28 Parallel-plate and fringe capacitance of an
interconnect.

A simple empirical relationship for calculating the total wire capacitance pet unit length
on top of a conducting substrate is:

W w 0.25 P 0.5
co ':F+0.77+1.06(7) +l.06(ﬁ) , (17.11)

where W, h, and ¢ denote the dimensions shown in Fig. 17.28 [3]. For typical dimensions,
this equation predicts the capacitance with a few percent of error.

While upper levels of metal in a process exhibit less capacitance per unit width and
length, their minimum allowable width is usually greater than that of the lower layers. Thus,
the minimum capacitance for a given length may be only slightly smaller for the topmost
layer(s). Table 17.1 depicts typical values for the minimum widths and parallel-plate and
fringe capacitances (to the substrate) in a four-metal 0.25-um process.

Wires also suffer from parallel and fringe capacitances between them. INustrated in
Fig. 17.29, this effect is difficult to quantify for a complex layout, often necessitating the
use of computer programs. In practice, the capacitances between the layers are calculated
by “electromagnetic field solvers,” measured experimentally, and tabulated in the process
design manual.
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17.8 Latch-Up

Table 17.1 Minimum widths and capacitances of
interconnacts in a 0.25-um technology.

Poly Metal1 Metal2 Metal3 Metald

Minimum Width 0.25 0.35 0.45 0.50 0.60
{(um)
Bottom-Plate 90 30 15 9.0 7.0
Capacitance
(aF/um?)
Fringe Capacitance 110 80 50 40 30
(Two Sides)
(aF/um)

G > G J

Substrate

Figure 17.29 Complex interconnect structure.
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Owing to manufacturing difficulties, the first few generations of MOS technologies provided
only NMOS devices. In fact, many of the early microprocessors and analog circuits were
fabricated in NMOS processes, but they consumed substantial power. The advent of CMOS
technology was motivated by the zero static power dissipation of CMOS logic—although
CMOS devices required a greater number of masks and fabrication steps. Another issue

that did not exist in NMOS implementations but arose in CMOS circuits was latch-up.
Consider the NMOS and PMOS devices shown in Fig. 17.30(a). Recall from Chapter 11

that a parasitic pnp bipolar transistor, Q;, is associated with the PFET, the n-well, and the -
substrate. By the same token, a parasitic npn device, Q,, can be identified in conjunction with
the NFET. We make two observations: (1) the base of each bipolar transistor is inevitably -
tied to the collector of the other; (b) owing to the finite resistance of the n-well and the

- substrate, the bases of @ and (; see a nonzero resistance to Vpp and ground, respectively.
The parasitic circuit can therefore be drawn as in Fig. 17.30(b), revealing a positive feedback
loop around @ and Q. In fact, if a current is injected into node X such that Vy rises, then
Ic, increases, Vy falls, |I¢| increases, and Vy rises further. If the loop gain is greater
than or equal to unity, this phenomenon continues until both transistors turn on completely,
drawing an enormous current from V5. We say the circuit is latched up,
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(@ (b)

Figure 17.30 (a) Parasitic bipolar transistors in a CMOS process, (b) equivalent circuit.

The initial current required to trigger latch-up may be produced by various sources in an
integrated circuit. For example, in Fig. 17.30(a), the bases of @, and Q; are capacitively
coupled to the drains of M| and M,, respectively. A large voltage swing at the drains can
therefore inject a significant displacement current into the 7-well or the substrate, initiating
latch-up.

A common case of latch-up occurs with the use of large digital output buffers (invert-
ers). These circuits inject high currents into the substrate through the large drain junction
capacitance of the transistors and by forward-biasing the source-bulk junction dicdes. The
latter arises because of the substantial transient voltages produced across the bond w1res
connected to the ground (Chapter 18).

In order to prevent latch-up, both process engineers and circuit designers take precau-
tions such that the loop gain of the equivalent circuit shown in Fig. 17.30(b) remains well
below unity. Proper choice of the doping levels and profiles as well as layout design rules
ensure a low value for both the parasitic resistances and the current gain of the bipolar
transistors. Furthermore, the layout of the circuit incroporates substrate and n-well contacts
with sufficiently small spacing so as to minimize the resistance. The design manual of each
technology typically provides an extensive set of layout rules recommended for latch-up
prevention.

Unless otherwise stated, in the following problems, use the device data shown in Table 2.1 and assume
Vpp = 3 V where necessary. Also, assume all transistors are in saturation.

17.1. AMOS technology is designed to provide only n-type transistors and two metal layers. Sketch
the fabrication steps and determine the minimum number of masks required in this technology.

17.2. During a threshold-adjust implant, the wafer was not tilted, leading to severe channeling.
Explain whether the resulting threshold voltage is higher or lower than the target value.

17.3.  The circuits of Fig. 17.31 have been fabricated with a longer-than-expected gate oxidation
cycle. If the threshold voltages are still equal to the desirable value, sketch V,,, versus Vi,
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and compare the results to the target case.

Voo Voo
M, M,
Vout Vin Vout
Vino—[, M4 M,y
(@) ®) ~ Figure17.31

17.4. The circuits of Fig. 17.31 have been fabricated without a threshold-adjust implant. Sketch
Vour versus Vi, and compare the results to the target case.

17.5. Due to a layout error, the circuit shown in Fig. 17.32 suffers from contact spiking in one of the
junctions. Identify the faulty junction if (a) the voltage gain is higher than expected, (b) the
output voltage is near Vpp.

Figure17.32

17.6. An NMOS cascode current source used in a large circuit exhibits a substantially lower output
impedance than expected. Determine which fabrication error may have led to this effect:
(a) channeling during S/D implant, (b) omission of the channel-stop implant, (c) insufficient
gate oxide growth.

17.7.  An NMOS cascode current source has a zero cutput current. If a single (small) lithography
misalignment has caused this error, determine in which fabrication step(s) this may have
occurred.

17.8. A differential pair using an active current mirror as load suffers froma low small-signal voltage
gain, If the bias current is equal to the target value, determine which fabrication error may
have led to this effect: (a) heavy n-well implantation, (b) heavy threshold-adjust implantation,
(c) long gate oxidation cycle.

17.9. The switched-capacitor amplifier of Fig. 17.33 exhibits a large gain error. If the bias current
of the op amp is equal to the desired value, which fabrication error is likely to have happened:
(a) heavy threshold-adjust implantation, (b) very heavy doping in the bottom plate of )
(placed at node P), (c) channeling during the S/D implantation.
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S,
——o/o——
S
S,
C1 out
= Figure 17.33

17.10. In Fig. 17.34, the digital circuit draws large transient currents ffom Vpp. Without M, the
inductor L;, would sustain a large transient voltage LpdIpp/dr. Transistor M| with W/L =
100/0.5 is added to suppress this effect.

!/

. X DD

o M | pigital
Circuit

oL
< Figure17.34

(a) Calculate the equivalent series resistance of M;.
(b) Calculate the maximum value of L; that results in a critically-damped response at node
X. Model the digital circuit by a transient current source.

17.11. In the circuit of Fig. 17.27, V, = 1.2V, N = 32, and (W/L);_y = 20/0.5. Determine the
maximum value of r for a maximum current mismatch of 1%.

17.12. Suppose inEq. (17.11),t =1 umand h = 3 jmn. For what value of W are the parallel-plate
and fringe capacitances equal? What if A = 5 um?
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Chapter 18

Layout and Packaging

In the past 20 years, analog CMOS circuits have evolved from low-speed, low-complexity,
small-signal, high-voltage topologies to high-speed, high-complexity, low-voltage “mixed-
signal” systems containing a great deal of digital circuitry. While device scaling has en-
haticed the raw speed of transistors, unwanted interaction between different sections of
integrated circuits as well as nonidealities in the layout and packaging increasingly limit
both the speed and the precision of such systems. Today’s analog circuit design is very
heavily influenced by layout and packaging.

In this chapter, we study principles of layout and packaging, emphasizing effects that
manifest themselves when analog and digital circuifs coexist on a chip. For the sake of
brevity, we use the term analog to mean both “analog” and “mixed-signal.” Beginning with
an overview of layout design rules, we study a number of topics related to the layout of
analog circuits, including multifinger transistors, symmetry, reference distribution, passive
device layout, and interconnects. Next, we deal with the problem of substrate coupling.
Finally, we describe packaging issues, analyzing the effect of self- and mutual inductance
and capacitance of external connections to integrated circuits.

18.1 General Layout Considerations

The layout of an integrated circuit defines the geometries that appear on the masks used
in fabrication. From Chapter 17, the geometries include n-well, active, polysilicon, n* and
pt implants, interlayer contact windows, and metal layers.

Figure 18.1 shows an example, where the mask geometries required for a PMOS tran-
sistor are drawn. It is important to note the following: (1) the n-well surrounds the device
with enough margin to ensure that the transistor is contained in the well for all expected
misalignments during fabrication; (2) each active area (S/D regions and nt contact to
the well) is surrounded by a proper implant geometry with enough margin; (3) from the
fabrication steps described in Chapter 17, the gate requires its own mask; (4) the con-
tact windows mask provides connection from active and poly regions to the first layer
of metal.

631
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;{/ /
s
o

7

Metal 1

o

7
e TG
S
Gl

n-well Figure 18.1 Layout of a PMOS

.
P Implant transistor,

In most modern layout tools, the implants, and even the n-wells are automatically gen-
erated from the remainder of transistor geometries, reducing the number of layers that the
layout designer sees on the computer screen and simplifying the task.

18.1.1 Design Rules

While the width and length of each transistor is determined by circuit design, most of the
other dimensions in a layout are dictated by “design rules,” i.e., a set of rules that guarantees
proper transistor and interconnect fabrication despite various tolerances in each étep of
processing. Most design rules can be categorized under one of four groups described below.

Minimum Width The widths (and lengths) of the geometries defined on a mask must
exceed a minimum value imposed by both lithography and processing capabilities of the
technology. For example, if a polysilicon rectangle is excessively narrow, then, owing to
fabrication tolerances, it may simply break or at least suffer from a large Iocal resistance
(Fig. 18.2). In general, the thicker a layer, the greater its minimum allowable width, indi-

'

W,
‘ 1 Figure 18.2 Excessive width varia-

tion in a narrow poly line.

cating that as technologies scale, the thickness must be decreased proportionally. Fig. 18.3
depicts examples of minimum widths in a 0.25-um technology. Note that the thickness of
the layers is not under the control of the layout designer.

Metal 1
_ 1pum
0.5 um

| Substrate -

FigUre 18.3 V\Vidths_ and thicknesses of poly and metal lines.
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Poly Line

™~ n* Implant

— e — ot

(a) ()

Figure 18.4 (a) Short between two excessively close poly lines, (b) minimum
spacing between active and poly.

Metai 1

'E Figure 18.5 Enclosure rule for poly
2 and metal surrounding a contact.
Minimum Spacing The geometries built on the same mask or, in some cases, different
" masks must be separated by a minimum spacing. For exumple, as shown in Fig. 18.4(a), if
two polysilicon lines are placed too close to each other, they may be shorted. As another
example, consider the case shown in Fig. 18.4(b), where a polysilicon line runs close to

the S/D area of a transistor. A minimum spacing is required here to ensure the implant
surrounding the transistor does not overlap with the poly line.

Minimum Enclosuie We mentioned above that in the layout of Fig. 18.1, the n-well
and the p* implant must surround the transistor with sufficient margin to guarantee that the
device is contained by these geometries despite tolerances. These are examples of minimum
enclosure rules. Fig. 18.5 depicts another example, where a poly contact window connects
a poly line to a metal 1 line. To ensure that the contact remains inside the poly and metal 1
squares, both geometries must enclose the contact with enough margin.

Minimum Extension Some geometries must extend beyond the edge of others by a
mintmum value. For example, as shown in Fig. 18.6, the gate pelysilicon must have a
minimum extension beyond the active area to ensure proper transistor action at the edge.

In addition to the minimum dimensions specified in the above four categories, some
maximum allowable dimensions may also be enforced. For example, for iong metal wires,
the minimum width is typically larger than that for short wires to avoid “liftoff” problems.
Other such rules relate to the “antenna effect,” described in the next section.

Fig. 18.7 summarizes a smalt subsei of design rules governing the layout of an NMOS
differential pair with PMOS current-source loads. Modern CMOS technologies typically
involve more than 150 layout design rules.
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Gate Oxide

Figure 18.6 Extension of poly

* p—Substrate
beyond the gate area.

Ay : Active—Active Spacing

A,: Metal Width

A, Metal—-Metal Spacing

A,: Enclosure of Contact by Active
Aj: Poly-Active Spacing

Ag: Active-Well Spacing

Az: Enclosure of Active by Well

Ag: Poly-Poly Spacing

Figure 18.7 Layout of a differential pair with PMOS current-source loads.

18.1.2 Antenna Effect

Suppose the gate of a small MOSFET is tied to a metal 1 interconnect having a large area
(Fig. 18.8(a)]. During the etching of metal 1, the metal area acts as an “antenna,” collecting
ions and rising in potential. It is therefore possible that the gate voltage of the MOS device
increases so much that the gate oxide breaks down (irreversibly) during fabrication.

The antenna effect may occur for any large piece of conductive material tied to the gate,
including polysilicon itself. For this reason, submicron CMOS technologies typically limit
the total area-of such geometries, thereby minimizing the probability of gate oxide damage.
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Metal 2

Metal 1

-

R

Met_al 1
(a) ' (b}

Figure 18.8 (a) Layout susceptible to antenna effect, {b) discontinuity in metal 1 layer to avoid antenna

If large areas are inevitable, then a discontinuity can be created as illustrated in Fig, 18.8(b)
so that, when metal 1 is being etched, the large area is not connected to the gate.

18.2 Analog Layout Techniques

The extensive sets of design rules enforced by mainstream CMOS processes aim to maxi-
mize the yield of digital ICs while allowing moderately aggressive circuit design. Analog
systems, on the other hand, demand many more layout precautions so as to minimize effects
such as crosstalk, mismatches, noise, etc.

18.2.1 Multifinger Transistors

As mentioned in Chapter 2, wide transistors are usually “folded” so as to reduce both
the S/D junction area and the gate resistance. A simple folded structure such as that in
Fig. 18.9(2) may prove inadequate for very wide devices, necessitating the use of multiple
“fingers” [Fig. 18.9(b)]. As a rule of thumb, the width of each finger is chosen such that the
resistance of the finger is less than the inverse transconductance associated with the finger.
In low-noise applications, the gate resistance must be one-fifth to one-tenth of 1/gm.

D

(@) )
Figure 18.9 (a) Simple folding of a MOSFET, (b) use of multiple fingers.
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Example 18.1

A 100-m/0.6-tem MOSFET biased at 1 mA exhibits a transconductance of 1/(200 ). If the sheet
resistance of the gate polysilicon is equal to 5 £2/0], what is the widest finger that the structure can
incorporate while ensuring the gate thermal noise voitage is one-fifth of the input-referred channel
thermal noise voltage?

Solution

If the transistor is laid out as N parallel fingers, each finger exhibits a transconductance of 1 /(200N Q)
and a total distributed resistance of 5 Q x (100/0.6)/N. Using the long-channel approximation for
the input-referred channel thermal noise from Chapter 7, we have

2
Channel Noise = ‘/4kT§(200) V/+Hz (18.1)
/ 500 1
Gate Noise = 4’(TO‘—6(;V-2—§ V/‘\/ Hz 5 (182)

where the factor 1/3 on the right hand side of {18.2) accounts for the distributed nature of the resistance
{Chapter 7). Equating (18.1) to five times (18.2), we have

/6.2 ,
N=35 T5 . (18.3)

= 7.2, (18.4)

Thus, a minimum of 8 fingers is required.

While the gate resistance can be reduced by decomposing the transistor into more parallel
fingers, the capacitance associated with the perimeter of the source/drain areas increases. As
exemplified by the structures depicted in Fig. 18.10,' with three fingers, the total perimeter
of the source or the drain is equal 10 2(2E + 2W/3) = 4E + 4W/3, whereas with five

D

D

e 0| T

n

(a) (b)

Figure 18.10 Layout of a transistor using (a) three fingers, (h) five fingers.

"'The use of multiple fingers is sometimes calied “interdigitization.”
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fingers, it is equal to 3(2E +2W/5) = 6 E +6W/5. In general, for an odd number of fingers
N, the S/D perimeter capacitance is given by

N+1 2W :
N+1
= [(N +1E + T+Wj| Cjsu- (18.6)

Thus, the number of fingers multiplied by £ must be much less than W so0 as to mini-
mize the S/D perimeter capacitance contribution. In practice, this requirement may conflict
with that for minimizing the gate resistance noise, mandating a compromise between the
two or contacting the gate on both ends to reduce the resistance.

For transistors having a large number of gate fingers, the structure may be modified
to that shown in Fig. 18.11, thereby avoiding long geometries and hence disproportionate
dimensions in the layout of the overall circuit.

Figure 18.11 Layout of a wide
transistor with many fingers.

The layout of a cascode circuit.can be simplified if the input device M, and the cascode
device M, have equal widths. As shown in Fig. 18.12(a), the drain of M; and the source of
M, can share the same junction. More importantly, since this junction is not connected to any
other node, it need not accommodate a contact window and can therefore be quite smaller
[Fig. 18.12(b)]. Consequently, the capacitance at the drain of M| is reduced substantially,
improving the high-frequency performance. For wide transistors, each transistor may use
two or more fingers [Fig. 18.12(c)]. :

18.2.2 Symmetry

Recall from Chapter 13 that asymmetries in fully differential circuits introduce input-
referred offsets. thus limiting the minimum signal level that can be detected. While some
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@ (b) ()

Figure 18.12 Layout of cascode devices having the same width.

mismatch is inevitable, inadequate attention to symmetry in the layout may result in large
offsets—much greater than the values predicted by the statistical treatment of Chapter 13.
Symmetry also suppresses the effect of common-mode noise and even-order nonlinearity.
It is important to note that symmetry must be applied to both the devices of interest and
their surrounding environment. We return to this point later.

Let us consider the differential pair of Fig. 18.13(a) as the starting point. If, as depicted
in Fig. 18.13(b), the two transistors are laid out with different orientations, the matching
greatly suffers because many steps in lithography and wafer processing behave differently
along different axes. Thus, one of the configurations in Fig. 18.13(c) and (d) provides a more

(a) (®)

@

{©

Figure 18.13 (a) Differential pair, (b) layout of M, and M>
with different orientations, (c) layout with gate-aligned devices,
(d) layout with parallei-gate devices.
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Source/Drain Implant
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Shadowed ¥ ':> Y Lty \ /
Region , Asymmetry

Figure 18.14 Shadowing due to implant tilt.

plausible solution. The choice between these two is determined by a subtle effect called
“gate shadowing.” [Nlustrated in Fig. 18.14, the shadowing is caused by the gate polysilicon
during the source/drain implantation because the implant (or the wafer) is tilted by about
7° to avoid channeling (Chapter 17). As a result, a narrow strip in the source or drain region
receives less implantation, creating a small asymmetry between the source and drain side
diffusions after the implanted areas are annealed.

Now consider the structures of Figs. 18.13(c) and (d) in the presence of gate shadow-
ing (Fig. 18.15). In Fig. 18.15(a), if the shadowed terminal is distinguished as the drain
(or the source), then the two devices sustain no asymmetry resulting from shadowing. In
Fig. 18.15(b), on the other hand, the transistors are not identical even if the shadowed ter-
minals are distinguished because the source region of M, “sees” M to its right whereas
the source region of M, sees only the field oxide. Similarly, the drains of M, and M, see
different structures to their left. In other words, the surrounding environment of M is not
identical to that of M. For this reason, the topology of Fig. 18.15(a) is preferable.

D

s

(a) (b)

Figure 18.15 Effect of shadowing on (a) gate-aligned and (b} parallel-gate
transistors.

The asymmetry inherent to the structures of Fig. 18.15(b) can be ameliorated by adding
“dummy” transistors to the two sides so that M, and M, see approximately the same
environment (Fig. 18.16). However, in more complex circuits, e.g., in a folded-cascode op
amp, such measures cannot be easily applied.

We should emphasize the importance of maintaining the same environment on the two
sides of the axis of symmetry. For example, in the structure of Fig. 18.17, an unrelated
metal line passing over only one transistor indeed degrades the symmetry, increasing the
mismatch between M, and Ma. In such cases, either a replica must be produced on the other
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(a) : (b)

Figure 18.17 (a) Asymmetry resulting from a metal line passing over My, (b) removing
the asymmetry by replicating the line on top of M;.

side [Fig. 18.17(b})] (even though the replica may remain floating) or, preferably, the source
of asymmetry must be removed.

Symmetry becomes more difficult to establish for large transistors. In the differential pair
of Fig. 18.18, for example, the two transistors have a large width so as to achieve a small

M, M, :
e
b N Eg’}il [ |
- — Lr' e
LD m Eim
aC
m_ mj: m =
>
Gradient

Figure 1B.18 Effect of gradient in a differential pair.

input offset voltage, but gradients along the x-axis give rise to appreciable mismatches. To
reduce the error, a “common-centroid” configuration may be used such that the effect of

first-order gradients along both axes is cancelled. Tllustrated in Fig. 18.19, the idea is to
decompose each transistor into two halves that are placed diagonally opposite of each other
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Figure 18.19 Common-centroid layout.

and connected in parallel.> However, the routing of interconnects in this layout is quite
difficult, often leading to systematic asymmetries of the type depicted in Fig. 18.17(a) or in
the capacitances from the wires to ground and between the wires. For a larger circuit, e.g.,
an op amp, the routing may become prohibitively complex.

The effect of linear gradients can also be suppressed by “one-dimensional” cross cou-
pling, as depicted in Fig. 18.20. Here, all four half transistors are placed along the same axis
and M, and M, are formed by connecting either the near ones and the far ones [Fig. 18.20(a)]
or every other one [Fig. 18.20(b)]. (For clarity, the connections between the sources and
drains are not shown.) To analyze the effect of gradients in these structures, let us assume
that, for example, the gate oxide capacitance varies by AC,, from each half transistor to
the next. Placing M|, and My, in parallel, we have

1 w
Ipia + Ipta = 5 1n(Cox + Cox + 3ACo)+(Vas = V), (18.7)
and for M,, and M-,:
. 1 . w 2
1[)2a =+ IDH3 = E‘Ln(cax + ACux + Cox + ZACDX)Z(VGS - VTH) - (188)

This type of cross coupling therefore cancels the effect of the gradient. Now, for the con-
figuration of Fig. 18.20(b), we have

1 W ,
Ipw + Ipap = Eﬂn(cox +Cor + ZACOX)I‘(VGS — Vru)®, (18.9)
and

: i w
Iow + Ipay = 5 #n(Cou + ACox + Cox +30Co) (Vo5 = Vru). (18.10)
Equations (18.9) and (18.10) suggest that this approach removes the error to a lesser extent.

2The interconnect lines shown in this figure are only conceptually correct.

*In reality, variation of C,,, influences the threshold voltage as well. We neglect this effect here.
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4 - - )
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¥

Cox Coxt AC,y Coxt 2AC,, Co+3AC,,
(b)

Figure 18.20 One-dimensional cross-coupling.

The reader can prove that for small gradients in other device parameters, similar results
are obtained, concluding that the topology of Fig. 18.20(a) contains smaller errors than that

" of Fig. 18.20(b). However, since the environment seen by M, + M3, differs from that seen

by M}, + My,, dummy transistors must be added to the left of M\, and right of My,.

18.2.3 Reference Distribution

In analog systems, the bias currents and voltages of various building blocks are derived from
one or more bandgap reference generators. The distribution of such references across a large
chip entails a number of imiportant issues. Consider the example depicted in Fig. 18.21,

" where Iz r is produced by a bandgap reference and M;-M, serve as bias current sources

of building blocks that are located far from Mggr and from each other. If the matching
between Ipj-Ip, and [rg 18 critical, then the voltage drop along the ground line must be
taken into account. In fact, for a large number of circuits connected to the same ground line,
the systematic mismatch between the current sources and /g g r may be unacceptable.

To remedy the above difficulty, the reference can be distributed in the current domain
rather than in the voltage domain. Hlustrated in Fig. 18.22, the idea is to route the reference
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Figure 18.21 Distribution of a reference voltage for current-mirror
biasing.
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Figure 18.22 Distribution of current to reduce the effect of inter-
connect resistance.

current to the vicinity of the building blocks and perform the current mirror operation
locally. Placing the interconnect resistance in series with current sources, this approach

_ lowers systematic errors if the building blocks appear in dense groups in different regions

on the chip. However, mismatches between Iggr1 and Iggr2 and between Mreri and
Mge 2 introduce error. In large systems, it may be advantageous to employ several local
bandgap reference circuits so as to alleviate routing problems. '

Another issue in the circuits of Figs. 18.21 and 18.22 relates to the orientation of the
transistors. As mentioned in Section 18.2.2, if, for example, Mger and M,-M,, inFig. 18.21
have different orientations, then substantial mismatches arise. Since circuits 1, 2, ..., n may
be laid out individually; particular attention must be paid to the orientation of their current
sources before and after the entire chip is composed. '

The scaling of currents in Figs. 18.21 and 18.22 also demands careful choice of device
dimensions and layout. Suppose the circuit of Fig. 18.21 requires Ip; =0.5/ger and Ipx =
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Figure 18.23 Proper scaling of device dimensions for adequate matchin g of current sources.

2Iggr. How do we choose (W/L), and (W/L), with respect to (W/L)ggr? Recall from
Chapter 2 that, owing to the side diffusion of the source/drain regions, the effective channel
length is less than the drawn length by 2L, a poorly controlled quantity. Thus, to avoid
large mismatches, the lengths of the transistors must be equal and the currents must be
scaled by proper choice of the widths. We then postulate that W, = 0.5 Wger and W,y =
2Wggr. Figure 18.23 shows how Mggr, M|, and M, in this example are laid out to ensure
reasonable matching. Note that all equivalent widths are integer multiples of a unit value,
W,. Transistor M| is identical to Mgz F except that half of its source remains floating (or
connected to the drain). To improve the matching, the array can be surrounded by dummy
devices.

18.2.4 Passive Devices

The implementation of passive devices in mainstream CMOS technologies continues to
pose difficult challenges. When introduced for production, a new generation of a CMOS
process provides only NMOS and PMOS devices, rarely allowing the use of polysilicon
resistors (with silicide block) or high-density linear capacitors. Since it takes approximately
two years to add such modules to the technology, we say “analog” processes are about two
years behind “digital” processes. This is an important observation because in two years
the next generation of the basic CMOS process is launched (Fig. 18.24), providing scaled
transistors having a higher “raw” speed.

Which generation should a manufacturer use at ¢ = 1, + 2 years: generation NA with
well-characterized passive components but a minimum dimension of L, or generation
N + 1 with no high-quality passive devices but a scaled dimension of L /27 Considering
the difficulties in analog design without such passive elements, we may choose generation
N A, forsaking the speed advantages of generation N + 1. However, since the design of
digital circuits is immediately moved to the scaled technology, the analog building blocks
must follow suit if they are to be integrated on the same chip along with the digital system.
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Figure 18.24 Development of digital and analog generations of a CMOS technology.

In practice, different IC manufacturers have adopted different approaches: some develop
products in analog technologies, exploiting the well-characterized properties of the devices
to design aggressively, whereas others utilize digital processes, taking advantage of more
relaxed power-speed trade-offs and maintaining compatibility with digital circuits.

Let us now study the implementation of passive devices.

Resistors Polysilicon resistors using a silicide block exhibit high linearity, low capac-
itance to the substrate, and relatively small mismatches. The linearity of these resistors
in fact depends on their length [1], necessitating accurate measurement and modeling for
high-precision applications. Fig. 18.25 depicts an example where the nonlinearity of the
resistor is critical. Since V,,; = —IinRF, the accuracy of current-to-voltage conversion
depends on the linearity of Rr.

Ag

Figure 18.25 Feedback am;i]iﬁer
B converting a voltage to current.

Vout

As with other devices, the matching of polysilicon resistors is a function of their dimen-
sions. For example, resistors having a length of 5 m and width of 3 pm display typical
mismatches on the order of 0.2%. Most of the symmetry rules described for the layout of
MOS devices apply to resistors as well. For example, resistors that are required to bear a
well-defined ratio must consist of identical units placed in parallel or series (with the same
orientation).

Example 18.2

Consider the bandgap circuit shown in Fig. 18.26. Choose the values of n, Ry, and Ry such that Vour
exhibits a zero temperature coefficient and the layout can be designed for high precision.
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Figure 18.26

4 Series Units 4 Series Units 4 Series Units
(b}
Figure 18.27 Layout of R and R with (a) R2/R; =5, (b) R2/R| =534 = 16/3,

4 Series Units

/

Solution
Since V,u = Vpgy + Vr(Ry/R1)Inn, we must find convenient values of n, R|, R; such that
(R2/Ry)Inn =2 17.2 (Chapter 11). If n = 31,then Ry/R; =~ 5, yielding the layout of Fig. 18.27(a).
Note that Ry is placed in the middle to partially cancel the effect of gradients.

Now suppose we choose n =25, obtaining R,/R; =5.34. Such a value cannot be accurately
established by simply adjusting the dimensions of R; and R,. Rather, we write R2/Ry =16/3 and
construct the resistors as shown in Fig, 18.27(h).
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For large values, resistors are usually decomposed into shorter units that are laid out
in parallel and connected in series [Fig. 18.28(a)]. From the viewpoint of matching and
reproducibility, this structure is preferable to “serpentine” topologies [Fig. 18.28(b)], where

" the corners contribute significant resistance.

(a) (b)

Figure 18.28 (a) Layout of large resistors, (b) serpentine topology.

The sheet resistance, Ry, of polysilicon resistors varies with temperature and process,
necessitating provisions in the design for this variation. The temperature coefficient depends
on the doping type and level and must be measured for each technology. Typical values are
+0.1% /°C and —0.1% /°C for p* and n* doping, respectively. The variation with process
is usually less than £20%.

In technologies lacking a silicide block mask, resistors may be made of n-well, source/
drain p* or n* material, silicided polysilicon, or metal, with Ry decreasing in this order.
The sheet resistance of n-well is typically around 1 k2 but it may vary by a large frac-
tion, e.g., £40%, with process. Furthermore, Rp depends on the width of the resistor, as
exemplified by the plot of Fig. 18.29. This is because, with a depth of several microns,
n-well regions exhibit width-dependent diffusion at the edges. Also, Ry is a strong func-
tion of the n-well-substrate voltage difference, giving rise to both nonlinearity and poor

Ry 4
(Q/o}
800 |-\
T :
1 5 -
\:v;?:‘r; Figure 18.29 Dependence of n-well

sheet resistance upon resistor width.

definition of the value of the resistor, For example, in the circuit of Fig. 18.30, resistors
Rs and Rp suffer from large mismatches in R because the depletion region below Rjs
is quite narrower than that below Rp. Also, as Vy,, varies, so does the sheet resistance
of Rp, introducing nonlinearity. Resistors made of n-well display a TC of +0.2% to
4+0.5% /°C. '
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p—substrate Depletion Region

Figure 18.80 Common-source stage using n-well resistors.

Example 18.3

An A/D converter incorporates a resistor Jadder consisting of 128 units made of n-well to generate
equally-spaced reference voltages (Fig. 18.31). If the two ends of the ladder are connected to V) =
+1V and V5 = +2 V, calculate the ratio Rias/R;.

v,
)

FYYY

= Ry2g

—— VReF128 ="

Ak

= Ry97

-—= VRer127

v ’ Figure 18.31 Resistor ladder used in
1 an A/D converter.

Solution

The width of the depletion region inside the n-well is given by xg = /2¢,;(¢g + Ve)Y/ (g Nyeir),
. where Ny, denotes the n-well doping level and Vg the reverse bias voltage. Assuming the zero-bias
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depth of the n-well is equal to 7o, we have

7 2¢;5i
1 — + Vi) + B
Ry23 0 ‘/que @s + 1) \[que71¢

3 = T . (18.11)
o — N (o +V2)+ N ”¢B
. we wei
o+, NZG“ ¢5 (1— 1+;:—‘)
- g Nuwell B (18.12)

Va
o+, ¢3( 1+—-)
queH ]

If the difference between R; and Rjzg is small, we can divide the numerator and denominator of
(18.12) by 7o and approximate the result as

Rizg 2650 Vi 1 [ 26 Va
i APV B o et 1+ 21— = =g |1- J1+=
Ry l: i) ‘/quell v8 ( \/ * é8 )] [ to\/;Nwetz¢B ( \/ * ¢3)]

(18.13)

1 2egi Va2 Vi
141 1+ 2 1+ 2], 18.14
+ to\/qu¢11¢B (\/ + ¢s ‘[+ ¢ ) (814

For example, if tp = 2 gm, Ny = 10' cm™!, and ¢p = 0.7 V, the mismatch between R;g and
Ry is nearly 60%.

The p* and n* source/drain regions can also be used as resistors. With a sheet resistance
of 3 to 5 ohms per square, siticided S/D regions are suited to only low-value resistors, but
their variation with process can be as high as 50%. Furthermore, the junction between these
areas and the bulk introduces substantial capacitance and voltage dependence.*

Silicided polysilicon has a sheet resistance of 3 to 5 ohms per square and can be utilized
for low resistor values. While suffering from less capacitance to the substrate than n* or
p* resistors, silicided polysilicon has a process-dependent Rr, with variations as high as
60 to 70%. Thus, it can be used only if its absolute value is not critical, for example, in the
resistor ladder of Fig. 18.31. The temperature coefficient of this type of resistor is between
+0.2 and +0.4%/°C.

The metal layers in a process can provide very low resistor values. For example, in high-
speed A/D converters, the ladder of Fig. 18.31 may be constructed as simply a long metal
line having equally spaced taps (Fig. 18.32). Note however that if the width of the metal

4The nonlinearity of n-well resistors is much higher because the low dopmg level in the n-well results in a
greater sensitivity to the voltage with respect to the substrate.
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== VReri27

T A o

L VREF126

TR

— Vrer1
: Figure 18.32 Resistor ladder made
v
of metal.
resistor is small, matching suffers. The temperature coefficient of the resistance is about
0.3%/°C for aluminum.

Capacitors Asexplained in Chapter 17, high-density linear capacitors can be fabricated
using polysilicon over diffusion, polysilicon over polysilicon, or metal over polysilicon,
with a relatively thin layer of oxide grown between the two plates. Owing to its simplicity,
the first structure is more common in today’s analog processes even though it exhibits lower
linearity than do the other two.

In the absence of the above structures, linear capacitors must be designed using sand-
wiches made of the available conductive layers. For example, in a process having fourlayers
of metal, the capacitors can be formed as shown in Fig. 18.33. The choice of one topol-
ogy over another is determined by two factors: (1) the area occupied by the capacitor and
(2) the ratio of the bottom-plate parasitic capacitance to the interplate capacitance, Cp/C.
In typical technologies, the capacitance between consecutive metal layers fe.g., Cy, .., Cy
in Fig. 18.33(d)] is on the order of 35 to 40 aF/.m? and that between metal 1 and polysili-
con is about 60 aF/m?. Thus, the structure of Fig. 18.33(d) provides more than four times
the density of that in Fig. 18.33(a). On the other hand, the value of Cp increases from
Fig. 18.33(a) to Fig. 18.33(d). With typical values, Cp /C reaches a minimum—about 0.2
to 0.25—for the structure of Fig. 18.33(a) or (b) and increases to about 0.5 for the sandwich
of Fig. 18.33(d).

Since the absolute value of interlayer capacitances is poorly controlled in digital tech-
nologies, the capacitors of Fig. 18.33-may experience process variations as high as 20%. By
contrast, the gate oxide capacitance is typically controlled with less than 5% error. Interest-

-ingly, the structure of Fig. 18.33(d) may suffer from less variation than the others because

random variations in the capacitances between various layers tend to “average out.”

We have thus far neglected the fringe capacitance. As depicted in Fig. 18.34, the electric
field lines emanating from the edge of each plate must terminate on the edge of the other
plate or on the substrate, giving rise to a fringe capacitance that must be taken into account.
The fringe capacitance can be calculated using Eq. (17.11) or from tabulated values in the
process design manual.
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As explained in Chapter 17, a MOS transistor with its source and drain tied together can
act as a capacitor if the gate-source potential is sufficient to establish an inversion layer.
However, the voltage dependence of the capacitance limits the use of this structure.

The layout of capacitors for high-precision circuits must follow the principles described
above for transistors and resistors. For example, in applications where an array of well-
matched capacitors is required, dummy devices must be placed on the perimeter of the .
array.

Example 18.4

The circuit of Fig. 18.35(a) is designed for a nominal gain of C;/C, = 8. How should C| and C; be
laid out te ensure precise definition of the gain?

¢,

S ety
) cf—i : ] c
>l OEE T

= T B I | |y

Dummy B LIL_.IL'JW‘:;%

Units = ' ° 7 i
i e d o
(a) (b)
Figure 18.35

Solution

We form C; as 8 unit capacitors, each equal to Cy, and place all of the units in a square array
[Fig. 18.35(b)]. Note that (1) C5 is symmetrically surrounded by the units comprising C so that the
effect of vertical or horizental gradients is cancelled to the first order; (2) dummy capacitor units are
placed around the main array, creating approximately the same environment for the units of C| as
that seen by .

For large capacitor arrays, cross-coupling techniques such as those “illustrated in
Figs. 18.20 and 18.26 can be applied. However, unlike transistors and resistors, capacitors
are quite sensitive to the wiring capacitance, demanding great care in the interconnection of
the units. Even in the simple array of Fig. 18.35(b), it is difficult to route all of the top-plate
and bottom-plate connections while introducing no additional capacitance. As the layout
of Fig. 18.36 exemplifies, the wiring inevitably leads to some error in the ratio C,/C>.

Diodes Two types of pn junctions can be formed in a standard CMOS technology: one
in the p-substrate and another in an n-well (Fig. 18.37). The former must remain reverse

/biased and can therefore serve only as a voltage-dependent capacitor (“varactor™), e.g., in
voltage-controlled oscillators.
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] Figure 18.36 Layout of capacitors
along with interconnections.
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Figure 18.37 Diodes in CMOS technology.

The diode formed in an n-well also faces difficulties if forward biased. Recall from
Chapter 11 that the p* region in the n-well, the n-well itself, and the p-substrate constitute
a bipolar pnp transistor whose collector is typically grounded. Thus, if the pn junction in
the n-well is forward biased, substantial current flows from the p* terminal to the substrate.
In other words, the structure must not be viewed as merely a two-terminal floating diode.
Nonetheless, if reverse-biased, the device can serve as a varactor.

Owing to these difficulties, analog CMOS circuits rarely incorporate forward-biased
diodes.

18.2.5 Interconnects

Modern CMOS processes offer five metal layers for interconnection. By comparison, as
Jate as 15 years ago, CMOS technologies provided only one layer of metal. Nevertheless,
many effects related to wires must still be taken into account when a high-precision and/or
high-speed circuit is laid out.

The parallel-plate and fringe capacitance of wires may degrade the speed if long inter-
connects are required. For example, in a mixed-signal system (e.g., using many switched-
capacitor circuits), the clock signal must be distributed over long wires to access various
building blocks, thereby experiencing significant line capacitance. More importantly, the
capacitance between lines introduces substantial coupling of signals.

Fig. 18.38 illustrates an example of cross-talk between signals. Here, a common-source
stage and a NAND gate are located next to each other and the two inputs to the gate, Va
and Vg, cross over the analog signal, Vi,. Furthermore, the clock wire, C K, is laid out
in parallel with V;, and the output of the NAND gate has some overlap with the output
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Figure 18.38 Capacitive coupling

between various lines in a typical layout.

of the common-source stage. Each of the coupling capacitances in this layout may consi-
derably corrupt V,, or V,,;. Note that, even though the coupling capacitances are small, the
signal corruption may be appreciable because typical voltage swings on V, Ve, Va.p, and
CK are quite large. For example, if the overlap of V4 and V;, gives a capacitance of 50 aF,
and the total capacitance seen from Vin to ground is 50 fF, then a 3-V change in V, may
result in a 3-mV corruption at V,,.

Crosstalk can be reduced through the use of two techniques, First, differential signaling
converts most of the crosstalk to common-mode disturbance. For example, if the circuit of
Fig. 18.38 is modified to that shown in Fig. 18.39, the coupling of V,, and Vj to V. and Vi,

Vin CK Vi
HEHE Voo 4 L
’—I -
C1 C1' P N, VA'B
v X | % o K %
o .
Vigo- X ks —
cz Cé [ - Vout°_'
— =
Dummy 1| m, M, W
Line

@

Figure 18.39 Reduction of capacitive coupling through the use of
differential signaling.
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produces no differential error if C; = Cj and G = C}. Even for 10% mismatch between the
capacitances, the differential corruption is one order of magnitude less than that in Fig. 18.38.
Note that a dummy wire is added to the layout so as to create an overlap capacitance between
CK and V;, equal to that between CK and V,}. As mentioned in Chapter 4, it is desirable
to employ differential clocks as well to suppress the net coupling further.

Second, sensitive signals can be “shielded” in the layout. Depicted in Fig. 18.40(a), one
approach places ground lines on the two sides of the signal, forcing most of the electric field
lines emanating from the “noisy” lines to terminate on ground rather than on the signal.
Note that this method proves more effective than simply allowing more space between the
signal and the noisy lines {Fig. 18.40(b)]. The shielding, however, is obtained at the cost of
more complex wiring and greater capacitance between the signals and ground.

(a)

Va Vin Vg
(b)

Figure 18.40 (a) Shielding sensitive signals by additional ground lines, (b) greater
spacing between lines to reduce coupling.

Another shielding technique is shown in Fig. 18.41. Here, the sensitive line is surrounded
by a grounded shield consisting of a higher and a lower metal layer and hence fully isolated
from external electric field lines.® However, the signal experiences higher capacitance to
ground and the use of three metal layers here complicates the routing of other signals.

111 .
Metal 3 Metal 2

Figure 18.41 Shiclding a sensitive
line (metal 2) by lower and upper ground

Contact
Metal 1 planes.

The resistance of interconnects also requires attention. In low-noise applications, long
signal wires—with sheet resistances of 40 to 80 m/O0—may intreduce substantial thermal
noise. Furthermore, the contacts and vias also suffer from a high resistance. For example,

5We assume that the ground connection itself does not contain noise. We return to this issue in Section 18.4.
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2 0.3-pum % 0.3-um metal contact to silicided pelysilicon exhibits a resistance of 5 to 10 Q
and a via between metal 1 and metal 2, a resistance of 5 .

Example 18.5

In the layout of Fig. 18.42, a 100-um metal 4 line is connected to a sequence of vias and contacts to
reach the gate of a transistor. Calculate the thermal noise contributed by the line and the contacts.

Metal 2

- Iy
2pm Metal 4 1 ::
. I8 8
Metal 3 Metal 1
Figure 18.42
Solution

Assuming Rg = 40 mS2/0] for metal 4, a via resistance of 5 §2, and a contact resistance of 10 Q, we
have Rypr =2+4+2.5+2.5+2.5+5 = 14.5. The thermal noise voltage is thus equal to 0.49 nV/+/Hz
at room temperature.

Vin

. =

I I I

Figure 18.43 Delay and dispersion of a signal in a long line.

- T, - t

The distributed resistance and capacitance of long interconnects may introduce signifi-
cant delay and “dispersion” in signals. INlustrated in Fig. 18.43, the delay can be approxi-
mated as

'

Tp = %RuCuLz, (18.15)
where R, and C, denote the resistance and capacitance per unit length, respectively, and
L is the total length. For example, consider the circuit shown in Fig. 18.44, where an array
of samplers senses the analog input Vi, and is activated by CK. If the delays experienced
by CK and V;, from the left side to the right side are not equal, then the levels sampled by
C\, ..., C, are notequal, resulting in distortion in the sampled waveform. Even if the clock
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Figure 18.44 An array of sampling circuits sensing an
input.

and signal lines and their capacitive loading are identical, C K and Vi, may still suffer from
unequal delays because the former is a rectangular wave and the latter is not.

The term “dispersion” refers to the significant increase in the transition time of the signal
as it propagates through a line, a particularly troublesome effect if a clock edge is to define
a sampling point. In the example of Fig. 18.44, the clock waveform applied to S, displays
long rise and fall times, making the sampling susceptible to both noise and distortion [4].
The clock edges can be sharpened by inserting an inverter between CK and every switch
but at the cost of greater uncertainty in the delay difference between CK and Vi,.

As mentioned in Chapter 17, the design of power and ground busses on a chip requires -
attention to a number of issues. In large ICs, the dc or transient voltage drop along the
busses may be significant, affecting sensitive circuits supplied by the same lines. Further-
more, electromigration mandates a minimum line width to guarantee long-term reliability.
‘With multiple interconnect levels available in today’s CMCS technology, it is possible to
connect two or more layers in parallel, thereby reducing the series resistance and alleviating
electromigration constraints. Since the thickness of the top metal layer is typically twice
that of the lower ones, at least three layers must be placed in parallel to relax these issues
by a factor of two. As a result, routing signals and bias lines across the busses may become
difficult if only one or two more layers of metal are available.

If the bias currents drawn from a long bus are relatively well-defined, then the bus width
can be “tapered” from one end to the other so as to create a relatively constant voltage drop
along the line. Illustrated in Fig. 18.45, this technique can be used if the metal resistance
and its temperature coefficient are known. ‘

bbb

Ground Bus

Figure 18.45 Tapered ground line for
reduction of voltage drops.

18.2.6 Pads and ESD Protection

The interface between an integrated circuit and the external environment involves a num-
ber of important issues. In order to attach bond wires to the die, large “pads” are placed
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Wires \ \ M

Circuit Core

Figure 18.46 Addition of bonding pads to a chip.

on the perimeter of the chip and connected to the corresponding nodes in the circuit
(Fig. 18.46).

The pad dimensions and structure are dictated by the reliability issues and margin for
manufacturing tolerances in the wire bonding process. With bond wire diameters ranging
from 25 um to 50 pum, the minimum pad size falls between roughly 70 um x 70 xm
and 100 pm x 100 pm. Adjacent pads are usually separated by at least 25 wm. From the
circuit design point of view, the pad dimensions must be minimized so as to reduce both
the capacitance of the pad to the subsirate and the total die area.

A simple pad would consist of only a square made of the top metal layer. However, such
a structure is susceptible to “lift-off”” during bonding. For this reason, each pad is typically
formed by the two topmost metal layers, connected to each other by many small vias on
the perimeter (Fig. 18.47). Note that this structure suffers from a larger capacitance to the
substrate than a pad made of only the top layer.

Metal 4

Metal 3

Substrate _ Figure 18.47 Structure of a typical
bonding pad.

Example 18.6

Calculate the capacitance of a metal-4 pad and a metal-4/metal-3 pad. Assume dimensions of
75 um x 75 pm and use the capacitance data shown in Fig. 18.48.
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15 aF/pm

[ «\

-|-6 aF/ um2
Substrate
Figure 18.48
Solution
For a metal-4 pad,
Crot = 7* x6+75 x4 x 15 (18.16)
= 38.25fF. (18.17)
For a metal-4/metal-3 pad,
Cror =752 x 9+ 75 x 4 x (17 + 15) (18.18)
= 60.22 fF. (18.19)

Al

Note that the fringe capacitances of metal 4 and metal 3 are directly added here. This is a rough
approximation.

The interface between an IC and the external world also entails the problem of electro-
static discharge (ESD). This effect occurs when an external object having a high potential
touches one of the connections to the circuit. Since the capacitance seen at each input or
output is quite small, the ESD produces a large voltage, possibly damaging the devices
fabricated on the chip.

A common case of ESD arises when ICs are handled by human beings. For this effect,
the human body can be modeled by a capacitance of a few hundred picofarads in series
with a resistance of a few kiloohms. Depending on the environment, the voltage across the
capacitance ranges from a few hundred volts to several thousand volts. Thus, if a person
touches a line connecting to the chip, the chip is easily damaged. Interestingly, electrostatic
discharge may occur even without actual contact because at high electric fields, the person’s
finger “arcs” to the connection through the air if the finger is sufficiently close to the line.

It is important to note that ESD may occur even without human intervention. If not
properly grounded, various objects in a typical chip assembly line accumulate charge,
rising to high potential levels. Furthermore, charge in dry air may create substantial potential
gradients with respect to ground.

MOS devices sustain two types of permanent damage as a result of ESD. First, the gate
oxide may break down if the electric field exceeds roughly 107 V/cm (e.g., 10 V for an
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oxide thickness of 100 f\), typically leading to a very low resistance between the gate and
the channel. Second, the source/drain junction diodes may melt if they carry a large current
in forward or reverse bias, creating a short to the bulk. For today’s short-channel devices,
both of these phenomena are likely to occur.

In order to alleviate the problem of electrostatic discharge, CMOS circuits incorporate
ESD protection devices. lllustrated in Fig. 18.49, such devices clamp the external discharge
to ground or Vpp, thereby limiting the potential applied to the circuit. Resistor R, is usually
necessary so as to avoid damaging D, or D; due to large currents that would otherwise flow
from the external source.

Voo
D
R 1
To Circuit
Pad D
2 Figure 18.49 Simple ESD protection
- circuit.

The use of ESD protection structures involves three critical issues. First, the devices
introduce substantial capacitances from the node to ground and Vpp, degrading the speed
and the matching of impedances at the input and output ports of the circuit. Since the
protection devices, e.g., Dy and D, in Fig. 18.49, must be large enough so that the
chip sustains a high ESD voltage without damage, their capacitance may reach several
picofarads. The thermal noise of R; may also become significant.

Second, the parasitic capacitance of the ESD devices may couple noise on Vpp to the
input of the circuit, corrupting the signal. We return to this issue in Section 18.4.

Third, if not properly designed, ESD structures may lead to latchup in CMOS circuits
when electrostatic discharge occurs during actual circuit operation (or even when the circuit
is turned on). For this reason, process engineers fabricate and characterize many different
ESD structures for each generation of a technology, eventually providing a few reliable
configurations that can be used in circuits.®

18.3 Substrate Coupling

Most modern CMOS technologies use a heavily-doped p substrate to minimize latchup
susceptibility. However, the low resistivity of the substrate (on the order of 0.1 2 -cm)
creates unwanted paths between various devices in the circuit, thereby corrupting sensitive
signals. Called “substrate coupling” or “substrate noise,” this effect has become a serious
issue in today’s mixed-signal ICs [2].

To understand this phenomenon, suppose a CMOS inverter sensing a clock is laid out
next to a common-source stage amplifying an analog signal (Fig. 18.50(a)]. Note that the

SIn general, a circuit designer should not use an ESD structure that has not been tested and quahﬁed for the
technology. Uncharacterized ESD devices are likely to cause latchup.
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Figure 18.50 (a) Mixed-signal circuit including the effect of ‘substrate coupling,
(b) sideview of device layout, (¢} signal waveforms. -
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substrate is connected to ground through a bond wire that exhibits an (unwanted) inductance
of L,. With the aid of the cross section depicted in Fig. 18.50(b), we observe that the large
voltage excursions at the drain of M, are coupled to the substrate throu gh the drain junction
capacitance, disturbing the substrate voltage because of the finite impedance of L,

"How does the substrate noise influence M 17 The principal coupling mechanism here
occurs through body effect, varying the threshold voltage of M; with the substrate voltage.
Since the drain current of M, depends on V;,, — Vyy,, variations in Vyp, are indistinguish-
able from those in V;,. In other words, as illustrated in Fig. 18.50(c), every transition of
CK disturbs the analog output.

The problem of substrate coupling becomes more noticeable as the number of “noise”
generators increases. In a mixed-signal environment, thousands of digital gates may inject
noise into the substrate—especially during clock transitions—introducing hundreds of mil-
livolts of disturbance in the substrate potential. The disturbance is also proportional to the
size of the noise-injecting devices, an important issue if large transistors are used as buffers
driving heavy external loads,

It may seem that substrate coupling can be decreased by increasing the physical spacing
between sensitive building blocks and digital sections of a chip. In practice, however, this
remedy may not be effective or feasible. If heavily doped, the substrate operates as a low-
resistance plane, distributing a relatively uniform potential across the chip regardless of the
position of the noise generators [3]. Furthermore, in many mixed-signal systems, the analog
and digital functions are so heavily blended that it is difficult to separate their corresponding
circuits. Fig. 18.51 shows a slice of an A/D converter consisting of a comparator, a flipflop,
a NAND gate, and a read-only memory (ROM). Various logical swings in the comparator
and the digital circuits generate substrate noise, but increasing the distance between any
two blocks necessitates long interconnects, degrading the performance.

CK

Figure 18.51 A slice of an A/D converter.

In order to minimize the effect of substrate noise, the following methods can be applied.
First, differential operation should be used throughout the circuit, making the analog sec-
tion less sensitive to common-mode noise. Second, digital signals and clocks should be
distributed in complementary form, thereby reducing the net amount of the coupled noise.
Third, critical operations, e.g., sampling a signal or transferring charge from one capaci-
tance to another, should be performed well after clock transitions such that the substrate
voltage settles. Fourth, the inductance of the bond wire connected to the substrate should

1
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be minimized (Section 18.4). Also, op amps using a PMOS differential input are preferred
because the well of the transistors can be tied to their common source, reducing the effect
of substrate noise. )

In circuits fabricated on lightly-doped substrates, “guard rings” can be employed to
isolate the sensitive sections from the substrate noise produced by other sections. A guard
ring may be simply a continuous ring made of substrate ties that surrounds the circuit,
providing a low-impedance path to ground for the charge carriers produced in the substrate.
With its large depth, the n-well can also augment the operation of a guard ring by stopping
the noise currents flowing near the surface (Fig. 18.52).

Substrate Tie
n-well

e

Sensitive Circuit

e

Figure 18.52 Use of guard ring to protect sensitive circuits.

In large mixed-signal ICs, it may not be possible to avoid substrate “bounce” with respect
to the external ground because of the high transient currents drawn by the devices and the
finite impedance of the bond wire connected to the substrate. However, we recognize that if
the ground of the chip bounces in unison with the substrate, then the transistors experience
no noise. Tllustrated in Fig. 18.53, this idea suggests that the ground and the substrate should
be connected on the chip and brought out through a single wire.

Packaged IC

Ly M/Chip Ground
Global AT i

Ground L | o,
s I e e

p—substrate

Figure 18.53 Substrate bounce.

The connection of the substrate to the chip ground nonetheless faces two difficulties.
The first relates to “ground bounce.” As shown in Fig. 18.54 and explained in Section 18.4,



Chap. 18 Layout and Packaging

Analog Digital
Section Section
La . Lp
GND,4 GNDp

Figure 18.54 Analog and digital
- grounds.

most mixed-signal circuits employ at least one “analog ground” and one “digital ground”
80 as to avoid corrupting the analog section by the large transient noise produced by the
digital section. To which ground should the substrate be connected? If the analog ground
is used, then the large substrate noise current must flow through L4, creating noise on
GND, [Fig. 18.55(a)], and if the digital ground is used then the substrate voltage is heavily
disturbed by the large noise on GND, [Fig. 18.55(b)]. Of course, connecting the substrate
to both GND, and GND,, gives rise to a low-resistance path between the two, defeating
the purpose of separating the analog and digital grounds.

Analog Digital GNDn Lo
. . D
Ly GND4 Section Section |
e 7
Substrate
p-substrate Current
(a)
Analog Digital - :
L
2 GND4l  section Section GNDp Lo
- 7] W T4
Switching
p—substrate Current
(b) -
Figure 18.55 Connection of substrate contact to (a) analog ground, (b) digital
ground.

The choice between the configurations shown in Figs. 18.55(a) and (b) depends on the
transient currents drawn by the digital section from the substrate and the ground as well
as the magnitudes of L4 and L. In most cases, the topology of Fig. 18.55(a) is preferred
because it ensures the analog ground voltage'and the substrate potential vary in unison.
As illustrated in Fig. 18.56(a), if the analog ground and the substrate experience unequal
bounce, then the drain current of M, is corrupted by the substrate noise. The configuration
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(a)

(b)

Figure 18.56 (a) Large source-bulk noise voitage due to separating substrate contact from analog
ground, (b) suppression of the effect.

of Fig. 18.56(b), on the other hand, introduces less noise in Ip;. In general, careful, realistic
simulations of the overall environment (including the package) are necessary to determine

which approach yields less noise.

The second issue in allowing the substrate and a chip ground to bounce together is the
difficulty in defining a reference potential for the input signals. As shown in Fig. 18.57(a),
a single-ended input is heavily corrupted as its reference point changes from the off-chip
ground to the on-chip ground. For the differential structure of Fig. 18.57(b), the effect is
much less pronounced but in high-precision applications, asymmetries in the circuit and
interconnections convert a fraction of the common-mode noise to a differential component.

al
0
Z
(=]
>

(b)

Figure 18.57 (a) Input signal corruption due to ground and substrate bounce, (b) less

corruption in a differential environment:
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18.4 Packaging

After fabrication and dicing, integrated circuits are packaged. The parasitics associated with
the package and connections to the chip introduce many difficulties in the evaluation of the
actual performance of the circuit at high speeds and/or high accuracies.
Let us first consider a simple dual-in-line package (DIP) [Fig. 18.58(a)]. Here, the die
~is mounted in the center cavity and bonded to the pads on the perimeter of the cavity.
These pads are in fact the tip of each trace that ends in each package pin. Such a structure
exhibits the following parasitics: bond wire self-inductance, trace self-inductance, trace-to-
ground capacitance, trace-to-trace mutual inductance, and trace-to-trace capacitance. Thus,
as shown in Fig. 18.58(b), the connections between the circuit and the external world are
far from ideal.

Integrated
., Circuit
,& »
Y L ] *®
(b)
Figure 18.58 (a) Dual-in-line package, (b) electrical r:iodel of the

package.

‘While, owing to both circuit innovations and device scaling, the speed and accuracy
of integrated circuits have steadily increased, the performance of packages, especially for
low-cost applications, las not improved significantly. This limitation originates from the
unscalable nature of packages and the environment in which they are used. For exampile,
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the diameter of the bond wires, the width and spacing of package pins, and the width and
spacing of the traces in printed circuit (PC) boards are determined by mechanical stress, ease
and cost of assembly, series resistance at high frequencies (skin effect), etc. In the past 20
years, these dimensions have scaled by less than a factor of five whereas the speed of many
mixed-signal circuits has increased by two orders of magnitide. As a result, packaging
continues to limit the achievable performance of today’s high-performance ICs.

The foregoing difficulties mandate that the package parasitics be taken into account in
the design of integrated circuits—sometimes from the very beginning. Thus, simulations
must include a reasonable circuit model of the package, and the design and layout must
take many precautions to minimize the effect of package parasitics.

(©

Figure 18.5¢ Common geometries in packaging.

Since many package manufacturers do not provide circuit models for their products,
IC designers often develop the models themselves by calculations and measurements.
Fig. 18.59 depicts three common cases of self- and mutual inductance. From [6], we have
for a round wire above a ground plane [Fig. 18.59(a)l:

2h ‘
L ~0.2ln=— nH/mm, (18.20)
r

which amounts to roughly 1 nH/mm for typical bond wires. For a fiat trace above a ground
plane [Fig. 18.59(b)]: '

1.6 d
L~ — . — nH/mm, (18.21)
Ky W

where K, denotes the fringe factor and from the data in [6] can be approximated as
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0.72(d/ W) + 1. For two round wires above a ground piane, the mutual inductance is

[6] | '
{ 2h\2
Ln,=0.11In 1+(7) nH/mm. (18.22)

The parasitic capacitances can be calculated with the simple interplate equation and Eq.
(17.11). ' '

Let us now study the effect of each type of package parasitic. We categorize the connec-
tions to the chip into five groups: power and ground lines, analog and clock inputs, outputs,
reference lines, and substrate connection(s).

Self-Inductance Each bond wire and its corresponding package trace exhibit a finite
self-inductance, with a total value between approximately 2 nH and 20 nH depending on
the length of the wire and the type of the package. To understand how the self-inductance
of supply and ground lines impacts the performance, suppose a mixed-signal circuit incor-
porates a CMOS inverter as a clock buffer to drive a moderate on-chip capacitance, e.g.,
0.5 pF (Fig. 18.60). Also, assume that the buffered clock must have transition times less
than 0.5 ns, thereby demanding a current of CA V/At =3 mA. Since this current is drawn
from Vpp, and GND; in 0.5 ns, we can estimate the voltage drop across Lp or Lg as?
LAT/At =6 x 10°L, For example, if L, = Lg = 5 nH, then the transient voltage across
each inductor equals 30 mV. This effect is called supply and ground “bounce” or “noise.”
Note that if the inverter is replaced by a differential pair, the supply bounce decreases
substantially (why?), another advantange of differential operation.

V.,
Lp  Vpps in _/*\*

Vnm*—/\/\/\/xf—- ’
GND, GND1—/\ AAA

Figure 18.60 CMOS inverter driving a load capacitance.

A supply noise of 30 mV may seem quite benign, especially if the analog circuits
feeding from the same supply line are fully differential. However, in a typical mixed-
signal IC, hundreds or thousands of digital gates may switch during each clock transition,
creating enormous noise on their supply and ground connections. For this reason, most such

"This calculation is quite rough because the current produced by the buffer varies during the transition.



Sec. 18.4 Packaging 669

systems employ separate supply and ground lines for the analog and digital sections, hence
the terminology “analog supply” and “digital supply.”

Separating power lines into analog and digital groups is not always straightforward.
As an example, suppose a sampling circuit is clocked by an inverter (Fig. 18.61). Should
the inverter be supplied from analog or digital power lines? If the inverter is connected
to the digital supply, then the large noise on Vpp couples through the gate-~drain overlap
capacitance of M, corrupting V,,, when the transistor is off. On the other hand, if many
such inverters are supplied from the analog Vpp, they collectively draw large transient
currents, corrupting the supply voltage. These cases may require a third type of power line
so that it remains less noisy than the digital supplies. '

Voo

MMC

CK
GD
M,
Vin Vout
GND c Figure 18.61 Noise in a sampling
I H circuit resulting from the clock buffer’s
= supply bounce.

For characterization and troubleshooting purposes, it is sometimes desirable to monitor
the supply noise. Figure 18.62 illustrates a simple method whereby a PMOS device sensing
the noise between the on-chip supply and ground lines injects a current into an external
50-Q transmission line and measurement apparatus [2]. Since the transconductance of M,
can be determined by a small, static change in Vppp, the measurement readily reveals both
the magnitude and the shape of the supply noise.

Yoo
M,

50Q
0e Figure 18.62 Measurement of supply

H noise.

Tn cases where a single connection to the chip sustains a prohibitively large transient
voltage (e.g., if in Fig. 18.60 or 18.61 many inverters switch simultaneously), multiple pads,
bond wires, and package pins are used, decreasing the equivalent inductance (Fig. 18.63).

Example 18.7 .

In a 600-MHz, 2-V CMOS microprocessor containing 15 million transistors, the supply current varies
by 25 A in approximately 5 ns [5]. If the processor provides 200 bond wires for ground and 200 for
Vb b, estimate the resulting supply bounce.
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Figure 18.63 Use of multiple wires to

GND reduce overall inductance.

Solution

Assuming a total inductance of 5 nH for each bond wire and its corresponding package trace and pin,
we have

Al

=122 18.23

AV =L A ( )
5% 1079 25

= . ' 18.24

200 5x10°9 ( )

= 125mV (18.25)

In the worst case, the supply bounce and the ground bounce add in-phase, yielding a total noise of
roughly 250 mV, greater than 10% of the nominal supply voltage. To further suppress the noise, an
external 1-F MOS capacitor is placed on'top of the chip and another 160 supply and ground bond
wire pairs are connected from the chip to the capacitor [5]. -

In some applications, high transient currents drawn from the supply make it difficult to
maintain a small bounce on the supply and ground individually. In such cases, a large on-
chip capacitor may be used to stabilize the difference between Vpp and ground. Hlustrated
in Fig. 18.64, the idea is that if C; is sufficiently large, then Vpp; and GND; bounce in
unison. As mentioned earlier, the residual noise on GND, may be negligible if the input
signals are differential.

This remedy nonetheless involves several issues. First, the value of the capacitor must
be chosen carefully because it may otherwise resonate with the package inductance at the
operating frequency of the chip (e.g., the clock frequency or its harmonics or subharmonics),
thereby amplifying the supply and ground noise. For this reason, some resistance is added
in series with the capacitor (or a MOS capacitor is sized such that its channel resistance
dampens the resonance) [5]. Even in the absence of exact resonance, an insufficient value of
the decoupling capacitor may simply give rise to slower ringing on the power lines. Second,
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GND Figure 18.64 On-chip capacitor used

to lower supply-ground noise voltage.

since the capacitor is usudlly formed by a very large MOS transistor (actually, as explained
in Section 17.7.2 , a large number of MOSFETSs in parallel), the yield of the circuit may
suffer. This is because, for the capacitor to be effective, its tofal area is typically comparable
with the total gate area of all of the transistors in the circuit, e.g., it is as if the number of
transistors on the chip were doubled. ‘

Self-inductance also manifests itself in the connection to the substrate. As mentioned
in Section 18.3, with the large transient currents injected by the devices into the substrate,
a low-impedance connection is necessary to minimize the substrate bounce. As shown in
Fig. 18.65, some modern packages contain a metal ground plane to which the die can be
attached by conductive epoxy. The plane ends in several package pins that are tied to the
board ground. Avoiding bond wires and long, narrow traces in the substrate connection,
such packages substantially reduce the substrate noise with no additional assembly cost. In
more expensive packages, the ground plane is exposed on the bottom and can be directly
attached to the board ground, thus avoiding the inductance of the package pins. Also, the
ground pads of the circuit can be “downbonded” to the underlying plane to minimize their
inductance (while increasing the cost).

Downbond
Chip \ Ground
) Plane

Conductive
Epoxy

Package
Backside

Figure 18.65 Package using a ground plane for substrate connection,

The effect of self-inductance must also be considered for input signals. The inductance
atong with the pad capacitance and the circuit’s input capacitance forms a low-pass filter,
attenuating high-frequency components and/or creating severe ringing in transient wave-
forms. For example, in the precision multiply-by-two circuit described in Section 12.3.3,
when the two capacitors are switched to the input, package inductance may limit the settling
speed.
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Some ICs require constant voltages that must be provided externally. Such voltages may

. serve as an accurate reference, e.g., in A/D or DA converters, or to define some bias points

on the chip. The package inductance degrades the settling behavior if the circuit injects
significant switching noise into the reference.

Example 18.8

Differential pairs are often used as “current switches.” As shown in Fig. 18.66, the circuit routes its

- tail current to either of the outputs according to the large swings controlling the gates of M; and Ms.

Explain what happens at node X during switching. If the tail currents of a large number of differential
pairs feed from node X, should this voltage be provided externally?

M
0 Figure 18.66 Differential pair
operating as a current switch.
Soluticn

Recall from Chapter 4 that for the differential pair to experience complete switching, the differential
swing | V2 — V|| must exceed v2(Vgs — VT H Jeq, Where (Vs — Vrp)e, is the overdrive of M| and
M3 inequilibrium, i.e., when Ip; = Ip,. We denote the voltage at node P when the pair is completely
switched by Vp1, and in equilibrium by Vp,. Thus,

Ver = Vo — v/2(Vgs — VI H)eq- (18.26)

In equilibrium,

Vi+ WV

Vpa = — (Vs — VT H)eq- (18.27)

Assuming Vo — V| = \/E(VGS — VT H)eq and hence V; = V, — V2(Ves — VrH)eq, we have
Ng)
Vpy = Vo — (1 + - (Vos — Vrii)eq. (18.28)

Thus, Vp; is lower than Vpq by (1 — ﬁ/2)(VGs — VT i )egq, indicating that during switching Vp drops
by this amount. This voltage change is coupled to node X through the gate-drain overlap capacitance
of M3, disturbing Ip3 and hence I, o Jpur.
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Figure 18.67 Addition of on-chip bypass capacitor to suppress noise at node X.

With a large number of current switches connected to node X, the disturbance may
be quite significant, demanding that a decoupling capacitor be connected from node X to
ground (Fig. 18.67). However, such a capacitor along with the small-signal resistance of Mp
introduces a long settling time at node X, possibly degrading the overall speed. To avoid this
effect, Cx may need to be 100 to 1,000 times the fotal gate-drain overlap capacitance that
injects noise into X. If such a large capacitor is placed off-chip, it actually appears in series,’
with the package inductance (Fig. 18.68). In general, careful simulations are necessary to
determine the preferable choice here. In many cases, leaving node X agile yields the fastest

AA'S
Can f‘jl °x

LN
|

Figure 18.68 Addition of bypass capacitor externally.

The self-inductance of package connections also impacts the performance of digital
output buffers. In high-speed systems, these drivers must deliver tens of milliamps of current
to the load with fast transitions. With many such buffers operating in a mixed-signal circuit,
the resulting veltage drops on the power lines may become very large, increasing the risetime
and falltime of the digital outputs and corrupting their timing.

Mutual Inductance While dedicating separate power lines to analog and digital sections
reduces the noise on the analog supply, some noise may still couple to sensitive signals
through the mutual inductance of bond wires and package traces. As illustrated in Fig. 18.69,
both analog supplies and analog inputs are susceptible to noise or transitions on digital
supplies, clock lines, or output buffers. With an arbitrary pad configuration, even differential
signaling cannot eliminate this effect because the noisy lines may not surround the sensitive
lines symmetrically. Thus, the design of the pad frame and the position of the pads play a
critical role in the performance that can be achieved.
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Figure 18.69 Coupling due to mutual inductance between wires.

Mutual inductance also manifests itself in parallel bond wires used to lower the overall
self-inductance of a connection (Fig. 18.70). For two such wires, the equivalent inductance
is equal to (L5 + M)/2, where M denotes the mutual inductance, rather than Lg /2.

Voo

s \
Voo .
L ]
Voo = :
Figure 18.70 Muliiple supply bond

wires with mutual coupling.

Two methods can reduce the mutual coupling between inductors. First, the wires can be
connected such that they are perpendicular to each other, i.e., they terminate on perpendicular
sides of the chip [Fig. 18.71(a)). Second, (quiet) ground or supply lines can be interposed
between critical bond wires [Fig. 18.71(b)]. As shown in Fig. 18.71(c), even if several
parallel lines are surrounded by ground wires, the effect of mutual inductance drops to

negligible values.
Vpp !
Voo
"
()

vy
. v
% "2
. (a)

Figure 18.71 Reduction of mutual coupling by (a) perpendicular lines, (b) additicnal ground lines,
(c) occasional ground lines.

(b)

It is also interesting to note that mutual inductance decreases the self-inductance of two
wires if they carry currents in opposite directions. If, as shown in Fig. 18.72, the supply and
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Figure 18.72 Reduction of mutualin-
ductance between two wires carrying
equal and opposite currents.

"ground lines of a circuit are in parallel, then the total inductance equals 2Lg — M rather

than 2Lg. This observation proves useful in designing the pad frame and determining the
package connections.

Self- and Mutual Capacitance The capacitance seen from each trace of the package
to ground may limit the input bandwidth of the circuit or load the preceding stage. More
importantly, this capacitance and the total inductance of the bond wire and the package trace
yield a finite resonance frequency that may be stimulated by various transient currents drawn
by the circuit. Since the wires and traces exhibit a small series resistance, a high quality
factor (Q) resuits, giving rise to a sharp resonance and amplifying the noise considerably.
The capacitance between the traces leads to additional coupling between lines and must be
included in simulations.

Problems

Unless otherwise stated, in the following problems, use the device data shown in Table 2.1 and assume
Vpp = 3 V where necessary. Also, assume all transistors are in saturation.

18.1. In Fig. 18.3, polysilicon has a sheet resistance of 30 /0 (before silicidation) and metal 1 a
sheet resistance of 8¢ mS2/0. What is the ratio of the resistivities of the two materials?

18.2. A MOSFET with W/L = 100 xm/0Q.5 sum undergoes ideal scaling by a factor of two. What
happens to the sheet resistivity and the total resistance of the gate?

18.3. A cascode structure uses W/L = 100 m/0.5 um for both the input device and the cascode
device. If the sheet resistance of polysilicon is 5 €/0 and the maximum tolerable gate resis-
tance 10 €, draw the layout of the structure while minimizing the drain junction capacitances.

184. In Fig. 18.7, explain what happens to the differential amplifier if each of the design rules
A1-Ag is violated.

18.5. The input differential pair of an amplifier is to be laid out as in Fig. 18.19 but with each half
device (e.g., 1/2M)) using four gate fingers. What is the minimum number of interconnect
layers required here?

18.6. Large integrated circuits may suffer from significant temperature gradients. Compare the
performance of the circuits shown in Fig. 18.21 and 18.22 in such an environment.

18.7. Suppose polysilicon with silicide block has a sheet resistance of 60 €2/0 and a parallel-
plate capacitance of 100 aF/um? to the substrate. Also, assume that these parameters are
respectively equal to 2 kQ2/0 and 1000 aF/um? for the n-well. Determine which material
should be used to construct a 500-2 resistor if matching considerations require a minimum
poly width of 3 zm and a minimum #n-well length of 6 ;um. Neglect fringe capacitances.

18.8. Using the data in Table 17.1, calculate C and Cp for each structure in Fig. 18.33 and identify
the one with minimum Cp/C. Neglect fringe capacitances. ‘
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18.9. A metal 4 wire with a length of 1000 tom and width of 1 xm is driven by a source impedance
of 500 Q. Using the data in Table 17.1 and assuming a sheet resistance of 40 mQ /0, calculate
the delay through the wire and compare the result with the lumped time constant obtained by
multiplying the source impedance by the total wire capacitance.

18.10. Repeat Problem 18.9 if the width of the wire is increased to 2 um.

18.11. An interconnect having a length of 1000 um is required in a circuit. Using the data in
Table 17.1 and assuming that the sheet resistance of metal 1-3 is 80 m$2 /0 and that of metal
4.is 40 mQ2 /0, determine which metal layer must be used to obtain the minimum delay.

18.12. Some new technologies use copper for interconnects because its resistivity is about half that
of aluminum. Repeat Problem 18.11 with copper interconnects.

18.13. In the circuit of Fig. 18.50(a), (W/Ly = 100/0.5 and Ip; = 1 mA. If the substrate noise,
: Vsub, has a peak-to-peak amplitude of 50 mV, what is the effect referred to the gate of M?

18.14. Suppose two bond wires are placed 5 mm above ground with a center-to-center spacing of
1 mm,
(a) What is the total mutual inductance if each wire is 4 mm long?
(b) If one wire carries a 100-MHz sinusoidal current with a peak amplitude of 1 mA, what is
the voltage induced across the other wire?

18.15. In Problem 18.14b, what center-to-center spacing is required to decrease the induced voltage
by a factor of four?

18.16. In order to reduce the total bond wire inductance, a package uses 4 supply pads and 4 ground
pads. Suppose the self-inductance of each wire is 4 nH and the mutual inductance between
adjacent lines 2 nH. Neglecting mutual inductance between nonadjacent Lines, calculate the
equivalent inductance of the supply and gréund connections if (a) all of the supply wires are
placed next to each other and so are the ground wires, (b) every supply wire is placed next to
a ground wire.

18.17. The input bandwidth of high-speed circuits may be limited by the bond wire inductance and
the pad capacitance. Consider two cases: (a) the bond wire diameter is 50 wm and the pad size
100 um x 100 pem; (b) the bond wire diameter is 25 pm and the pad size 50 pum x 50 pm.
If all other dimensions are constant, which case is preferable?
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