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7.1 Subjective Test versus Objective Test
Voice quality often cannot be measured by objective testing using par-
ameters such as the carrier-to-noise ratio C / N, the carrier-to-inter-
ference ratio C/I, the baseband signal-to-noise S / N, and the signal
to noise and distortion ratio (SINAD). In a mobile radio environment,
multipath fading plus variable vehicular speed are the major factors
causing deterioration of voice quality.

Only the following methods can help to correct this imbalance.

1. Let the received carrier level be high to increase the signal level.

2. Let the receiver sensitivity be high to lower the noise level.

3. Maintain a low distortion level in the receiver to increase SifTAD.

4. Use a diversity receiver to reduce the fading.

5. Use a good system design in a mobile radio environment and a good
adjacent-channel rejection to reduce the interference.

However, when a transceiver is deployed in a mobile radio environ-
ment, a subjective test is still the only way to test this receiver, using
different types of, modulation, such as. single-sideband., double-side-
band, amplitude, and .*u c3 modulation (SSB, DSB , AM, FM).
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7.1.1 The subjective test
A subjective test can be set up according to the criterion that 75 per-
cent of the customers perceive the voice quality at a given C/N as
being "good" or "excellent" the top two levels among the five circuit-
merit (CM) grades.' The simulator of this test must be adjusted for
different mobile speeds. The customers can hear different S / N levels
at the baseband on the basis of the carrier-to-noise ratio C/N being
changed at the RF transmitter. One typical set of curves from the
customers' perception at.a mobile speed at 25 km/h (or 16 mi/h) and
one at 56 km/h (or 35 mi/h) are shown' in Fig. 7.1. Average all the
test records for different vehicle speeds and determine a C IN which
can satisfy the criterion we have established.

7.1.2 The objective test
There are many objective tests at the baseband for both voice and
data. The characterization of voice quality is very difficult, as men-
tioned previously, but evaluation of data transmission is easy. There
are two major terms, bit-error rates and word error rates. The bit-
error rate (BER) is the first-order statistic (independent of time or
vehicle speed), and the word-error rate (WER) is the second-order sta-
tistic which is affected by the vehicle speed. These rates are discussed
in Chap. 12.

7.1.3 Measurement of SINAD

SINAD has been used as a measurement of communication signal
quality at the baseband or in the cellular mobile receiver to measure
the effective FM receiver sensitivity. 3 Some telephone industries use
a "notched noise" measurement, in which a 1000-Hz tone is sent down
the telephone line. The line noise is added onto the tone when it is
received. By notching out the tone frequency, we can determine the
remaining noise. This is a type of SINAI) measurement.

1. The SJNAD of the baseband output signal is defined as the ratio
of the total output power to the power of the noise plus distortion only.

SINAD = total output power
nonsignal portion

- signal + noise + distortion	
(7 1-1)

-	 noise + distortion

The output power can be obtained by measuring the output from a
voltmeter and then squaring the voltage, or directly from a power
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Figire 7.1 Results from subjective tests. (Reprinted from W C- IC
Lee, Mobile Communications Engineering,,McGmw-Hill Book
Ca, 1982, pp. 428-429.) (a) system-venus-performance ampar-
ison based on circuit merit CM4 vs. CMS. (b) System-versus-per-
formance comparisons based on circuit merit CM4 and CM5. -
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meter. In cellular radio equipment, an input of —116 dBm is equiva-
lent to a SINAI) of 12 dB.

2. A high signal level can be measured by

signal + noise signal
SII4AD =	noise	 noise

The SINAI) shown in Fig. 7,2 can be obtained by measuring the signal
at the upper position and measuring the noise reading received at the
lower position, assuming that the distortion is insignificant.

3. Receiver sensitivity can be measured by modulating with a 1-
kHz tone at 3-kHz peak modulation deviation as shown in Fig. 7.3.
The signal-generated attenuator should be adjusted until the SINAD
meter shows 12 dB. Then the microvolt output is read from the atten-
uator dial, which reveals the "12 dB" of SINAI) "sensitivity" of the
receiver. This means that the signal input must be of a certain level
for the signal at the output to be 12 dB higher than noise plus distor-
tion. If the receiver noise is higher, the minimum input signal level
should also be higher in order to maintain the 12-dB SINAD.

4. Noise voltage can be measured from a c-message weighting filter
on any kind of telephone circuit. The frequency response of this
c-message weighting filter is based on the human voice. The noise
measured at the output of the filter is the noise withholding in the
speech frequency spectrum. Therefore telephone line performance is
measured by the amount of noise voltage through the c-message-
weight filter.

FM signal generator

3-kHz	 I	 I 	 receiver	 SINADI
___________	 FM recei	 I____________	 meterpeak	 I	 'I	 ,t

devia	 I	 &tion	 I
Figure 72 Measuring receiver sensitivity.
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5. The SINAD meter also can be used as a distortion meter if the
noise is very low in comparison to the distortion. The SINAI) meter
can be used to check the maximum distortion figures of the receiver.
The input signal level is increased until no thermal noise can be
heard; the receiver volume meter reads the audio power, and the
SINAD meter reads the distortion.

7.2 Adjacent-Channel Interference
The scheme discussed in Chap. 6 for reduction of cochannel interfer-
ence can be used to reduce adjacent-channel interference. However,
the reverse argument is not valid here. In addition, adjacent-channel
interference can be eliminated on the basis of the channel assignment,
the filter characteristics, and the reduction of near-end—far-end (ratio)
interference. "Adjacent-channel interference" is a broad term. It in-
cludes next-channel (the channel next to the operating channel) in-
terference and neighboring-channel (more than one channel away
from the operating channel) interference. Adjacent-channel interfer-
ence can be reduced by the frequency assignment.

1.2.1 Next-channel interference
Next-channel interference affecting a particular mobile unit cannot be
caused by transmitters in the common cell site, but must originate at
several other cell sites. This is because any channel combiner at the
cell site must combine the selected channels, normally 21. channels
(630 kHz) away, or at least 8 or 10 channels away from the desired
one. Therefore, next-channel interference will arrive at the mobile unit
from other cell sites if the system is not designed properly. Also, a
mobile unit initiating a call on a control channel in a cell may cause
interference with the next control channel at another cell site. The
methods for reducing this next-channel interference use the receiving
end. The channel filter characteristics" are a 6 dBfoct slope in the
voice band and a 24 dB/oct falloff outside the voice-band region (see
Fig. 7.4). If the next-channel signal is stronger than 24 dB, it will
interfere with the desired signal. The filter with a sharp falloff slope
can help to reduce all the adjacent-channel interference, including the
next-channel interference.

7.2.2 Neighboring-channel interference
The channels which are several channels away from the next channel
will cause interference with the desired signal. Usually, a fixed set of
serving channels is assigned to each cell site: If all the channels are
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Figure 7.4 Characteristics of channel-band filter.

simultaneously transmitted at one cell-site antenna, a sufficient
amount of band isolation between channels is required for a multi-
channel combiner (see Sec. 7.7.1) to reduce intermodulation products.
This requirement is no different from other nonmobile radio systems.
Assume that band separation requirements can be resolved, for ex-
ample, by using multiple antennas instead of one antenna at the cell
site. What channel separation would be needed to avoid adjacent-
channel interfth,eq,ce? (See Sec. 8.1.)

Another type of adjacent-channel interference is unique to the mo-
bile radio system. In the mobile radio system, most mobile units are
in motion simultaneously. Their relative positions change from time
to time. In principle, the optimum channel assignments that avoid
adjacent-channel interference must also change from time to time.
One unique station that causes adjacent-channel interference in mo-
bile radio systems is described in the next section.

7.3 Near-End-Far-End Interference

7.3.1 In one cell

Because motor vehicles in a given cell are usually moving, some mo-
bile units are close to the cell site and some are not. The close-in
mobile unit has a strong signal which causes adjacent-channel inter-
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Figure 7.5 Near-end—far-end (ratio) interference. (a) In one cell; (1,) in two-system cells.

ference (see Fig. 7.5a). In this situation, near-end—far-end interference
can occur only at the reception point in the cell site.

If a separation cf SB (five channel bandwidths) is needed for two

adjacent channels in a cell in order to avoid the near-end—far-end in-
terference, it is then implied that a minimum separation of SB is re-
quired between each adjacent channel used with one cell.

Because the total frequency channels are distributed in a set of N

cells, each cell only has 11N of the tot-al frequency channels. We denote
{F 1 ), (F2), (F'3), (F'4) for the sets of frequency channels assigned in their
corresponding cells C1, C2 , C3, C4.

The issue here is how can we construct a good frequency manage-
ment chart to assign the N sets of frequency channels properly and
thus avoid the problems indicated above. The following section ad-
dresses how cellular system engineers solve this problem in two dif-
ferent systems.

7.3.2 In cells of two systems
Adjacent-channel interference can occur between two systems in a
duopoly-market system. In this situation, adjacent-channel interfer-
ence can occur at both the cell site and the mobile unit.

For instance, mobile unit A can be located at the boundary of its
own home cell A in system A but very close to cell B of system B as
shown in Fig. 7.5b. The other situation would occur if mobile unit B
were at the boundary of cell B of system B but very close to cell A of
system A. Following the definition of near-end—far-end interference
given in Sec. 7.3.1, the solid arrow indicates that interference may
occur at cell site A and the dotted arrow indicates that interference
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may occur at mobile unit A. Of course, the same interference will be
introduced at cell site B and mobile unit B.

Thus, the frequency channels of both cells of the two systems must
be coordinated in the neighborhood of the two-system frequency
bands. This phenomenon will be of greater concern in the fixture, as
indicated in the additional frequency-spectrum allocation charts in
Fig. 7.6.

The two causes of near-end—far-end interference of concern here are

1. Interference caused ot th: set-up channels. Two systems try to avoid
using the neighborhood of the set-up channels as shown in Fig-7.6.

2. Interference caused on the voice channels. There are two clusters of
frequency sets as shown in Fig. 7.6 which may cause adjacent-chan-
nel interference and should be avoided. The cluster can consist of
4 to 5 channels on each side of each system, that is, 8 to 10 channels
in each cluster. The channel separation can be based on two
assumptions.
a. Recdved interference at the mobile unit. The mobile unit is lo-

cated away from its own cell site but only 0.25 ml away from
the cell site of another system.



10 miles

= 0.25 miles
= the desired signal

1k the interferred signal

Types of Nonèochannel Interference 	 229

Figure 7.7 Near-end-far-end ratio interference.

b. Received interference at the cell site. The cell site is located 10
mi away from its own mobile unit but only 0.25 ml from the
mobile unit of another system.

These assumptions are discussed in the next section. If the two system
operators do not agree to coordinate their use of frequency channels
and some of the cell sites of system B are at the coverage boundaries
of the cells of system A, then the two groups of frequencies shown in
Fig. 7.6 must not be used if interference has to be avoided, Of course,
if the two systems do coordinate their use of frequency channels, ad-
jacent channels in the two clusters can be used with no interference.

These observations regarding adjacent-channel interference lead
the author to conclude that the existence of two systems having all
colocation cell sites in a city is desirable since near-end-far-end ratio
interference might be easy to control or might not occur if frequency
channel use is coordinated.

7.4 Effect on Near-End Mobile Units

7.4.1 Avoidance of near-end-far-end
interference
The nedr-end mobile units are the mobile units which are located very
close to the cell site. These mobile units transmit with the same power
as the mobile units which are far away from the cell site. The situation
described below is illustrated in Fig. 7.7. The distance d0 between a
calling mobile transmitter and a base-station receiver is much larger
than the distance d, between a mobile transmitter causing interfer-
ence and the same base-station receiver. Therefore, the transmitter of
the mobile unit causing interference is close enough to override the
desired base-station signal. 5 This interference, which is based on the
distance ratio, can be expressed as
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C7
(7.4-1)

\d1 1

where -y is the path-loss slope. The ratio d, / d0 is the near-end-far-
end ratio. From Eq. (7.4-1) the effect of the near-end-far-end ratio on
the carrier-adjacent-channel interference ratio is dependent on the
relative positions of the moving mobile units.

For example, if the calling mobile unit is 10 mi away from the base-
station receiver and the mobile unit causing the interference is 0.25
mi away from the base-station receiver, then the carrier-to-interfer-
ence ratio for interference received at the base-station receiver with -Y
= 4 is

= ()-' = (40Y4 = -64 dB	 (7.4-2)

This means that the interference is stronger than the desired signal
by 64 dB (see Fig. 7.8).

This kind of interference can be reduced only by frequency separa-
tion with narrow filter characteristics. Assume that a filter of channel
B has a 24 dB/oct slope;4 then a 24-dB loss begins at the edge of the
channel 8/2. The increase from 8/2 to B results in 24-dB loss, the
increase from .8 to 28 results in another 24-dB loss, and so forth.
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In order to achieve a loss of 64 dB, we may have to double the
frequency band more than two times as

6464
L	

24 2.67

where L is the filter characteristic. The frequency band separation for
64-dB isolation is

2fl () = 2 (E = 3.I8B	 (7.4-3)

Therefore, a minimum separation of four channels is needed to satisfy
the isolation criterion of 64 dB. The general formula for the required
channel separation is based on the filter characteristic L, which is
expressed as follows.'

Frequency band separation = 2°'B 	 (7.4-4)

where

Id0
y 10910

G =
	 L	

(7.4-5)

7.4.2 Nonlinear amplification
When the near-end mobile unit is close to the cell site, its transmitted
power is too strong and saturates the IF log amplifier if the received
signal at the cell site exceeds —55 dBm. A typical log IF amplifier
characteristic is shown in Fig. 7.9. Assume that the mobile unit trans-
mitted power is 36 dBm and the antenna gain is 2 dBi. The power
plus the gain is 38 dBm. The receiver power is —55 dBm at the cell
cite.

The propagation loss L = 38 dBm - (-55 dBm) = 93 dB. We may
calculate the free-space path loss, which is the maximum distance
within which the saturation of the IF amplifier will occur. The calcu-
lation of free-space loss versus distance at 850 MHz is as follows.
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= 1071120 = 3548
1

d = 3548X = 4115 ft

= 1241 m = 1.24 km

This means that when the mobile unit is within 1.24 km of the cell-
site boundary; it is possible to saturate the IF amplifier, and it is likely
that intermodulation will be generated because of the nonlinear por-
tion of the characteristics. If the intermodulation (IM) product
matches the frequency channel of another mobile unit far away from
the cell site where reception is weak, then the IM can interfere with
the other frequency received at the cell site.

Therefore, the near-end mobile unit can cause interference at the
cell site with the far-end mobile unit by generating IM at the cell-site
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amplifier and by leaking into the signal of the far-end mobile unit
received at the cell site.

7.5 Cross Talk—A Unique Characteristic of
Voice Channels

When the cellular radio system was designed, the system was in-
tended to function like a telephone wire line. A wire pair serves both
directions of traffic at the line transmission. In a mobile cellular sys-
tem there is a pair of frequencies, occupying a bandwidth of 160 kHz,
which we simply call a "channel." A frequency of 30 kHz serves a
received path, and the other 30 kHz accommodates a transmitted
path.

Because of paired-frequency (as a wire pair) coupling through the
two-wire-four-wire hybrid circuitry at the telephone central office, it
is possible to hear voices in both frequencies (in the frequency pair)
simultaneously while scanning on only one frequency in the air. There-
fore, just as with a wire telephone line, the full conversation can be
heard on a single frequency (either one of the two). This phenomenon
does not annoy cellular mobile users; when they talk they also listen
to themselves through the phone receiver. They are not even aware
that they are listening to their own voices.

This unnoticeable cross-talk phenomenon in frequency pairs has no
major impact on both wire telephone line and cellular mobile per-
formance. But when real cross talk occurs it has a larger impact on
the cellular mobile system than on the telephone line, because the
amount of cross talk could potentially be doubled since cross talk oc-
curring on one frequency will be heard on the other (paired) frequency.
Cross talk occurring on the reverse voice channel can be heard on the
forward voice channel, and cross talk occurring on the forward voice
channel can be heard on the reverse channel. Therefore, the cross-talk
effect is twofold. A number of situations are conducive to cross talk.

Near-end mobile unit. Cross talk can occur when one mobile unit (unit
A) is very close to the cell site and the other (unit B) is far from the
cell site. Both units are calling to their land-line parties as shown in
Fig. 7.10. The near-end mobile unit has a strong signal such that the
demultiplexer cannot have an isolation (separation) of more than 30
dB. Then the strong signal can generate strong cross talk while the
received signal from mobile unit B is 30 dB weaker than signal A.

Near-end mobile units can belong to one system or to another (for-
eign) system. If the foreign system units are operating in the new
allocated spectrum channels, cross talk can occur. When the mobile
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Figure 7_la Cross-talk phenomenon.

unit is close to the cell site and the cell site is capable of reducing the
power of the mobile unit, the near-end mobile interference can be
reduced.

If the operating frequencies of both home system units and foreign
system units are in the new allocated spectrum channels and the iso-
lation of the multicoupler (demultiplexer) could be only 30 dB, cross
talk would occur in the two interfering clusters of channels (Fig. 7.6)
and could not be controlled by the system operator.

Close-in mobile units. When a mobile unit is very close to the cell site
and if the reception at the cell site is greater than —55 dBm, the
channel preamplifier at the cell site can become saturated and produce
IM as a result of the nonlinear portion of the amplification. These LM
products are the spurious (unwanted frequency) signal which leaks
into the desired signal and produces cross talk. Also, as mentioned
previously, the same cross talk can be heard from both the forward
and reverse voice channels.

Cochannel cross talk. The cochannel interference reduction ratio q
should be as large as possible to compensate for the cost of site con-
struction and the limitation of available channels at each cellular site.
There are other ways to increase q, as mentioned in Chap. 6. An ad-
equate system design will help to reduce the cochannel cross talk.

The channel combiner. The signal isolation among the forward voice
channels in a channel combiner is 17,dB.1 The loss resulting from
inserting the signal into the combiner is about 3 dB. The requirement
of IM product suppression is about 55 dB. If one outlet is not matched
well, the signal isolation is less than 17 dB. Therefore, for each chan-
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nel an isolator is installed to provide an additional 30-dB of isolation
with a 0.5-dB insertion loss. This isolator prevents any signal from
leaking back to the power amplifier (see Sec. 7.7.1). Spurious signals
can be cross-coupled to this weak channel while transmitting. This
kind of cross-coupled interference can be eliminated by routinely
checking impedance matching at the combiner.

Telephone-line cross talk. Sometimes cross talk can result from cable
imbalance or switching error at the central office and be conveyed to
the customer through the telephone line. Minimizing this type of cross
talk should be given the same priority as reducing the number of call
drops, discussed earlier (Chap. 4 and Sec. 6.2).

7.6 Effects on Coverage and Interference
by Applying Power Decrease, Antenna
Height Decrease, Beam Tilting

Communications engineers sometimes encounter situations where
coverage must be reduced to compensate for interference. There are
several ways of doing this. Reorienting the directional-antenna pat-
terns, changing the antenna beamwidth, or synthesizing the antenna
pattern were discussed in Chap. 6. There are two additional methods,
decreasing the power and decreasing the antenna height. Both meth-
ods are effective, and engineers often have difficulty choosing between
them. Which one is better? The answer is dependent on the situation.

7.6.1 Choosing a proper cell site
Given a fixed transmitted power and a cell-site antenna height, the
coverage contours of a cell site for different signal reception levels can
be obtained from either the measurement or from the prediction model
described in Chap. 4. A typical contour is shown in Fig. 7.11. Because
of the irregular terrain contours, contours between different reception
levels are not equally spaced.

When a cell site is selected, we must determine whether an ultra-
high-frequency (UHF) TV station is nearby (see Sec. 7.9) and whether
any future nearby ongoing construction would affect signal coverage
from the cell site later. We must check the local noise level and be
sure that no spurious signals fall in the cellular frequency band.

Finally, if we are using an existing multiantenna tower, we must
ensure that the grounding and shielding are adequate. Otherwise the
interference level could become very high and weaken cell-site oper-
ation. Sometimes a special isolator may be provided if an AM broad-
casting antenna is colocated on the same tower.
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Figure 7.11 Signal-strength contour shape changing as
the antenna height changes.

1,6.2 Power decrease
As long as the setup of the antenna configuration at the cell site re-
mains the same, and if the cell-site transmitted power is decreased by
3 dB, then the reception at the mobile unit is also decreased by 3 dB.
This is a one-on-one (Le., linear) correspondence and thus is easy to
control.

1.6.3 Antenna height decrease
When antenna height is decreased, the reception power is also de-
creased. However, the formula [see Eq. (4.10-2)]

Antenna height gain (or loss) 20 log

is based on the difference between the old and new effective antenna
heights and not on the actual antenna heights. Therefore, the effective
antenna height is the same as the actual antenna height only when
the mobile unit is traveling on flat ground. It is easy to decrease an-
tenna height to control coverage in a flat-terrain area. For decreasing
antenna height in a hilly area, the signal-strength contour shown in
Fig. 7.12a is different from the situation of power decrease shown in
Fig. 7.12b. Therefore a decrease in antenna height would affect the
coverage; thus antenna height becomes very difficult to control in an
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FIgure 7.12 The signal-strength effect as measured by different parameters. (a) Differ-
ent signal-strength contours. (6) Signal-strength changes with power changes.

overall plan. Some-area within the cell may have a high attenuation
while another may not.

7.6.4 Antenna patterns
The design-of different antenna patterns is discussed and illustrated
in Chap. 5. Here we would like to emphasize that the design of the
antenna pattern should be based on the terrain contour, the popula-
tion and building density, and other Conditions within a given area.
Of course, this is often difficult to do. For instance, implementation of
antenna tilting or use of an umbrella pattern might be necessary in
certain areas in order to reduce interference.

Sidelobe control (i.e., control of secondary lobe formation in an an-
tenna radiation pattern) is also very critical in the implementation of
a directional antenna. Coverage can be controlled by means of the
following methods. -

Using multiple antennas. In a multiple directional antenna pattern, the
antennas can have different power outputs and each antenna can form
a desired pattern. Two configurations can be mentioned.

1. All the antennas are facing outward (see Fig. 7.13a). The resultant
pattern is always difficult to control because ripples and deep nulls
frequently form.
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Figure 7.13 Engineering a desired pattern with directional anten-
nas. (a) Five directional antennas lacing outward; (b) a skewed
configuration of five directional antennas; (c) the coordinate.

2. With skewed directional antennas 6 (see Fig. 7.13b), the resultant
pattern becomes smoother. Therefore, this configuration is more
attractive.

Using a synthesis of power pattern. The use of steepest descent tech-
niques for searching the antenna parameters by giving an actual pat-
tern and a desired pattern is introduced here. The signal strength
contour obtained from Chap. 4 will be used. The difference between
the two patterns, actual and desired, or error c, can be expressed as

M

€(4, d, 1, c(, y) =	 ½5(Pj -	 (7.6-1)
j-1

The parameters 4,, d, and -y are shown in Fig: 7.13c, where Ii and a1

are the amplitude and phase of ith element, respectively. P is the
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desired field strength at the jth direction, and Qj is the given (mea-
sured) field strength at thejth direction. All cells may be divided into
M small angles, and the jth direction is one of these angles. In Eq
(7.6-I.), W is a weighting function. When a nonuniform pattern is to
he synthesized %V, rA 1. The steepest descent technique can be applied
to find the five parameters associated with pattern P, which will yield
the minimum € in Eq. (76-1).

If we are using L elements, then P1 in Eq. (7.6-1) is the desired
radiation field strength.

Pj

=	 P/4 1 - -y 1 )I1 x exp {-	 cos (4' - 4) - aj	 (7.6-2)

where P(+) is the individual pattern of ith element. The magnitude
and phase of the ith-element excitation are Ii and cr, respectively. The
remaining variables of Eq. (7.6-2) as shown in Fig. 7.13c. Since € is a
function of five parameters are indicated in Eq. (7.6-1), we start with
an initial guess for the parameters (4's, d0, 4, 00, •y(), and then apply
the iterative equation

ft,1 = $3,, -	 (7.6-3)

where $3 = one of five parameters
= component of V€ corresponding to the variable $3 evaluated

at a given point, say, $3,, = 4(ft d, I,,, a,,, Y,,

gain constant for the parameter ft

The value k8, cannot be small; otherwise the convergent process would
be very slow. The iterative process is repeated until ii = N is reached,
that is, VcN = 0. Then from Eq. (7.6-3), $3,,tl = $3,, = ft for any one of
five parameters for the ith antenna element.

The same procedures apply for all elements, and all calculations can
be performed by computer.

Caution: Because the terrain is not fiat, the signal strengths in all.
direction  are not uniformly attenuated at equal distances; thus, we
must first obtain an antenna pattern (not desired) corresponding to a
cell boundary in the actual field from a set of predetermined para-
meters (assume that the current distributions of all antenna elements
are the same) and then convert the undesired pattern through the use
of an iteration process to a desirable pattern that can be used in the
field. The propagation model described in Chap. 4 will serve this pur-
pose. Thus we can apply this iterative process to practical problems.
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7.6.5 Transmitting and receiving
antennas at the cell site
At the base station, the transmitted power of 100 W (+50 dBm) plus
an antenna gain of 9 dfli is assumed at one transmitting antenna. The
receiving antenna, located at the same site, also has a gain of 9 dBi
and receives a mobile signal of —100 dBm. The difference in signal
strength is

(50 + 9 + 9) dBm - (-100 dBm) = +168dB

If the space separation between a transmitting antenna and a receiv-
ing antenna is 15 m (50 ft) horizontally, the signal isolation obtained
from the free-space formula is 56 dB.

The 45-MHz bandpass filter followed by the receiving antenna has
at least a 55-dB rejection for signals arriving from the 870- to 890-
MHz transmission band. However, the two numbers added together is
111 dB, which is still not sufficient (57 dB short). That is why the
transmitting antenna and receiving antenna are not mounted in the
same horizontal plane, but rather on the same vertical pole, if they
are omnidirectional. This restriction can be moderated for directional
antennas because of the directive patterns.

7.6.6 A 39-dBs and a 32-dBis boundary
The Federal Communications Commission (FCC) has used a specified
received signal strength

s for the coverage boundary. which is 39 dBi

(dB in jsV/m). This value converts to a received power of —93 dBm
for dipole or monopole matching on a 5041 load at 850 MHz (see Sees.
51.3 or 13.3.3). The value of 39 dBp. (i.e.. —93 dBni) should be tested
to determine if it is too high for use at the cell boundary in the cellular

system.
We can calculate an acceptable level as follows. As we know, the

accepted carrier-to-noise ratio for good quality (agreed on by most sys-
tem operators) is 18 dB. The thermal noise level *TB with a band-
width of 30 kHz and a temperature of 17°C is —129 dEm-

The receiver front-end noise N1 of an average-quality receiver is 9
dB. The noise figure NF usually would add the front-end noise N1 of

the receiver and the noise N. introduced from the cellular mobile

environment.

NP =	 dB

N. can either increase or decrease, depending on the system design.
The earlier data indicate that N. can be neglected for 900-MHz
curves.'-' If we now introduce a safety factor and let N. = 6 dB then
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NF = /(9)2 + (6)2 = 11 dB

The total noise level is N = kTB + NF = —118 dBm. Because the
required C/N is 18 dB, the lowest acceptable signal level is —100 dBm
(-32 dB1x), which is 7 dB lower than —93 dBm (39 dBp.). In reality,
the cell boundary or the handoff is based on the voice quality, that is,
C / N = 18 dB or a level of —100 dBm; therefore, the FCC cell bound-
ary of 39 dB 1s or —93 dl3m is 7 dB higher than the level provided by
the system. Thus a cell boundary of 32 dRx or —100 dBm proved to
be sufficient for cellular coverage.

The two main advantages of using a 32-dBjs level (see Fig. 7.14) are
that (1) fewer cell sites would be needed to cover a growth area and
(2) less interference would be effected at the boundaries. A 32-dB
boundary for cells in either boundary of a metropolitan statistical area
(MS A) or a rural service area (RSA) is a proper operation, as opposed
to a39-dBg boundary which is an artificial value.

In September 1991, the FCC was modifying rules pertaining to mea-
surement of coverage. The idea was based on the reason which the
author mentioned in the previous edition of this book. The FCC pro-
poses the following formula to define a cellular geographic service area
(CGSA):

d = 1.05 x H° x P°' 7 	 (FCC)	 (7.6-4)

where d is the distance from the cell site antenna to the reliable serv-
ice area boundary in miles, H is the antenna height above average
terrain in feet, and P is the effective radiated power (ERP) in watts.
This formula approximates this distance to the 32-d8;.. contour pre-
dicted by Carey.

The prediction based on the Lee model also can be derived from Eq.
(4.2-18) as follows

d = 0.348 x H° x P° 26	 (Lee)	 (7.6-5)

7.7 Effects of Cell-Site Components

7.7.1 Channel combiner

A fixed-tuned channel combiner at the transmitting side. A channel com-
biner is installed at each cell site. Then all the transmitted channels
can be combined with minimum insertion loss and maximum signal
isolation between channels. Of course, we can eliminate the channel
combiner by letting each channel feed to its own antenna. Then a 16-
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channel site will have 16 antennas for operation. It is an economical
and a physical constraint.

A conventional combiner has a 16-channel combined capacity based
on the frequency subset of 16 channels, and it causes each channel to
lose 3 dB from inserting the signal through the combiner. The signal
isolation is 17 dB because each channel is 630 kHz or 21 channels
apart from neighboring channels (Fig. 7.15a). The intermodulation at
the rnultipleièr is controlled by ferrite'isolators, which provide a 30-
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Figure 7.15 Different kinds of channel combiners. (a) Fixed-tuned combiner.
(b) tunable combiner, (c) ring combiner

dB reverse loss. The intennodulation (TM) products are at least 55 dB
down from the desired signals. Therefore, the IM will not affect chan-
nels within the transmitted band design from this.

Each cable fed into a combiner must be properly shielded. Because
it is a nonlinear device, undesired signal leakage into another channel
would occur before the combiner can produce the TM products, which
would in turn, produce cross-coupled interference. Therefore, proper
shielding and impedance match are very important. Fixed-tuned com-
biners are tuned to match the impedances of a set of fixed frequencies
which are assigned to a combiner.

A frequency-agile comb iner.tt This combiner is capable of returning to
any frequency by remote control in real time. The remote control de-
vide is a microprocessor. The combiner is a waveguide-resonator com-
biner with a tuning bar in each input waveguide as shown in Fig.
7.15b. The bar is mechanically rotated by a motor, and the voltage
standing-wave ratio (VSWR)-can be measured when the motor starts
to turn. The controller receives an optimum reading after a full turn
and is stopped at that position by the controller. The controller also
has a self-adjusting potential. This combiner can be used when a dy-
namic frequency assignment is applied. In many cases, it is preferable
to redistribute the frequency channels to avoid prominent interference
in certain areas. To use this kind of combiner, cell-site transceivers
should also be able to change their operating frequencies, which are
controlled by the MTSO, accordingly. This kind of combiner can also
be designed to be tuned electronically.
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,A ring combiner." A ring combiner is used to combine two groups of
channels into a single output. The insertion loss is 3 dB, and the signal
isolation between channels is 35 to 40 dB. The function of a ring com-
biner is to combine two 16-channel combiners into one 32-channel out-
put. Therefore, all 32 channels can be used by a single transmitting
antenna. If a cell site has two antennas, up to 64 radio channels can
be installed in it.

If all the channel-transmitted powers are low, it is possible to com-
bine more than 32 channels by using two or three ring combiners
before feeding them into one transmitting antenna. The total allowed
transmitted power is a limiting factor. Some ring combiners have a
600-W power limitation. The use of ring combiners reduces adjacent
channel separation. If two 16-channel regular combiners are combined
with a ring combiner, the adjacent-channel separation at the ring com-
biner output can be 315 kHz, even though the adjacent-channel sep-
aration of each regular combiner is 630 kHz. It is simply a frequency
offset of 315 kHz between two regular combiners.

7.7.2 Demultiplexer at the receiving end
A demultiplexer is used to receive 16 channels from one antenna. The
demultiplexer is a filter bank as shown in Fig. 7.16. Then each re-
ceiving antenna output passes through a 25-dB-gain amplifier to a
demultiplexer. The demultiplexer output has a 12413 loss from the
split of 16 channels.

Split loss = 10 log 16 = 12 dB

and the IM product at the output of the demultiplexer should be 65
dB down .4 The two space-diversity antennas each connect to an um-
brella filter (block A or B band filter) and have a 55-dB rejection from
the other system band. If the undesired mobile unit is close to the cell
site, then the preamplifier becomes saturated and generates [lvi at the
output of the amplifier; these IM products (frequencies) could be felt
in one of the weak incoming signals. This situation can lead to cross
talk (see Sec. 7.4) which can be heard from both ends of the link be-
cause of a unique characteristic of cellular channels (see Sec. 7.5).

7.7.3 SAT tone

General description. The major • function of. a. supervisory audio tone
(SAT) is to ensure that a SAT, tone is sent out at the cell site, is re-
ceived by the mobile unit on a forward voice channel, is converted on
a corresponding reverse voice channel, and is then sent back to the
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Figure 7.16 A typical cell-site channel receiver.

cell site within 5 s. If the time out is more than 5 s, the cell site will
terminate the call.

Every cell site has been assigned to one of three SAT tones. The
assignment,of three SAT tones in a system is shown in Fig. 7.17. The
cells have the same SAT tones, and the same channels are separated
by \'D, which is farther than the cochannel distance D. Therefore, a
receiver located at either the cell site or at the mobile unit and re-
ceiving the same frequency with different SAT tones will terminate
the call.

Characteristics of SAT. There are three SAT tones, 5970 H, 6000 H,
and 6030 Hz, spaced 30 Hz apart. They are narrowband frequency-
modulated (FM) with a deviation of f = 2 kHz. The modulation index
is 13 = ½. Let the SAT tone signal be
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Figure 7.17 SAT spatial allocation.

x(t) = Am cos Wrnt	 (7.7-1)

and the modulated carrier is

x,(t) A, cos(o,t + 13 sin cnt)	 (7.7-2)

where 13 = (A ,nfAffm). Let the amplitude modulation Am = 1; thus, since

13 is small, Eq. (7.7-2) becomes

x,(t) _ A, cos(w,t) + 
AjS

cos[2n(f, - &)t]X cos[2ir(f, + &A
2

= R(t) cos[w,t + 4(t)]
	 (7.7-3)

where"

•R(t)=Jt (4ksthts'mt)2.

(7.7-4)
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FIgure 7.18 Nartowband FM for SAT.

12(/2)4, sin w,,,tl
+(t) arctan	 A,	 j	

sin Wmt	 (7.75)

The FM phasor diagram for P cc 1 is . shown in Fig. 7.18. Equation
(7.74) represents an FM condition in which the amplitude of the car-
rier always remains constant This means that the amplitude has no
information content. This is a very common consideration in the mo-
bile radio environment because of the severe fading which distorts the
constant amplitude.

The SAT generator cannot deviate by more than ± 15 Hz while re-
ceiving the signal. The SAT detector uses this criterion to continuously
accept or reject a returned SAT. It has been observed that two SATS
with two different audio tone amplitudes can arrive at one cell. If the
desired SAT tone is weaker than the undesired one by a certain ratio,
then the SAT tone will deviate by ± 15 Hz. These conditions are dis-
cussed in Sec. 13.1.2. The filter bandwidth of the SAT tone detector
relates to call-drop timing, which should be based on the unacceptable
voice quality level. In theory, this level is different in different envi-
ronment. Usually the smaller the filter bandwidth, the lower the call-
drop rates. But the voice quality may be very poor before dropping the
calls.

7.8 Interference between Systems

7_8.1 In one city
Let us assume that there are two systems operating in one city or one
MSA. If a mobile unit of system A is closer to a cell site of system B
while a call is being initiated through system A, adjacent channel in-
terference or 131 can be produced if the transmitted frequency of mo-
bile unit A is close to the covered band of the received pr-eamplifier at
cell site B (see Fit. 7.19a). These 131 products will then leak into the
receiving channel of system B and cross talk will occur. This cross talk
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Cell site A (system A) boundary
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II	 I
Figure 7.19 Intersystem interference. (a) System A cell sites
in system B cell coverage; (b) interference between two cel-
lular geographic service area (COSA) systems.

can be heard not only at the land-line side but also at the mobile unit
because of the unique characteristics described in Sec. 7.5. ':

This cross-talk situation can be reduced by any of the following
measures.

1. All cell sites in the two systems can be located together (colocated).

2. Adjacent channels (four or five channels) at each interface (see Fig.
7.6) of the new allocated voice channels between two of the systems
should not be used.

3. To prevent a strong mobile signal from saturating the preamplifier
at the cell site, a foreign-system signal should be —55 dBm down
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from the cell-site reception point. Otherwise TM products can be
produced and mixed with the desired system-by passage through
the system (band) block filter (see Fig. 7.16).

For instance, TM may occur in either of the following cases.

(2 x 838 - 832) MHz = 844 MHz (system B at the cell site)

Either signal (838 or 832 MHz) is strong; the TM will leak into the
844-MHz channel.

(2 x 834 - 836 MHz = 832 MHz (system A at the cell site)

Either signal (834 or 836 MHz) is strong; the TM will leak into the
832-MHz channel.

7.8.2 In adjacent cities
Two systems operating at the same frequency band and in two adja-
cent cities or areas may interfere with each other if they do not co-
ordinate their frequency channel use. Most cases of interference are
due to cell sites at high altitudes (see Fig. 7.19b). In any start-up
system, a high-altitude cell site is always attractive to the designer.
Such a system can cover a larger area, and, in turn, fewer cell sites
are needed. However, if the neighboring city also uses the same system
block, then the result is strong interference, which can be avoided by
the following methods.

1. The operating frequencies should be coordinated between two cit-
ies. The frequencies used in one city should not be used in the
adjacent city. This arrangement is useful only for two low-capacity
systems.

2. If both systems are high capacity, then decreasing the antenna
heights will result in reduction of the interference not only within
each system but also between the two systems.

3. Directional antennas may be used. For example, if one system is
high capacity and the other is low capacity, the ldw .capacity system
can use directional antennas but still retain the high tower. In this
situation frequency coordination between the two systems has to
be worked out at the common boundary because all the allocated
frequencies must be used by the high-capacity system in its service
area but only some frequencies are used by the low-capacity
system.
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Figure 7.20 Cellular telephone frequency plan.

7.9 UHF TV Interference

Two types of interference can occur between UI-IF television and 850-
MHz cellular mobile phones.

7.9.1 Interference to UHF TV receivers
from cellular mobile transmitters

Because of the wide frequency separation between cellular phone sys-
tems and the media broadcast services (TV and ra(iio) and the signif-
icantly high power levels used by the UHF TV broadcast transmitters,
the likelihood of interference from cellular phone transmissions af-
fecting broadcasting is very small.' 4 - ' 5 There is a slight probability that
when the cell-site transmission is 90 MHz above that of a TV channel,
it can interfere with the image-response frequency of typical home TV
receivers. Interference between TV and cellular mobile channels is
illustrated in Fig. 7.20.

Some UT-IF TV channels overlap cellular mobile channels. These two
types of service can interfere with each other only under the following
conditins.

1. Band region with overlapping frequencies. Two services have been
authorized to operate within the same frequency band region.

2. Image interference region. This is explained as follows. The TV
receiver or the cellular receiver (mobile unit or cell site) can receive
two transmitted signals, for instance, one from a TV channel and
one from a cellular system, and produce a third-order interrnodu-
lation product which falls within the TV or the mobile receive band.
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Let

= mobile transmit frequency

=	 cell-site receive frequency =	 45 MHz

IRm = mobile receive frequency

=	 + 45 MHz = fTc = cell-site transmit frequency

= TV transmit frequency

fa.w = TV receive frequency

Third-order intermodulation gives the following results in two cases
of interfering UHF TV receivers.

Case 1. Let

21Tht - ITT'? = A.	
(7.9-1)

	

17i71 = fmn - 45	 (7.9-2)

then	 [m = IT,TV + 45

Since the mobile transmit frequency f, lies in the 825- to 845-MHz
band, and theTV transmit frequency f ', lies in the 780- to 800-MHz
band, ft-,, will interfere with the TV receiver as seen from Eq. (7.9-3).
This interference region is called the image interference region.

Case 2. Let

2fRc - [TV? ,= fTc	
(7.9-4)

then	 [Ac fT	
'

and	 fTc = ITT'! + 90	 (7.9-6)

Because the cell-site transmit frequency frc lies in the 870- to 890-
MHz band, and [ lies in the 780- to 800-MHz band, fr. will interfere
with the TV receiver, as shown in Eq. (7.9-6). This interference region
is called the image interference region;

In these two cases an image-interference rejection range of 40 to 50
dB isolation across the UHF TV band is required to prevent this in-
terference. The results from the two cases are as follows.

Case 1: When the mobile transmitter is located near a TV receiver
(Eq. 7.9.3). The minimum grade B television service contour . of an
accepted TV receiver level is —63 dBm with a receiver antenna gain
of 6 dB referring to dipole gain. Roughly, this kind of TV station has

8
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a coverage of a 56-km (35-mi) radius. Since the cellular telephone mo-
bile unit has an effective radiated power (ERP) of about 37 dBm, the
path loss between the TV receiver and the mobile unit must exceed
100 dB (= 63 -4- 37). The TV antenna height at each residence nor-
mally is about h 2 = 10 m. The mobile antenna height is about h 1 = 2
m. Assume that the cross-modulation loss between two frequency
bands is 80 dB and the polarization coupling loss between the bands
is 10 dB. Using the formula derived in Eq. (4.2-19), we obtain

—63=37— 156-40log+ lO log h1

+20 log h2 + 6 - (80+ .10) dB (7.9-7)

Substitution of h 1 = 2 m (6 ft) and h 2 = 10 m (30 ft) into Eq. (7.9-7)
yields

140 = —40 log d1 + 7.78 + 29.54

We can solve d, as

d1 = 10- 2.57 = 0.00239 mi = 14 ft

We find that the required distance from a transmitting cellular mobile
unit to a TV receiver is only 14 ft. Besides, a mobile unit is always
moving while the TV receivers usually are off; thus, the chance of
mobile unit interference occurring within 14 ft of the receiver while
TV receivers are operative is very slim. In addition, the chances are
that the mobile unit would remain in the area of interference for only
5 to 10 s.

Case 2: When the cell site transmitter is located near a TV receiver
(Eq. 7.9-6). Usually cell-site antennas are located on high towers,
and the vertical antenna pattern usually produces a null under the
antenna tower. Therefore, even though Eq. (7.9-6) indicates the pos-
sibility of cell-site interference, the TV receivers near the cell site will
not be in the area of the main antenna beam and, clearly, the hori-
zontally polarized TV wave will not be distorted by the cellular ver-
tically polarized waves when it reaches the TV receiving antenna on
the roof of the house. Because of these differences between antenna
beam pattern and wave polarization, no strong interference can be
seen in this case. We find that the required distance could be less than
200 m (700 ft). We should also consider the following key points.

1. The polarization coupling loss from vertical (cellular) to horizontal
(TV) waves can be 10 dB, according to Lee and Yeh's data)6

2. The percentage of active mobile units in that area is small.
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3. In the UHF TV fringe area, cable TV (CATV) usually provides the
service.

4. Only four TV channels (Channels 65 to 68) can experience inter-
ference. The chance of one TV set tuning to one of these four "in-
terference channels" and the active mobile unit happening to be in
that area at the same time is slim.

5. Even if transmission from the mobile unit does interfere with TV
reception, the interference time is very short (<15 s). Therefore, no
interference should be encountered.

1.9.2 Interference of cellular mobile
receivers by UHF TV transmitters
This type of image interference can occur.in  the following four cases.
Here the image-interference region will be the same as that described
in Sec. 7.9.1 but in the reversed direction.

Case 1. Let

2fT. -	 =	 (7.9-8)

Then	 2f, = 2(/',,.,,, - 45)	 (7.9.9)

and	 FT.Tv = Wm, - [Pan = fRm - 90 MHz	 (7.9-10)

Because the mobile unit receiver frequency f71 lies in the 870- to 890-

MHz band, [fl-v, 
which lies in the 780- to 800-MHz band, will interfere

with the mobile unit receiver, as shown in Eq. (7.9-10).
Case 2. Let

2[,— ITTV = fT	 (7.9-I1)

Then	 [Re fTc - 45	 (7.9-12)

and	 fw = 2f,,-f,-.rv 't = (TXV + 45	 (7.9-13)

Since the cell-site receiver frequency f,, lies in the 825- to 845-MHz
band, (, which lies in the 780- to 300-MHz band, will interfere with
the cell-site receiver as shown in Eq. (7.9-13). There are two addi-
tional, but less important, cases.

Case 3. When a mobile receiver approaches a TV transmitter, it is
easy to find that transmission from the TV station will not interfere
with the reception at the mobile receiver by following the same anal-
ysis shown in Sec. 7.9.1, case 2.	 - -

Case 4. When the cell-site receiver is only 1 mi or less away from
the TV station, interference may result. However when the cell site is
very close to the TV station, the interference decreases as a result of
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the two vertiS narrow beams pointing at different elevation levels.
For this reason it is advisable to mount a cell-site antenna in the same
vicinity as the TV station antenna if the problems of shielding and
grounding can be controlled.

7.10 Long-Distance Interference

7.10.1 Overwater path

The phenomenon is mentioned in several reports)""`

1. A 41-mi overwater path operating at 1,5 GHz in Massachusetts
Bay 17
a. Low ducts (<50 ft thick); steady signal well above normal level

is received
b. High ducts (^:100 ft thick); a high signal level generally on the

average is received but with deep fading
2. A 275-mi overwater path operating at 812 and 857 MHz between

Charleston, South Carolina and Daytona Beach, Florida
a. Charleston—antenna height 500 ft above average terrain an-

tenna pattern, omnidirectional ERP 220 W; receiving sensitivity
less than 0.5 1iV –113 dBm (1 1V = –107 dBm) with a 50-
(I terminal

b. Daytona Beach—antenna height 920 ft above average terrain
antenna pattern, omnidirectional ERP 440 W; receiving sensi-
tivity 0.7 p.V –110 dBm

Federal Express engineers have discovered the following phenomenon
through study of their system.' 8 The mobile units in Charleston within
1 to 2 ml of shoreline are capable of clear communication with a re-
peater station in Daytona Beach. The same situation applies when the
mobile unit is in Daytona Beach. These clear path communications
occur regardless of weather, time of day, or season. This is a tropo-
spherical propagation, and we should eliminate it in cellular systems
to avoid interference among systems in North America. One way of
doing this is by use of umbrella antenna patterns.

7.10.2 Overland path

Tropospheric scattering over a land path is not as persistent as that
over water and can be varied from time to time. Usually tropospheric
propagation is more pronounced in the morning. The distance can be
about 200 mi. Federal Express engineers have observed this long-dis-
tance propagation throughout their nationwide system.
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Chapter

8
Frequency Management and

Channel Assignment

8.1 Frequency Management

The function of frequency management is to divide the total number
of available channels into subsets which can be assigned to each cell
either in a fixed fashion or dynamically (i.e., in response to any chan-
nel among the total available channels).

The terms "frequency management" and "channel assignment" often
crate some confusion. Frequency management refers to designating
set-up channels and voice channels (done by the FCC), numbering the
channels (done by the FCC), and grouping the voice channels into
subsets (done by each system according to its preference). Channel

assignment refers to the allocation of specific channels to cell sites and
mobile units. A fixed channel set consisting of one or more subsets
(see Sec. 8.1.2) is assigned to a cell site on a long-term basis. During
a call, a particular channel is assigned to a mobile unit on a short-
term basis. For a short-term assignment, one channel assignment per
call is handled by the mobile telephone switching office (MISO). Ide-
ally channel assignment should be based on causing the least inter-
ference in the system. However, most cellular systems cannot perform
this way.

8.1.1 Numbering the channels
The total number of channels at present . (January 1988js 832. But
most mobile units and systems are still operating on 666 channels.
Therefore we describe the 666 channel numbering first. A channel
consists of two frequency channel bandwidths, one in the low band

257
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Figure B.i Frequency-management chart.

and one in the high band. Two frequencies in channel 1 are 825.030
MHz (mobile transmit) and 870.030 MHz (cell-site transmit). The two
frequencies in channel 666 are 844.98 MHz (mobile transmit) and
889.98 MHz (cell-site transmit). The 666 channels are divided into two
groups: block A system and block B system. Each market (i.e., each
city) has two systems for a duopoly market policy (see Chap. 1). Each
block has 333 channels, as shown in Fig. 8.1.

The 42 set-up channels are assigned as follows.

Channels 313-333	 block A
Channels 334-354	 block B

The voice channels are assigned as follows.

Channels 1-312 (312 voice channels) 	 block A
Channels 355-666 (312 voice channels) 	 block B

These 42 set-up channels are assigned in the middle of all the assigned
channels to facilitate scanning of those channels by frequency synthe-
sizers (see Fig. 8.1). In the new additional spectrum allocation of 10
MHz (see Fig. 8.2), an additional 166 channels are assigned. Since a
1 MHz is assigned below 825 MHz (or 870 MHz), in the future, addi-
tional channels will be numbered up to 849 MHz (or 894 MHz) and
will then circle back. The last channel number is 1023 (=210). There
are no channels between channels 799 and 991-
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Figure 8.2 New additional spectrum allocation.

8.1.2 Grouping into subsets
The number of voice channels for each system* is 312. We can group
these into any number of subsets. Since there are 21 set-up channels
for each system, it is logical to group the 312 channels into 21 subsets.
Each subset then consists of 16 channels. In each set, the closest ad-
jacent channel is 21 channels away, S shown in Fig. 8.1. The 16 chan-
nels in each subset can be mounted on a frame and connected to a
channel combiner. Wide separation between adjacent channels is re-
quired for meeting the requirement of minimum isolation. Each 16-
channel subset is idealized for each 16-channel combiner. In a seven-
cell frequency-reuse cell system each cell contains three subsets, LA +
iS + iC, where i is an integer from 1 to 7. The total number of voice
channels in a cell is about 45. The minimum separation between three
subsets is 7 channels. If six subsets are equipped in an omnicell site,
the minimum separation between two adjacent channels can be only
three (21/6 > 3) physical channel bandwidths.

For example,

IA + lB + 1C + 4A + 4B + 4C

or 1A+1B+1C+5A+58+5C

The antenna arrangement for 90 voice channels was described in Sec.

Not including the new 83 voice channels.
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5.4.1. The requirements for channel separation in a cell are discussed
in this chapter.

82 Frequency-Spectrum Utilization

Since the radio-frequency spectrum is finite in mobile radio systems,
the most significant challenge is to use the radio-frequency spectrum
as efficiently as possible. Geographic location is an important factor
in the application of the frequency-reuse concept in mobile cellular
technology to increase spectrum efficiency. Frequency management in-
volving the assignment of proper channels in different cells can in-
crease spectrum efficiency. Thus, within a cell, the channel assignment
for each call is studied- Other factors, such as narrowing of the fre-
quency band, off-air call setup, queuing, and call redirect, are de-
scribed in different chapters.

The techniques for increasing frequency spectrum can be classified
as

1. Increasing the number of radio channels using narrow banding,
spread spectrum, or time division (Chap- 13)

2. Improving spatial frequency-spectrum reuse (Chaps. 2, 6, and 7)
3. Frequency management and channel assignment (Chap. 8)
4. Improving spectrum efficiency in time (Chap. 14)
5. Reducing the load of invalid calls (Chap. 11)

a. Off-air call setup—reducing the load of set-up channels
b. Voice storage service for No-Answer calls
c. Call forwarding
ci. Reducing the customers' Keep-Dialing cases
e- Call waiting for Busy-Call situations
f. Queuing

In this chapter we concentrate on frequency management and channel
assignment (item 3).

8.3 Set-up Channels

Set-up channels, also called control channels, are the channels desig-
nated to set up calls. We should not be confused by the fact that a call
always needs a set-up channel. A system can be operated without set-
up channels. If we are choosing such a system, then all 333 channels
in each cellular system (block A or block B) can be voice channels;
however, each mobile unit must then scan 333 channels continuously
and detect the signaling for its call. A customer who wants to initiate
a call must scan all the channels and find an idle (unoccupied) one to
use.
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In a cellular system, we are implementing frequency-reuse concepts.
In this case the set-up channels are acting as control channels. The
21 set-up channels are taken out from the total number of channels.
The number 21 is derived from a seven-cell frequency-reuse pattern
with three 120° sectors per cell, or a total of 21 sectors, which require
21 set-up channels. However, now only a few of the 21 set-up channels
are being used in each system. Theoretically, when cell size decreases,
the use of set-up channels should increase.

Set-up channels can be classified by usage into two types: access

channels and paging channels. An access channel is used for the
mobile-originating calls and paging channels for the land-originating
calls. In a low-traffic system, access channels and paging channels are
the same. For this reason, a set-up channel is sometimes called an
"access channel" and sometimes called a "paging channel.' ! Every two-
way channel contains two 30-kHz bandwidths. Normally one set-up
channel is also specified by two operations as a forward set-up channel
(using the upper band) and a reverse set-up channel (using the lower
band). In the most common types of cellular systems, one set-up chan-
nel is used for both paging and access The forward set-up channel
functions as. the paging channel for responding to the mobile-origi-
nating calls. The reverse set-up channel functions as the access chan-
nel for the responder to the paging call. The forward set-up channel
is transmitted at the cell site, and the reverse set-up channel is trans-
mitted at the mobile unit. All set-up channels carry data information
only.

8.31 Access channels
In mobile-originating calls, the mobile unit scans its 21 set-up chan-
nels and chooses the strongest one. Because each set-up channel is
associated with one cell, the strongest set-up channel indicates which
cell is to serve the mobile-originating calls.. The mobile unit detects
the system information transmitted from the cell site. Also, the mobile
unit monitors the Busy/Idle status bits over the desired forward set-
up channel. When the Idle bits are received, the mobile unit can use
the corresponding reverse set-up channel to initiate a call.

Frequently only one system operates in a given city; for instance,
block B system might be operating and the mobile unit could be set
to "preferable A system." When the mobile unit first scans the 21 set-
up channels in block A, two conditions can occur-

1. If no set-up channels of block A are operational, the mobile unit
automatically switches to block B.
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2. If a strong ;set-up signal strength is received but no message can
be detected, then the scanner chooses the second strongest set-up
channel. If the message still cannot be detected, the mobile unit
switches to block B and scans to block B set-up channels.

The operational functions are described as follows.

1. Power of a forward set-up channel [or forward control channel
(FOCC)L The power of the set-up channel can be varied in order
to control the number of incoming calls served by the cell. The num-
ber of mobile-originating calls is limited by the number of voice
channels in each cell site. When the traffic is heavy, most voice
channels are occupied and the power of the set-up channel should
be reduced in order to reduce the coverage of the cell for the incom-
ing calls originating from the mobile unit. This will force the mobile
units to originate calls from other cell sites, assuming that all cells
are adequately overlapped.

2. The set-up channel received level. The set-up channel threshold
level is determined in order to control the reception at the reverse
control channel (RECC). If the received power level is greater than
the given set-up threshold level, the call request will be taken

3. Change power at the mobile unit. When the mobile unit monitors
the strongest signal strength from all set-up channels and selects
that channel to receive the messages, there are three types of
message.
a. Mobile station control message. This message is used for paging

and consists of one, two, or four words—DCC, MIN, SCC, and
VMAX (see Chap. 3).

b. System parameter overhead message. This message contains two
words, including DCC, SID, CMAX, or CPA (see Chap. 3).

c. Control—filler message. This message may be sent with a system
parameter overhead message, CMAC—a control mobile attenu-
ation code (seven-levels).

4. Direct call retry. When a cell site has no available voice channels,
it can send a direct call-retry message through the set-up channel.
The mobile unit will initiate the call from a neighboring cell which
is on the list of neighboring cells in the direct call-retry message.

8.3.2 Paging channels
Each cell site has been allocated its own set-up channel (control chan-
nel). The assigned forward set-up channel (FOCC) of each cell site is
used to page the mobile unit with the same mobile station control
message (discussed in Chap. 3 and Sec. 8.3.1).
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Because the same message is transmitted by the different set-up
channels, no simulcast interference occurs in the system. The algo-
rithm for paging a mobile unit can be performed in different ways.
The simplest way is to page from all the cell sites. This can occupy a
large amount of the traffic load. The other way is to page in an area
corresponding to the mobile unit phone number. If there is no answer,
the system tries to page in other areas. The drawback is that response
time is sometimes too long.

When the mobile unit responds to the page on the reverse set-up
channel, the cell site which receives the response checks the signal
reception level and makes a decision regarding the voice channel as-
signment based on least interference in the selected sector or under-
lay-overlay region.

8.3.3 Self-location scheme at 	 -
the mobile unit
In the cellular system, 80 percent of calls originate from the mobile
unit but only 20 percent originate from the land line. Thus, it is nec-
essary to keep the reverse set-up channels as open as possible. For
this reason, the self-location scheme at the mobile unit is adapted.
The mobile unit selects a set-up channel of one cell site and makes a
mobile-originating call. It is called a self-location scheme.

However, the self-location scheme at the mobile unit prevents the
mobile unit from sending the necessary information regarding its lo-
cation to the cell site. Therefore, the MTSO does not know where the
mobile is. When a land-line call is originated, the MTSO must page
all the cell sites in order to search for the mobile unit. Fortunately,
land-line calls constitute only. 20 percent of land-line originating calls,
so the cellular system has no problem in handling them. Besides, more
than 50 percent of land-line originating calls are no response.

t3.4 Autonomous registration
If a mobile station is equipped for autonomous registration, then the
mobile station stores the value of the. last registration number
(REGID) received on a forward control channel. Also, a REGINCR (the
increment in time between registrations) is received by the mobile
station. The next registration ID should be (see Chap. 3)

NXTREG = REGID + REGINCR

This tells the mobile unit how long the registraticn should be repeat-
edly sent to the cell site, so that the MTSO can track the location of
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the mobile. This feature is not used in cellular systems at present.
However, when the vplume of land-line calls begins to increase or the
number of cell sites increases, this feature would facilitate paging of
the mobile units with less occupancy time on all set-up channels. The
trade-off between the self-location scheme and autonomous registra-
tion is shown in the following two examples.

Example 8.1 The time spent in the set-up channels for two schemes are
compared.

1. Evaluation of a self-location scheme on a land-originating call- Assume that
a system has 100 cell sites and a call paging has to reach all 100 cell sites.
If every page takes 100 ms and there are 2000 land-originating calls per
hour during a busy hour, then the air time spent for the paging during the
busy hour is

100 x (100 ms) >< 2000 20,000 5 = 333 mm/h

This is the time spent on all set-up channels.

2. Evaluation of a registration scheme used on an idle stage for locating mo-
bile units. Assume that the registration for each mobile unit is five times
per hour. Each registration takes 100 ms. If 20,000 mobile units are on the
road, then

(5 x 100 ma) X 20,000 1000 s = 166.7 mm/h

This is the time spent on all set-up channels.

in Example S. 1, the time spent on the set-up channels for a self-location scheme
is twice as much as that for a registration scheme, in this particular case, the
registration scheme is preferable to the self-location scheme.

Example 8.2 Assume that the reverse set-up channels also take the mobile-
originating calls, which make up 80 percent of the total number of calls. Assume
that 2500 land-originating calls constitute 20 percent of the total number of
calls; then the mobile-originating calls represent 10,000 calls per hour handled
by the MTSO. Each call initiation takes about 300 ins. Then

io,000 x 300 = 3000 s = 50 mm

The 50 min is occupied in both schemes. This is because for a mobile-originating
call the self-location scheme provides a negligible time for selecting a desired
cell site on a reverse set-up channel. The same negligible time is provided by
using the registration scheme for selecting the desired cell site.

In a busy (rush) hour, the attempted call originating at a mobile unit
is searching for an idle bit sent from the cell site. If an idle bit cannot
be received at the mobile unit after 10 attempts, then a busy tone is
heard at the mobile unit.
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Therefore, the 50 min calculated above assumes that all 10,000 calls
are not blocked. In reality, there is always a certain amount of call
blocking during a rush hour. Therefore, even though the MTSO will
spend 50 min in a system to process 10,000 calls per hour, the actual
attempt calls can be much higher.

8.3.5 Traffic load on a set-up channel
and on N voice channels -
When the traffic of a cell is increasing, more radios wil l be installed.
When a cell has 90 voice channels (radios), one set-up channel must
coordinate them in order to set up the calls. On the average, the cell
site takes a mobile-originating call on a reverse set-up channel for 100
ms, and the interval between calls is 25 ms (including calls colliding
in the air). Thus, in 1 h, if a queuing scheme is applied, the maximum
number of calls that a set-up channel can accommodate is

3600 x 1000 = 28,800 calls/h
125 ms

This equation is based on the assumption that the incoming calls from
the mobile units are waiting for the idle bits on the forward
set-up channel before sending the requests. This is equivalent to a
queuing scheme. In general, the waiting period is 1 to 2 s. If the set-
up channel is busy during this period, the mobile unit will periodically
continue to search for idle channels about every 100 ms. Then the
initiating call will be blocked after 10 attempts. An estimate of call
blocking can be obtained by using a queuing model. Without queuing
schemes, the maximum numer of initiating calls that the set-up chan-
nel can take during a busy hour, assuming five attempts per call, is
5760 calls per hour.

To calculate the traffic load on 90 voice channels, let us assume a
blocking probability of 0.02 and a holding time of 100 s. Now viz can
check the offered load a from Table 1.1.

a = 78.3

The number of calls is

M 
78.3 X 3600 = 2818 calls/h

The carried load of a set-up channel is always greater than the carried
load of the 90 voice channels. A load of more than 90 radios in a cell
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is not unusua. However, the number of voice channels in a cell rarely
exceeds 120. Therefore one set-up channel is used in a cell.

8.3.6 Separation between
access and paging
All 21 set-up channels are actually paging channels. The access chan-
nel can be assigned by the MTSO as a channel other than the 21 set-
up channels in a cell. The mobile unit receives the access channel
information from the forward paging channels. In certain cases, as
land-originating calls increase, one set-up channel cannot handle all
set-up traffic in a cell. In such cases another channel in a group of
voice channels is used as an access channel. Now the land-originating
calls are using paging channels and the mobile-originating calls are
using access channels.

8.3.7 Selecting a voice channel
Assume that a mobile unit calls or responds to a call through a reverse
set-up channel which is received from an onmidirectional antenna and
the voice channels are assigned from a forward set-up channel at one
of three 120°-sector directional antennas.

For mobile-originating calls. The mobile unit selects a cell site based
on its received signal-strength indicator (RSSI) reading. When a call
of a mobile unit is received by the cell site, the set-up channel receives
it through an omnidirectional antenna. The cell-site RSSJ scans the
incoming signals through three directional antennas and determines
which sector is the strongest one. The MTSO then assigns a channel
from among those channels designated in that sector. In some systems,
a set-up channel is assigned to each sector of a cell.

For paging calls. When any call responds to the cell site, the cell-site
RSST will measure the incoming signal from the three directional an-
tennas and find the strongest sector in which the channel can be as-
signed to the mobile unit.

8.4 Definition of Channel Assignment

8.4.1 Channel assignment to the cell
sites—fixed channel assignment
In a fixed channel assignment, the channels are usually assigned to
the cell site for relatively long periods. Two types of channels are as-
signed: set-up channels and voice channels.
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Set-up channels. There are 21 set-up channels assigned each cell in a
K = 4, K 7, or K = 12 frequency-reuse pattern. If the set-tip channel
antennas are omnidirectional, then each cell only needs one set-tip
channel. This leaves many unused set-up channels. However, the set-
up channels of blocks A and B are adjacent to each other. In order to
avoid interference between two systems, the set-up channels in the
neighborhood of Channel 333 (block A) and Channel 334 (block B) are
preferably unused.

Voice channels. One way of dividing the total voice channels into 21
sets is exemplified in Sec. 8.1- The assignment of certain sets of voice
channels in each cell site is based on causing minimum cochannel and
adjacent-channel interference Cochaimel and adjacent channel inter-
ference can be calculated from equations in Chaps. 6 and 7.

Supervisory audio tone (SAT). This consists of three SATs. Based on the
assignment of each SAT in each cell, we can show the method for
further reducing cochannel interference, as mentioned in Sec. 7.72.

8.4.2 Channel assignment to
traveling mobile units

This situation always ocurs in the morning, when cars travel into the
city, and at night, when the traffic pattern reverses. If the traffic den-
sity is uniform, the unsymmetrical mobile-unit antenna pattern (as-
suming large backward energy from the motion of the vehicle) does
not affect the system operation much. However, when the traffic be-
comes heavier as more cars approach the city, the traffic pattern be-
comes nonuniform and the sites closest to the city, or in the city, cannot
receive the expected number of calls or handoffs in the morning be-
cause of the-mobile unit antenna patterns. At night, as the cars move
out of the city, the cell sites closest to the city would have a hard time
handing off calls to the sites away from the city.

To solve these problems, we have to - use less transmitted power for
both set-up and voice channels for certain cell sites. We also have to
raise the threshold level for reverse set-up channels and voice chan-
nels at certain cell sites in order to control the acceptance of incoming
calls and handoff calls. Three methods can be used-

Underlay-overlay.' The traffic capacity at an omnidirectional cell or a
directional cell (see Fig. 8.3) can be increased by using the underlay-
overlay arrangement. The underlay is the inner circle, and the overlay
is the outer ring The transmitted powers of the voice channels at the
site are adjusted for these two areas. Then different voice frequencies
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Figure 8.3 Underlaid-overlaid cell arrangements. (a) Undelay-overlay in omni-
cell; (b) underlay-overlay in sectorized cells; (c) two-level handoff scheme.

are assigned to each area. In an omnidirectional cell, the frequency-
reuse distance of a seven-cell reuse pattern is D = 4.6R, where B is
the radius of the cell. One overlay and one underlay are shown in Fig.
8.3a. Because of the sectorization in a directional cell, the channel
assignment has a different algorithm in six regions (Fig. 8.3b), i.e.,
three overlay regions and three underlay regions. A detailed descrip-
tion is given in Sec. 8.5.4.

Frequency assignment We assign the frequencies by a set of channels
or any part of a set or more than one set of the total 21 sets. Borrowed-
frequency sets are used when needed. On the basis of coverage pre-
diction, we can assign frequencies intelligently at one site or at one
sector without interfering with adjacent cochannel sectors or cochan-
nel cells.

Tilted antenna. The tilted directional antenna arrangement can elim-
inate interference. Sometimes antenna tilting is more effective than
decreasing antenna height, especially in areas of tall trees or at high
sites. When the tilting angles become 22° or greater, the horizontal
pattern creates a notch in the front of the antenna, which can further
reduce the interference (see Fig. 6.10). -

8.5 Fixed Channel Assignment. - '

8.5.1 Adjacent-channel assignment
Adjacent-channel assignment includes neighboring-channel assign-
ment and next-channel assignméñt. The near-end—far-end (ratio) in-
terference, as mentioned in Sec. 7.3.1, can occur among the neighbor-
ing channels (four channels on each side of the desired channel).
Therefore, within a cell we }ave to be sure to assign neighboring chan-
nels in an omnidirectionàl-cellssthm and in a directional-antenna-
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A Channel assigned

(a)

Figure 8.4 Adjacent channel assignment. (a) Omnidirectional-antenna
cells; (&) directional-antenna cells.

cell system properly. In an omnidirectional-cell system, if one channel
is assigned to the middle cell of seven cells, next channels cannot be
assigned in the same cell. Also, no next channel (preferably including
neighboring channels) should be assigned in the six neighboring sites
in the same cell system area (Fig. 8.4a). In a directional-antenna-cell
system, if one channel is assigned to a face, next channels cannot be
assigned to the same face or to the other two faces in the same cell.
Also, next channels cannot be assigned to the other two faces at the
same cell site (Fig. 8.4b). Sometimes the next channels are assigned
in the next sector of the same cell in order to increase capacity. Then
performance can still be in the tolerance range if the design is proper.

8.5.2 Channel sharing and borrowing2'3

Channel sharing. Channel sharing is a short-term traffic-relief
scheme. A scheme used for a seven-cell three-face system is shown in
Fig. 8.5. There are 21 channel sets, with each set consisting of about
16 channels. Figure 8.5 shows the channel set numbers. When a cell
needs more channels, the channels of another face at the same cell
site can be shared to handle the short-term overload. To obey the ad-
jacent-channel assignment algorithm, the sharing is always cyclic.
Sharing always increases the trunking efficiency of channels. Since
we cannot allow adjacent channels to share with the nominal channels
in the same cell, channel sets 4 and 5 cannot both be shared with
channel sets 12 and 18, as indicated by the grid mark. Many grid
marks are indicated in Fig. 8.5 for the same reason. However, the
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N possible interlerenco area

Figure 8.5 Channel-sharing algorithm.

upper subset of set 4 can be shared with the lower subset of set 5 with
no interference.

In channel-sharing systems, the channel combiner should be flexible
in order to combine up to 32 channels in one face in real time. An
alternative method is to install a standby antenna.

Channel borrowing. Channel borrowing is usually handled on a long-
term basis. The extent of borrowing more available channels from
other cells depends on the traffic density in the area. Channel borrow-
ing can be implemented from one cell-site face to another face at the
same cell site.

In addition, the central cell site can borrow channels from neigh-
boring cells. The channel-borrowing scheme is used primarily for
slowly-growing systems. It is often helpful in delaying cell splitting in
peak traffic areas. Since cell splitting is costly, it should be imple-
mented only as a last resort.

8.5.3. Sectorization
The total number.of available channels can be divided into sets (sub-
groups) depending on the sectorization of the cell configuration: the
120°-sector system, the 60°-sector system, and the 45°-sector system.

H -	.	 .	 ,,•..	 .	 ..
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A seven-cell system usually uses three 120° sectors per cell, with the
total number of channel sets being 21. In certain locations and special
situations, the sector angle can be reduced (narrowed) in order to as-
sign more channels in one sector without increasing neighboring-chan-
nel interference. This point is discussed in Sec. 10.6. Sectorization
serves the same purpose as the channel-borrowing scheme in delaying
cell splitting. In addition, channel coordination to avoid cochannel in-
terference is much easier in sectorization than in cell splitting. Given
the same number of channels, trunking efficiency decreases in
sectorization-

Comparison of omnicells (nonsectorized cells) and sectorized cells

Omnicells. If a K = 7 frequency-reuse pattern is used, the frequency
sets assigned in each cell can be followed by the frequency-manage-
ment chart shown in Fig. 8.1. However, terrain is seldom flat; there-
fore, K = 12 is sometimes needed for reducing cochannel interference.
For K = 12, the channel-reuse distance is D = 6R, or the cochannel
reduction factor q = 6.

Sectorized cells. There are three basic types.

1. The 120°-sector cell is used for both transmitting and receiving
sectorization. Each sector has an assigned a number of frequencies.
Changing sectors during a call requires handoffs.

2. The 60°-sector cell is used for both transmitting and receiving
sectorization. Changing sectors during a call requires handoffs. More
handoffs are expected for a 60° sector than a 120° sector in areas close
to cell sites (close-in areas).

3. The 120°- or 60°-sector cell is used for receiving sectorization only.
In this case, the transmitting antenna is omnidirectional. The number
of channels in this cell is not subdivided for each sector. Therefore, no
handoffs are required when changing sectors. This receiving-sectori-
zation-only configuration does not decrease interference or increase
the DIR ratio; it only allows for a more accurate, decision regarding
handing off the calls to neighboring cells.

8.5.4 Underlay-overlay arrangement'
In actual cellular systems cell grids are seldom uniform because of
varying traffic conditions in different areas and cell-site locations.

Overlaid cells. To permit the two groups to reuse the channels in two
different cell-reuse patterns of the same size, an "underlaid" small cell
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is sometimes established at the same cell site as the large cell (see
Fig. 8.3). The "doughnut'! (large) and "hole" (small) cells are treated
as two different cells. They are usually considered as "neighboring
cells."

The use of either an omnidirectional antenna at one site to create
two subring areas or three directional antennas to create six subareas
is illustrated in Fig. 8.3b. As seen in Fig. 8.3, a set of frequencies used
in an overlay area will differ from a set of frequencies used in an
underlay area in order to avoid adjacent-channel and cochannel inter-
ference. The channels assigned to one combiner—say, 16 channels—
can be used for overlay, and another combiner can be used for
underlay.

Implementation. The antenna of a set-up channel is usually omnidi-
rectional. When an incoming call is received by the set-up channel and
its signal strength is higher than a level L, the underlaid cell is as-
signed; otherwise, the overlaid cell is assigned. The handoffs are im-
plemented between the underlaid and overlaid cells. In order to avoid
the unnecessary handoffs, we may choose two levels L 1 and L2 and

L i > L2 as shown in Fig. 8.3c.
When a mobile signal is higher than a level L 1 the call is handed

off to the underlaid cell. When a signal is lower than a level L2 the
call is handed off to the overlaid cell. The channels assigned in the
underlaid cell have more protection against cochannel interference.

Reuse partition. Through implementation of the overlaid-cell concept,
one possible operation is to apply a multiple-K system operation,
where K is the number of frequency-reuse cells. The conventional sys-
tem uses K = 7. But if one K is used for the underlaid cells, then this
multiple-K system can have an additional 20 percent more spectrum
efficiency than the single K system with an equivalent voice quality.
In Fig. 8.6a, the K = 9 pattern is assigned to overlaid cells and the
K = 3 pattern is assigned to underlaid cells. Based on this arrange-
ment the number of cell sites can be reduced, while maintaining the
same traffic capacity. The decrease in the number of cell sites which
results from implementation of the multiple K systems is shown in
Fig. 8.6b. The advantages of using this partition based on the range
ofKare	 -

1. TheKrange is .3 to9; the operational call quality can be adjusted
and mnore.reuse patterns areavailable.if needed..
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Figure 8.6 Reuse-partition scheme. (After Whitehead, Ref 1.) (a)Reuse partition KA =
3; K5 9. (b) Reuse-partitioning performance.

2. Each channel set of old K = 9 systems is the subset of new K = 3
systems. Therefore, the amount of radio retuning in each cell in
this arrangement is minimal.

3. When cell splitting is implemented, all present channel assign-
ments can be retained.
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8.6 Nonfixed Channel
Assignment Algorithmt

8.6.1 Description of different algorithms

Fixed channel algorithm. The fixed channel assignment (FCA) algo-
rithm is the most common algorithm adopted in many cellular sys-
tems. In this algorithm, each cell assigns its own radio channels to
the vehicles within its cell.

Dynamic channel assignment In dynamic channel assignment (DCA),
no fixed channels are assigned to each cell. Therefore, any channel in
a composite of 312 radio channels can be assigned to the mobile unit.
This means that a channel is assigned directly to a mobile unit. On
the basis of overall system performance, DCA can also be used during
a call.

Hybrid channel assignment Hybrid channel assignment (IICA) is a
combination of FCA and DCA. A portion of the total frequency chan-
nels will use FCA and the rest will use DCA.

Borrowing channel assignment Borrowing channel assignment (BCA)
uses FCA as a normal assignment condition. When all the fixed chan-
nels are occupied, then the cell borrows channels from the neighboring
cells.	 -

Forcible-borrowing channel assignment? In forcible-borrowing channel
assignment (FECA), if a channel is in operation and the situation war-
rants it, channels must be borrowed from the neighboring cells and at
the same time, another voice channel will be assigned to continue the
call in the neighboring cell.

There are many different ways of implementing FBCA. Ii a general
sense, FBCA can also be applied while accounting for the forcible bor-
rowing of the channels within a fixed channel set to reduce the chance
of cochannel assignment in a reuse cell pattern.

The FBCA algorithm is based on assigning a channel dynamically
but obeying the rule of reuse distance. The distance between the two
cells is reuse distance which is the minimum distance at which no
cochannel mterference would occur.

Very infrequently, no channel can be borrowed in .the neihboring
cells: Eveñthoe channels currently in ójeration can be forcibly bor-
rowed and will be replaced by a new channel iii the neighboring cell
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Figure 67 Cellular system. Vehicle and radio-channel distribution in
the busy rush hour. (After Sekiguchi etal., Ref. 9.)

or the neighboring cell of the neighboring cell. If all the channels in
the neighboring cells cannot be borrowed because of interference prob-
lems, the FBCA stops.

8.6.2 Simulation process and results

On the basis of the FBCA, FCA, and BCA algorithms, a seven-cell
reuse pattern with an average blocking of 3 percent is assumed and
the total traffic service in an area is 250 erlangs. The traffic distri-
butions are (1) uniform traffic distribution-11 channels per cell; (2)
a nonuniform traffic distribution—the number of channels in each cell
is dependent on the vehicle distribution (Fig, 8.7). The simulation
model is described as follows:

1. Randomly select the cell (among 41 cells).
2. Determine the state of the vehicle in the cell (idle, off-hook, on-

hook, handoffl.
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3. In off-hook or handoff state, search for an idle channel. The av-
erage number of handoffs is assumed to be 0.2 times per call. How-
ever, FECA will increase the number of handoffs.

Average blocking. •. Two average blocking cases illustrating this simu,
lation are shown in Fig. 8.8. In a uniform traffic condition. (Fig. 8.8a),
the 3 percent blocking of both BCA and FBCA will result in a load
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increase of 28 percent, compared to 3 percent blocking of FCA. There
is no difference between BCA and FBCA when a uniform traffic con-
dition exists.

In a nonuniform traffic distribution (Fig. 8.8b), the load increase in
BCA drops to 23 percent and that of FBCA increases to 33 percent,
as at an average blocking of 3 percent. The load increase can be util-
ized in another way by reducing the number of channels. The percent
increase in load is the same as the percent reduction in the number
of channels.

Handoff blocking. Blocking calls from all handoff calls occurring in all
cells is shown in Fig. 8.9. ilandoff blocking is not considered as the
regular cell blocking which can only occur at the call setup stage. In
both BCA and FBCA, load is increased almost equally to 30 percent,
as compared to FCA at 3 percent handoff blocking in uniform traffic
(Fig. 8.9a). For a nonuniform traffic distribution, the load increase of
both BCA and FBCA at 4 percent blocking is about 50 percent (Fig.
8.9b), which is a big improvement, considering the reduction in inter-
ference and blocking. Otherwise, there would be multiple effects from
interference in several neighboring cells.

8.7 How to Operate with
Additional Spectrum

On July 24, 1986 the FCC announced that a totally new additional
spectrum of 10 MHz would be allocated to the cellular mobile industry.
This spectrum provides 166 voice channels, with 83 channels for each
carrier. The new spectrum allocation is shown in Fig. 8.2.

In the future, cellular systems must serve both the old mobile units,
which operate 666 channels, and the new mobile units, which operate
832 channels. The new mobile units will have less blocked calls then
the old mobile units when they are used in areas of heavy traffic.
However, because the additional spectra for bands A and B are dis-
cretely and alternately allocated, the neighboring channels between
bands A and B occur at two points (one point between channels 666
and 667, and the other between channels 716 and 717). in the fre-
quency spectrum. At these two points, the tendency for neighboring-
channel interference is high.

According to the analysis given in Sec. 7.3.1, the "neighboring chan-
nels" can consist of four channels on each side of two systems. There-
fore, these eight channels must be used with extreme caution. Unless
we know the frequency channel assignments of the other system, or
coordinate with the other system, it is not wise to use these channels.
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The ratio of the new additional spectrum to the present spectrum
is 5/20 MHz = 25 percent, which means that the effective increase in
the spectrum is 25 percent if we can fully use it.

The new additional spectrum utilization factor q at any given period
of time can be calculated from
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where A is the number of customers who are using old mobile units
and B is the number of customers using new mobile units. If B is
increasing very slowly, then can be very small. This would defeat
the purpose of implementing the new additional spectrum. Therefore,
the new mobile units should outdate the old mobile units such that A
remains the same and B is increasing. Assume that the number of
new subscribers per year is

B i_
A 10

Then the spectrum-utilization factor for the first year that the new
system is implemented would be

O.1OA

= A + 010A 
=

Then for the second year, the B/A ratio would be

Bi
A 

_ 
S

and the spectrum-utilization factor 'i would be

= 0.2A = 17%
A + 0.2A

These calculations are based on the assumption that new mobile units
are assigned only to new additional channels so that the traffic ca-
pacity using the old spectrum will not worsen. After i exceeds 20 per-
cent, the new mobile units have to be assigned to all the 395 voice
channels. Implementation of the new additional spectrum isis discussed
further in Chap. 10.

8.8 Traffic and Channel Assignment

The vehicular traffic density of a coverage area is a critical element
and must be determined before a system is designed. This traffic pat-
tern in busy hours can be confined to different zones within the service
area. This traffic-density information should be converted to the num-
ber of cars per 1000- x 1000-ft grid (or 2000- X 2000-ft grid) and
stored in the grids of the contour map provided in Sec. 4.7.

If the traffic pattern predominates over the simple signal coverage
pattern, cell-site selection will be baked on the traffic pattern.
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Figure 8.10 City-to-city variation. (After Whitehead,
Ref 1.)

Choice of the initial cell sites should be based on the signal covered
in zones of heavy vehicular traffic. This means that the cell site would
most likely be located at the center of those zones.

After call traffic data are collected while the system is operating, we
can update the call traffic data at each cell site to correlate with the
vehicular traffic data. This information will be useful for determining
whether new cell splitting is needed. If it is, then we must determine
how many radios should be installed at the new site and where it is
to be located. These decisions are all related to frequency channel as-
signment. A typical chart illustrating the variation from city to city is
shown in Fig. tb. A city may have twice as many cell sites to handle
the same number of customers in the busy hours. This means that the
number of cars per unit area is much higher in one city than that in
the other city. Many techniques for implementing the high-capacity
cellular systems are discussed in Chap. 10.

8.9 Perception of Call Blocking from
the Subscribers

The regular blocked calls are counted when those calls are requested
through the setup channel but no voice chanels are available; If the
setup channel is very busy or has poor coverage, the calls then can
not be got through the setup channel. In the cases, the system oper-
ator does not know those unrecorded dropped calls: However as the
subscribers are concerned, those calls are also blocked calls and named
setup channel blockage in Sec. 13.1.1.
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Chapter

9
Handoffs and Dropped Calls

9.1 Value of Implementing Handoffs

9.1.1. Why handoffs1

Once a call is established, the set-up channel is not used again during
the call period.  Therefore, handoff is always implemented on the voice
channel. The value of implementing handoffs is dependent on the size
of the cell. for example, if the radius _of the cell is 32 km (20 mi), the
area is 3217 km2 (1256 mi2). After a call is initiated in this area, there
is little chance that it will be dropped beibre the call is terminated as

result of a weak signal at the coverage boundary. Then why b6EEF
to implement the handoff feature? Even for a 16-km radius cell hand-
off may not be needed. If a call is dropped in a fringe area, the cus-
tomer simply redials and reconnects the call.

the
holes

9.1.2 Two types of handoff
_There are two types of handoff: QTiiat based on signal strength and
(Plhat based on carrier-to-interference ratio. The handoff criteria are
different for these two types. In type 1, the signal-strengfli threshold
la'yal few hanAnffcr_1flfl ,lflnmln nnaajrn+nA ewcfanc nn,l —Oc ,IflnIJ

a	 capacity reasons
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Hand-off

Figure 9.1 Occurrence of handoff.

Type 1 is easy to
measures all the sij	 cell §Ite. tow-

interference.

RSS = C + 1

where C is the carrier signal power and us th.einterfere.nce. Suppose
that we set upathreshold  Ievel for RSS; then, because of the I, wliiEh
is sometimes very strong, th e 	level is higher and far above the

handoff should theorelj
take place but does not AthFiituationiswhenl is veryjQw..bsst
RSS is also low. In this ituation, the voiçQqualjyJis4lv is good
even though the	 level is low, b since RjJow unnecessaryRSS 
1doff takes plac?.,Therefore it is an.easy but not very accurate
method of determining handoffs. Some systems use SAT information
together with the received signal level to determine handoffs (Sec.
13:L2).

HandfispJcpntrQIled by-otaing,thtcarrier:to:iuterfeeniatio
CII, which can be obtained as described in Sec. 6.3.,

In Eq. (9.1-2), we can

on C/i.

C+IC

':

,el base^on
it on the * loc

(9.1-2)

so  *drops as a function
n. If the handoff is

in response to increas e
[TThoth cases, handofi
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rwso 9.2 The probability of requiring handoff

should take place. In today's cellular. systems, it is
C/I during a call because of analog moduIatiot

hod of measuring
C/I is described in Sec(6.3},ç -

9.1.3 Determining the probability of
requirement for handoffs°

	following siznulatio	 p oe...thata mokiJejpitrn.d.qrnIy initiates ft
Unajj ii.P mQ I. The vehicle speed is also randomly chosen

between 8 and 96 km/h (5 to 60 mi/h). The directionS is randomly
chosen to be between 0 and 3600; then the chance of reaching the
boundary is dependent on theca o in time.

Figure 9.2 depicts the proba i ity curve for requiring handoff. Table
9.1 summarizes the results. If the call holding time is 1.76 mm, the
only chance of reaching the boundary is 11 percent, or the chance that
a handoff will occur for the call is ilpercent. If the call holding time
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TABLE 9.1 Probability of Having a Handoff in a 10-ml Coverage Area

1-landoff probability, % 	 Call length, -

11.3	 1.76
18	 3
42.6	 6
59_a	 9

is3mjp. the cjianceofreacltgthehoundaryisJWperng t. Now we
may debate whether a handoff is needed or not. In rural areas, hand-
ffsmay.nQt b&neeesary However, commercial

meet certain requirements, and handoffs may be necessary at times.
Military mobile systems may opt not to use the handoff feature and
may apply the savings 'in cost to implement other security measures.

9.1.4 Number of handoffs per call
The smaller the cell size, the greater the number and the value of
implementing handoffs. The number of handoffs percall is relative to
cell size. From the simulation, we may find

0.2 handoff per call in a 16- to 24-km cell
1-2 handoffs per call in a 3.2- to 8-km cell
3-4 handoffs per call in a 1.6-to 3.2-km cell

9.2 Initiation of a Handoff
At the cell site, signal strength is

of a

on the

If  failure handoff occurs, then

The following approaches are used to make handoffs successful and
to eliminate all unnecessary handoff's. Suppose that –100 dBm is a
threshold level at the cell boundary at which a handoff would be
taken. Given this scenario; we must set up a level higher than –100
dBni—sa)ç c- 100 dflm .+ A dB—and when the received si nal reaches
this level d handoffrequei[liinitiated Jf the value of A is fixed and
jgthThTthiiiit takes to lowerr100 dBrn+ A to –100 dBm is
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longer.

may occur

mobile Imit
as a result of

OdBm. Thus, many unnecessary ft
we have taken the action too early.
,ugh time for the call to hand off at

jjk strenzth (Sec. 4.2) and the level-crossing rate (LUlL) ct the sig-
nal strength (Sec. 1.63) as shown rn Fig. 9.3.

Let the value ofA be 10 dB in the example given in the preceding
paragraph. This would- mean a level of —90 dEm as the threshold level
for requesting a handoft Then we can calculate the velocity V of the
mobile unit based on the predicted LCR 7 at -a - 10-dB level with re-
spect to the root-mean-square (nns) level, which is at —90 dBm; thus

nX
V = - nX (0.27)

1

ft/s at —10-tIE level 	 (9.2-1)
mi/h

where n is the LCR (crossings per second) counting positive slopes and
A is the wavelength in feet. Equation (9.2-1) can be simplified as

V(rni/h) n(crossingsls) at 850 MHz and a —10-dB level (9.2-2)

Here, two pieces of information, the y1osiSy ofythicle V and the path-
loe -y, can be used to determine the value of A dynamically so

at the number of unnecessary handotts can be reduiWMtMj-
qjixed handoffsca be completed successihily.
(ere are two çktumstances where handoffs are'necessary but
not bpde4Ø when the mobile unit is located at a signal-strength
hole within a cell but not at the boundary (see Fig. 9.3) and '(hen
the mobile unit approaches a cell boundary but no channels in the
new cell e available:	 -	 -

case the call must be kept in the old frequency channel jpj4
it is dropped as the

a• each cell
and can rearrange channel amimments oEsplit cells when tneza

sty. Cell splitting is described in Sec 104
................:.
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Figure 9.3 Parameters for handling a handoff.

9.3 Delaying a Handoff

9.3.1o-handoff-leveI algorithmj

In many cases, a two-handoff-level ajgorithm is used. The purpose of
creating two request handoff levels is to provide more opportunity for
a-successful handoff.A)iandoff could be delayed if no avail able.ceJL
could take the call.
7A plot of signal strength. .with two request handoff levels and a
'threshold level is shown in Fig. 9.4. The plot of average si gnal str	 h
is recorded on the anne receive sign -strength indicakor 	 SI)

below the
is initiated. ittor ame 	 tne mobile unit is in a nwetaweai(
spot in a cell) oraneighboring cell is busy, the handdff will be re-
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FIgure 9.4 A two-level handoff scheme.

9.3.2 Advantage of delayed ndoffs
Consider the following example. The mobile units are moving ran-
domly and the terrain contour is uneven. The received signal strength
at the mobile unit fluctuates up and down. If the mobile unit is in a
hole for less than 5_s-(a driven

Zeus are busy, delayed handoff may take

loaded, and	 wpu1&heJpAhtp;.Qcc!QT,

Ea—ndl—e processing more adequately. Of course, it is very likely that
after the second handoff level is reached, the call may be dropped with
great probability.

The other advantage of having a two-handoff-level algorithm is that
it makes the handoff occur at the proper location and eliminates pos-
sible interference in the system. Figure 9.4, case I, shows the area

here mrrstThveanaffoccurs between cell A and cell B. If we
only use the second-level handoff boundary of cell A, t'x
haffm1 ooëose cell B lgure9.4, case I, also shows where the
second-level handoff occurs between cell B and cell C. This is because
the first-level handoff cannot be implemented.
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9.4.1 Controlling a handoff
handcuff threshold in a cell to kee p a

juest a handoff earli!,€he MTSO also can control a
makingera_handofT eRier or later, after receiving a
quest from a cell site.

9.4.2 Creating a handoff
In this case, the cell sit

I%TIU can request ceti sites to create cariy nanaoris JOT flOS cQJI-

getMcalls. In other words, a cell site has to follow the MTSO's order
and increase the handoff threshold to push the mobile units at he
new bound&y and to hand off earlier.

9.5 Queuing of Handoffs
Queuing of handofis is more effective than two-threshold-level hand-
offs. The MTSO will Queue the requests of handoff calls i nstead of

new ceu sites are
doffs arrive at
arrive at the M'

us define the parameters as follows.

	

lip,	 average calling time in seconds, including new calls and ha ndoff calls
iii each cell

	

- X 1 	 arrival rate (K 1 calls per second) for originating calls

	

K 2 	 arrival rate 0,2 handoff calls per second) for handoff calls

	

M1 	 size of queue for originating calls 	 -

	

N	 number of voice channels

	

a	 (K1 +

	

b	 K1/p.	 -

	

b 2	 K2/p.

The following analysis can be used to see the improvement. We are
analyzing three cases.'

1.pgueugjeit her the oriainatingjalls or the handoff calls. The
Elocking for either an originating call or a'handoff call is

CS
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B, =	 (9.5-1)

where

P(0) = ( >	
(9.5-2)

\no n!j

2. Queuing the originating calls but not the ha ndoff calls. The blocking
probability for originating calls is

(b	 P(0)/	 (9.5-3)
BW

where	 -
r

	

Pq(0)	 M 
N-i an_N 1 - (b1/N)M111'

L n
Eo 	 + 1 - (b 11N) j

The blocking probability for handoff calls is

- 1 -
B,,, -
	

P(O	 (9.5-5)

- (b1IN) 

3. Queuing the_hav4nff rolls but not t/jjrjgtinE calls. The blocking
probability for handoff calls is

	

-	
= (b2) P,(0)

where P(0) is as shown in Eq. (9.5-4). The blocking probability for
originating calls is

B	
1(b2IN)Mflj,

'	
1 (bIN)	

.0i

The following parametersaae given. ma number of channcla at
the cell site N = 70. The call	 lois = O.O28h.ThePb4'rfh'
originating calls attempted per hour is expressed as	 7b. The number of
handoff calls attempted pEr hour is expressed as A, = 80. Then	 -

A 
> + '2  (2270 + 80) 0.028 = 65.80

IL	 -

b1==2270X0.02863.60J
I1_.	 .-	 a

--
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Figure 9.5 Thtbabi1ity.ffiocking probabilitygia4ssliowing bInr1ci j probabil-
ity for originating callquemng for originating -11. (N 70).

Given these parameters, Eqs. (9.5-1). (9.5-3), (9.5-5), (9.5-6), and (95-7) have
been plotted in Figs. 9.5, 9.6, 9.7, and 9.8 respectively.

We have seen (Fi gs. 9.5 and 9.6) with aueuiriE of orieinatinv calls only

(see Fig. 9.7). Therefore it is	 worthwhile to implement a simp
queue (one snace) ¶1w hande	 s. Adding queues in handoff calls
does not affect the blocking p 	 ility of originating calls in this par-
ticu.lar example (see Fig. 9.8

voice
customers more than

9.6 Power-Difference Handoffs

A better algorithm is based on	 a mobile
can

or
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Orginadng queue size

FigIro 9.6 Probability and blocking probability graph showing blocking probabil-
ity for handoff calls (queuing for originating calls) (N = 70).

	

0'	 -
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Flgs. 9.7 Probability and blocking probability graph showing blocking probabil-
ity for handoff calls (queuing for bandoff caUsXN 70).'
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Originating queue size

FIy,r. 9.2 Probability and blocking probability graph showing blocking probability
for originating calls (queuing for handoff calls) (N = 70).

k A =	 ,nnhile signal measured atiihe candidate handoff..sjte

- the mobile signal measured at the homtsite (9.6-1)

For example, the following cases can occur.

A>3dB request ahandoff_

1dB<Ac3dB prepare a handoff

—3 dB <A C 0 dB monitoring the signal strength

A<-3dB nohandoff

Those numbers can be changed to fit the switch processor capacity.
This algorithm is not based on the received signal strength level, but
on a relative (power difference) measurement. Therefore, when this
algorithmjjjsed, all the ealth.ndffsThrdifferentyehic1es can occur

or

9.7 Mobile Assisted Handoff (MAHO)
and Soft Hapdott

In a normal handoff procedure, the request for a handoff is based on
the signal strength or the SAT range of a mobile signal received at
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the cell site from the reverse link.
mnhiln rornivpr is canable of 'non

a

	

	 a
can

of
a

to
	 to

named CUNA. In CDMA systems, an ce us
carriet.Therefore, thefrequencv reuse tacfE
the operating radio carriers ? all cells are the

of

oneS

9.8 cell-Site Handoff Only	 ___

This scheme can be used in ajllGlar syg1 The mobile unit has
tassigned a frequency and talks to its home cell site while it tray-
el4When the mobile unit leaves its home cell and enters a new cell,
its frequency does not change; rather, the new ceTf€ intotthe
freauencv of the mobile unit (see Fig. 9.9)_2fliLtht&P

of mobile
	 and there

Cell site '
	

I/k 

Cell site B

Rgwe 9.0 Cell-site handoff-only scheme.
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at the mobile unit. The cost

traffic is dense,

to-avoid interferencJ
Therefre, if a system handles only low volqmes of traffic, that is,

if the channels assigned to one cell will not reuse frequency in other
cells, then it is possible to implement the cell-site handoff feature as
itis applied in military systems.

9.9smHandoü[
by eITSOtidënteranother system (control 	 by another
MTSO) before terminating. In some instances, intersystem handoff can
take place; this means that a call handoff can be transferred from one
system to a dystm so that the call be continued while the
mbfliiiIt enters the seconditmT

The"soi are intEMTSWffiustbe modified to apply this situatiop.
Consider the simple diagram shown in Fig. 9.10- The car travels on a
highwayand the driver originates a callJ, stem A. Then the car

CGSA-B

..4MTSOA
/

Figure 9,10 Intersystem handoffs.
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leaves cell site A
	 Cell

B are
a can-

TO A and MTSO B, and MTSO B makes a  complete nanaon aunng
the call convero/'I'his is just a one-point connection case. There
are many ways of iniplementing intersystem handoffs, depending on
the actual circumstances. For instance, if two M'I'SOs are manufac-
tured by different companies, then compatibility must be determined
before implementation of intersystem handoff can be considered. A
detailed discussion of this topic appears in Sec. 11.4.

9.10 lntroduètion to Dropped Call Rate

The call is

definition of "the call is established" means that the call is setup com-
pletely by the setup channel. If there
to no available voice	 iMQcked

If there is a possibility that a call will drop due to the poor signal
of the assigned voice channel, this is considered a dropped call. This
case can happen when the mobile or portable units are at a standstill
and the radio carrier is changed from a strong setup channel to a weak
voice channel due to the selective frequency fading phenomenon.

The perception of dropped call rate by the subscribers can be hier

-r-.'The subscriber unit not functioning properly (needs repair).

\2(operating_the portable unit in a vehicle (misused).

\Xlhe 	 get the best reception from potale
unit (needs education).

Consideration of dropped calls. In principle, dropped call rate can be
set very low if we, do not need to maintain the voice quality. The
dropped call rate and the specified voice quality level are inversely
proportional. In designing a commercial system, the specified voice
quality level is given relating to how much. CH (or. C/N) the speech
coder can tolerate. By maintaining a certain voice qualiry level, the
dropped call rate can be calculated by taking the following factors into
consideration:	 .
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1. Provide signal coverage based on the percentage (say 90%) that all
the received signal will be above a given signal level.

2. Maintain the spcified co-channel and adjacent channel interfer-
ence levels in each cell during a busy hour, i.e., the worst interfer-
ence case.

3. Since the performance of the call dropped rate is calculated as pos-
sible call dropping in every stage from the radio link to the PSTN
connection, the response time of the handoff in the network will be
a factor when the cell becomes small, the response time for a hand-
off request has to be shorter in order to reduce the call dropped
rate.

4. The signaling of the handoff and the MAHO algorithm will also
impact the call dropped rate.

5. The relationship among the voice quality, system capacity and cal]
dropped rate can be expressed through a common parameter CII.

Relationship among capacity, voice quality, dropped call rate. Radio Ca-
pacity m is expressed as follows:

	

MB 	 (9.10-1)
(C/I)

where B71B is the total number of voice channels. E/B is a given
number, and (C/I)3 is a required C/I for designing a system. The above
equation is obtained based on six co-channel interferers which occur
in busy traffic, i.e., a worst case. In an interference limited system,
the adjacent channel interference has only a secondary effect. The der-
ivation of Eq. (9.10-1) will be expressed in Chap. 13. Eq. (9.10-1) can
be changed to the following form:-

(C/I)3 = (B/Bc") 2 - 3 fB.\ 2 1

	

M /	
(9.10-2)

Since the (C/i)3 is a required C/i for designing a system, the voice
quality is based on the (C/I)3. When the specified (C/I)3 is reduced,
the radio capacity is increased. When the measured (C/i) is less than
the specified (C/1).s, both poor voice quality and dropped calls can
occur.

Coverage of 90% equal-strength contour. The coverage in cellular cells
always uses the coverage of 90% equal-strength contour. The predic-
tion tool (Lee Model) described in Chap. 4 is used to predict the equal-
strength contour at level C with 50% time and 50% area in a cell. For
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example, let C —102 dBm, which is 18 dB above the ambient noise
—120 dBm. If C = —102 dEm is 50% equal-strength contour, then
increase the level to C + 10 dB contour which can be calculated from
the following equation:

(A	 1	 1(y'-itl
P(x<A) J.,v cy aP L 2.2 jdY

	= P(x <A
	 (9.10-3)

Eq. (9.10-3) is the cumulative distribution function where A is the
desired signal level andi is the mean level, a is long-term fading due
to terrain contour. If 	 C + 10 = —92 (113 and a = 8 dB:

S = P(x <	 )
—92 - (-102)\

8	
= P(xc?) = 0.9082 (9.10-4

Eq. (9.10-4) can also be interpreted as being at a —92 dBm contour,
the signal above the level of —102 dUn is 90.8%. Of course, the level
of —102 dEm is determined to be 18 dB above —120 dBm which is the
ambient noise level. The WIN),, of 18 dB is the required level for
getting a voice quality.

9.11 Formula of Dropped Call Rate

The dropped call rate can be calculated either using general formula
or by a commonly used formula.

06?fonnuJa of dropped call rate. The general formula of dropped
]1 rate P in a whole system can be expres4d as:

	

IN	 1	 N

p=i_j>arI=aP 

	

Lno	 j	 n.o

where

	

P.	 - x")	 (9.11-2)

pbanty qtOrappe

	

= (1 - X1—X1 OvXl - ) 2 	(9.11-3)
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Jr= 
Probability that the signal is below the specified receive threshold (in at.ran

'jobability that the signal is below the specified cochannel interference
level (in an interference-limited system).
Probability that no traffic channel is available upon handoff attempt

e n movin g into a nell
Probability that the call will return to the orinal cell.
Probability of blocking circuits between BSC and ?vISQ during bandoff.

a, = The weighted value for those calls having ii handolTs, and 	 a, = 1

N N is the highest number of handoffs for those calls.

Eq. (9.11-3) needs to be explained clearly as follows:

(1) 2 1 and z2 are two events, z is the case of no traffic channel in the
cell, z2 is the case of no-safe return to original cell. Assuming that
21 and 22 are independent events, then

P(z 21z 1 ) P(z 1 ) = P(z 1 ) ' P(z,) = 0 -

(2) (1 - I) is the probability of a call successfully connecting from the
old BSC to the MSC. Also, (1 - j3) is the probability of a call
successfully connecting from the MSC to the new BSC. Then the
total probability of having a successful call connection is:

BSC (old) - MSC	 (1 -	 -
MSC — BSC (new) (1 — )/

(3) The call dropped rate P expressed in Eq. (9.11-1) can be specified
in two cases;
1. In a noise limited system (startup system); there is no fre-

quency reuse, the call dropped rate P, is based oh the signal
coverage. It can also be calculated under busy hour conditions.
In a noise-limited environment (for worst case)

S=

Pt = III

= T, 1
O = 6 the conditions for the noise limited case
0	 R1

2. In an interference-limited system (mature system): fre:
quency reuse is applied, and the dropped rate P is based on
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-	 the interference level. It can be calculated under busy hour
conditions.
In an interference-limited environment (for worst case)

S=

p. =

I = 121
0 = F 

the conditions for the interference limited case

i3-2J

Eq. (9.11-1) has to make a distinguished difference between P,
and P8 . The cases of P4 and P8 do not occur at the same time.
When capacity is based on frequency reuse, the interference
level is high, the size of the cells is small, and coverage is not
an issue. The call dropped rate totally depends on interference.

Commonly used formula of dropped call rate. In a commonly used for-
mula of dropped call rate, the values oft, 0, and (3 are assumed to be
very small and can be neglected. Then Eq. (9.11-3) becomes:

X = (1 - 6)(1 - p.)	 (9.11-4)

Furthermore, in a noise-limited case, i.L — 0, Eq. (9.11-1) becomes:

N

	

=	 cx,,P,, = >: a[1 - (1 - by,]	 (9.11-5)
n0

and in an interference-limited system, B — 0, Eq. (9.11-1) becomes:

N

	

P8 =	 a,,P,, =	 a,,Ll - (1 - pY'l	 (9.11-6)
no

Handoff distribution of calls, a,,. The a is the weight value for those

calls having n handoffs. Then the handoff distribution of all a,,'s is

needed for calculating Eq. (9.11-1), or Eq. (9.11-5), or Eq. (9.11-6). The
relationship of all cc's is:

N

an = 1
no

The handoff distribution of calls a,, can be assumed as follows:
The an in macrocells is used for calculating the dropped call rate PA:

0
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Hinds of Units -	 n Handoffs Per Call	 Percent of Units	 a.

Handset Units	 ,a 0	 100%	 a0 = I
Mobile Units	 n=0	 20%	 rt00.2

	

1	 60%	 a,0.6

	

= 2	 20%	 a2 = 0.2

The a,, in microcells is used for calculating the dropped call rate P5:

Kinds of Units	 ii Handoffs Per Call 	 Percent of Units

Handset Units	 it = 0	 80%	 % = 0.8

	

ii = 1	 20%
Mobile Units	 n 0	 20%	 a = 0.2

	

n1	 60%

	

n=2	 20%	 a30.2

The values of a,, are used for calculating the dropped call rate. For
instance, calculating the general formular of dropped call rate (Eq.
(9.11-1)) in macrocells (noise-limited system) for mobile units.

1 - [0.2K° + 0.6K' + 0.2X21

= 0.2P0 + O.GP, + 0.21'2	 (9.11-7)

where X is expressed in Eq. (9.11-3). In Eq. (9.11-3), the values of r,
0, and 0 are usually small. Therefore, the value of X is heavily de-
pendent on 8 and i.L.

9.12 Finding the Values of 8 and tL

The values of 8 and p. can be derived for a single cell case and in the
case of a handoff. The single cell case solution is used for estimating
the blocked calls. The reason behind this is that the probability of 8
and l t in a single case is used for the blocked call rate of setting up
calls. Assuming that after a call is set up, the call will not be dropped
in a cell until the mobile unit travels into the handoff region.

Formula for 8 and p.. We first find the value of 6 in a single cell by
integrating Eq. (9.10-3) over a whole cell to find the area Q in which
the measured x will be greater than A(r) - 5iIcr. The mean value
is a specified receive level. A is the signal level which is a function of
A(r) that exceeds ii at the distance r which is less or equal to the cell
radius R.

	

Q=I
R 

P( 
/
x> 

A(r)— 
L2wrdr	 (9.12-1)\

i
0	 0	 /
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The probability 8 that the signal is below a specified receive threshold
ñï in a noise-limited environment system is

ni?2

1 JR 

(
1 P(x<

/	 A(r) - fli)) 2iwdr (9.12-2)— 
0	 ':7

The probability t& that the signal is below the specified signal level C
over the interference level I in an interference-limited system can also
be expressed as:

ni?2 - Q
l= ni?2

1 id?2 T(	 /	 A(r)— C))2d (9.12-3)= -- I 1—P(x<
J	 a

we may use the numerical calculation to solve Eq. (9.12-2) and Eq.
(9.12-3) for dropped calls due to handoffs:

Calculation of S and t in a single colt. B is calculated numerically in a
noise-limited case. The cell can be divided into five rings as shown in
Fig. 9.11. Eq. (9.12-2), then can be expressed as:

/	 A1(r1) -
i-i

	6 	 1 -	 it!?2	
(9.12-4)

where

1 _Pt(x<"'
	 in rpi(x A4(r1)— ñï) -

= ,i[2i - 11r

	

a1 =
	 (9.12-5)

in a single cell. A5(r5 R) is the desired signal level at the cell radius
R=5r1 .Let	 -

0
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/	 A(r .) -
)Pi

for simplicity. Eq. (9.12-4) can also be expressed as:

5
> (1 - p1 ) a1
i1

R2	
(9.12-6)

r

Eq. (9.12-6) is also the equation for obtaining the value of l i in the
interference case-

8, and IAn 
are improved due to the natural two-site diversity in the handoff

region. Due to natural situations providing equivalent two-site diver-
sity in the handoff region, in region a5 , the probability of dropping a
call is reduced by 1 - (1 —p 5 )2 as compared with p 5. In region O 4 the
probability of dropping a call is 1 - (1 - p4)(1 - p5) as compared with

P4' p6 is the probability of a dropped call due to the fact that the
handoff takes place in a4 by the new cell coverage- Therefore, Sh and
p.,, are expressed as:

IL,,

(1 - p5 )2a 5 + ( 1 - P4)(1- p6)a4 ± (1 - p3)a 3 + ( 1 - P2 )a 2 + ( 1 -

(9.12-7)

Be aware that pi is the probability of having a successful call and P1

is the probability of a dropped call.

Given a = 6, 151 = —104 dBm, A5 = —96 dBm, find the
viieofl,, during a handofi? (See Fig. 9.11J
Based on the 40 dB/dec rule, we can obtain A4 = — 92 dBm, A3 —87

dBm, A2 = — 80 dBm, A 1 = — 68 dBm, A. = —99 dEm and also

—96 - (-104)\
Ps ( <	 6	

) = 0.9082, p4 = 0.948, p3 = 0.9977,

P2 = 1 1 Pi = 1, P6 = 0.7967

Then applied to Eq. (9.12-7), we obtain
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It Asgon
'I

Figure 9.11 The diagram for calculating the dropped calls due to handoffs.

=

- pj2a + (1 - p4X1 -	 + (1 - p3)a3 + (1 - P2)c12 + ( 1 -

= 0.64%

L.2GiVd11(T = 6,1 —104dBm,CII = 12 dB,and the signal
received is requested to be 8 ifS above the average C/I, find the value
of p., during a handoft? Based on the 40 ifS/dec rule, C = —92 dBm

and A5 = — 84 dBrn, we obtain At = — 50 dBm,A2 = — 62 dBm,A3 =

—75 dBm, and A4 = —80 dBm, A
s = —87 dBm. Then applying Eq.

(9.12-7), we find:

=

(1 - p02a5 + ( 1 - p4Xl - Ps)a4 + (1 -	 + (1 - P2)a2 + (1 -

= 1.45%
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