
Chapter

1
System Evaluations

13.1 Performance Evaluation

13.1.1 Blockage

There are two kinds of blockage: set-up channel blockage and voice-
channel blockage.

Set-up channel blockage B. Information regarding set-up channel
blockage cannot be obtained at the cell site because the mobile unit
will be searching for the busy/idle bit of a forward set-up channel in
order to set up its call. If the busy bit does not change after 10 call
attempts in 1 s, a busy tone is generated, and no mobile transmit takes
place. In another case the mobile transmit takes place as soon as the
idle bit is shown. Several initiating cells can intercollide at the same
time. When it occurs, the mobile unit counts it as one seizure attempt.
If the number of seizure attempts exceeds 10; then the call is blocked.
This kind of blockage can be detected only by mobile phone users. if
the occurrence of blockage of the system is in doubt; each of the three
specified set-up channels can be assigned in each the three sectors
of a cell, and the total number of incoming calls among the three see-
tors can be compared with that from a single set-up channel (omnfl.
It should be determined whether there is a difference between two
call-completion numbers,- one from a single set-uó chaniel and the
other from three set-up channels. This is one way to check the block-
ageif the single set-up channel seems too busy. 'Ihe set-up channel
b1EffñWshould be at least less than half of the specified blockage
(usually 0.02) in the mobil cellular system.0

301
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If all the call-attempt repeats are independent events, theitle_there-
iflilkinFoaiityB after a attempts is related to the block-

ilifti nfth sin gle Ca a e

B, = 1 — ( 1 —B)EB1 =fr (13.1-1)

Example 13.1 Assume that the blocking probability of a set-up channel is .005,
and the holding time at the set-up channel is 175 ms per call. There is only one
channel; then the offered load (from Appendix 1.1) a is .005. Thus the number
of set-up calls being handled is

C 
= 005 >< 3600 '< 1000 = 120 calls 	 (one call attempt)

175

Example 13.2 All parameters are the same as in Example 131, except that the
offered load a changes to a = 0.02. Then the number of set-up calls is

.02 X 3600 X 1000
C	 = 480 calls	 (one call attempt)
175 

Example 13.3 Given the number of set-up cans per hour, find the blocking prob-
ability B, after 10 call attempts in 1 S.

Consider the following cases.
Case 1. Assume that there are two set-up calls per second or 7200

calls per hour. Since each set-up call takes 175 ms, the offered load a
is

175 )< 2
1000

The blocking probability B (see Appendix 1.1) is B = .25 (assuming
one call attempt).

Since the average interval for each attempt is 100 ms, 10 attempts
have to be completed in 1 s. It is a kind of conditional probability
problem. In the worst case, a mobile unit has to fail the tenth call
attempt before giving up. During this period, because of thó failure of
all call attempts, the two set-up calls from other mobile units should
have been successful with a probability of 1. The length of two set-up
calls is 350 ms, which is roughly the time interval required for four
attempts; i.e., these four attempts are definitely blocked with a block-
ing probability of 1 and should not be counted as attempts. Therefore,
only six attempts count. Using Eq. (13.1-1), we obtain

= ( .25)6 = .00012

which is quite low and, of course, acceptable.
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	 Case 2, Assume that there are three set-up calls per second or
10,800 calls per hour. Then

175 X 3
a = 1000 = .

525 (offered load)

B = .342	 (blocking probability see Appendix 1.1)

Since three set-up calls take 525 ms, roughly six out of ten attempts
are definitely blocked following the same argument stated in case 1.
Only four attempts count, then the resultant blocking probability is

B, = ( .342)' = .013

which is too high for the set-up channel.

Voice-channel blockage Br Voice-channel blockage can be evaluated at
the cell site. When all calls come in, some are refused for service be-
cause there are no available voice channels. Suppose that we are de-
signing a voice channel blockage to be .02. On this basis, B2 = .02,
and alter determining the holding time per call' and roughly estimat-
ing the total number of calls per hour at the site,' we can find the
number of radios required.

Example 13.4 Assume that 2000 calls per hour are anticipated. The avenge
holding time is 100 a per call, and the blocking probability is .02 (2 percent).
Then the offered load is

2000 X 100 a
a =

	

	
=55.5 erlangs

60X60s 

Use a = 55.5 and 82 = 0.02 to find N =66 channels required (refer to Appendix
1.1).

The actual blocking probability data must be used to check the out-
come from the Erlang B model (Appendix 1.1). Although the difference
can be tip to 15 percent, the Erlang B model is still considered as a
good model for obtaining useful estimates.

End-office trunk blockage Br. The trunks connecting . from the .MTSO
to the end office can be blocked. This usually occurs when the , call
traffic starts to build up and the number of trunks connected to the
end office becomes inadequate. Unless this corrective a&ion is taken,
the blockage during busy periods increases. An'additional number of
trunks could be provided at the end office when needed.,	 F
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The total block ge B. As the total call blockage is the result of all
three kinds of blockage, the total blockage is

= B + B2 (1 - B 1 ) ± B3 0 - B 1 ) (1 - B2)

= 1 - 0 - B 1 ) (1 - B2) (1 - B3 )	 (13.1-2)

Example 13.5 Assume that B = .01 and B2 83 .02. Then the total blockage
is

B4 = .01 ± .0198 + .0194 = .0492 - 5%

The result in Example 13.5 indicates that even when each individual
blockage (i.e., B 1 , B 2, and B3) is small, the total blockage becomes very
large. Therefore, the resultant blockage is what we are determining.

13.1.2 Call drops (dropped-call rate)

Call drops are defined as calls dropped for any reason after the voice
channel has been assigned. Sometimes call drops due to weak signals
are called lost calls. The dropped-call rate is partially based on the
handoff-traffic model and partially based on signal coverage. The cal-
culation of dropped call rate is shown in Sec. 9.10 through Sec. 9.12.
The evaluation of call drops is stated in this section.

The handoff traffic model. A new handoff cell site treats handoffs the
same way as it would an incoming call. Therefore, the blockage for
handoff calls is also B = .02. Some MTSO systems may give priority
to handoff calls rather than to incoming calls. In this case the blocking
probability will be less than .02.

A warning feature can be implemented when the call cannot be
handed off and may be dropped with high probability, enabling the
customer to finish the call before it is dropped. Then the dropped-call
rate can be reduced.

The loss of SAT calls. If the mobile unit does not receive a correct SAT
in 5 s, the mobile-unit transmitter is shut down. I f the mobile unit
does not send back a SAT in 5 s, the transmitter at the cell site is
shut down. In both cases the call is dropped. If the correct SAT cannot
be detected at the cell site, as in cases of strong interference, then (1)
the SAT can be offset by more than 15 Hz (see section entitled "The
total dropped-call rate," below) or (2) the SAT tone generator in the
mobile unit may not produce the desired tone.

Calculation of SAT interference conditions. The desired SAT is cos w1t,

and the undesired SAT is p cos w21. When p 4 1, the SAT detector at
the cell site can easily detect w 1 . When p is greater and starts to ap-
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proach I, SAT interference occurs. The following analysis shows the
degree of the interference due to the value of p,

cos w1t ± p cos w2t = A(t) cos 0(t)
	

(13.1-3)

where

A(t) =	 + 2p cos (w - w2)t

4i(t) = W4 - w1t

p sin 4'(t).
0 = wt + tan-1

+ p cos

(13.1-4)

(13.1-5)

do _____________ (13.1-6)
W = dt 

W1 + ( ( 1 + p cos4s(t)J/(p[p + cos ii(t)U) + 1

Let cos qs(t) = 1 in Eq. (13.1-6), the extreme condition of w which is
the offset frequency from a desired SAT.

W = W1 + ( i +	 (w2 -	 (13.1-7 W d

1 .3	 w w1 + . 22(w2 - w1)

p = .5	 w = W, + .333(w2 - w1)

[75	 ww1+.45(w2—wi)

(13.1-8)

If w2 -	 = 30 Hz, for two adjacent SATs

= J .5	 = w ± 9.95	 (acceptable)
p [75	 to = 1 ± 12.9	 (marginal)

If (02 - = 60 Hz, for two ends of SATs

1 . -a	 w=to 1 ± 13.8	 (marginal)
p = .5	 to = w1 ± 19.9	 (unacceptable)

75	 to	 i ± 25.8	 (unacceptable)

Adjacent SATs cannot interfere with the desired SAT for an undesired
SAT level below p = .75 (meaning a level of - 2.5 dB). However, when
two SATs are not adjacent to each other, the undesired SAT level
should at least be lower than p 0.3 (-10.5 (1B) in order for no in-
terference to occur.	 •	 --	 .	 . -

H

For
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Unsuccessful complete handoffs. Because of the limitations in proces-
sor capacity, the duration of the handoff process may occasionally be
too long, and the mobile unit may not be informed of a new channel
to be handed off.

The total dropped-call rate. Assume that the handoff blocking is B4,
the probability of lost SAT calls is B5, and the probability of an un-
successful complete handoff is B.. Then the total drop call rate is

Bd — B4 +Bb U_B4)+Bs(I_ B4)_ Bs)	 (13.1-9)

Usually, the dropped-call rate should be less than 5 percent.

13.1.3 Voice quality
It is very important that the voice quality of a channel be tested by
subjective means. Some engineers try to use the signal-to-noise-plus-
distortion ratio (SINAI)) to evaluate voice quality. Although SINAI) is
an objective test, using it to test voice quality may result in misleading
conclusions. Worst of all, engineers are always proud of the apparatus
they have designed, and they tend to ignore others' opinions. To serve
the public interest, we must survey consumers for their opinions.

Evaluation of system performance based on a subjective test can be
used to set performance criteria. As was discussed in Chap. 1, 75 per-
cent of cellular phone users report that voice quality is good (CM4;
i.e., circuit merit 4) or excellent (CMS) over 90 percent of the service
area. These numbers can vary depending on how well the service is
performed—in other words, the cost. First we must know what kind
of service we are providing to the public. We should then let the cus-
tomers judge the voice quality.

A typical curve of subjective tests was shown in Fig. 7.1b for differ-
ent conditions. For this particular run, the mobile speed is 56 km/h
(35 mi/h).

13.1.4 Performance Evaluation
Often we encounter a situation where two systems are being installed
in two different areas; one system is deployed in a flat area where the
average measured bit error.rate (BER) is low at the cell site on the
basis of bit-stream data received from mobile-units, and the other sys-
tem is deployed in a hilly area where BER is relatively high. Of course,
if the same degree of skill was used to install both systems, the system
in the hilly area would otherwise be inferior and would provide the
poorer performance. But if each system claims to be better than the
other, how can we judge these two systems fairly? One way is to corn-
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pensate for variations in performance due to geographic location.' As-
sume that system A is deployed in a flat terrain and system B, in a
hilly area. Both systems use the same kind of antennas and run the
measured data with the same kind of mobile units. Then the handicap
of building a system in a hilly area can be compensated for before
comparing this system's performance with others.

Another way is to set the BER to, say, io and find the percentage
of areas where the measured BER is greater than 10 in relation to
the area of the whole system, then compare the percentages from the
two different systems in two different areas.

Here the two pieces of raw field-strength recorded data in the area
should be received from two mobile units moving around in two sys-
tems, respectively. From these data, the two local means (the envelope
of the raw field-strength data) can be obtained. Then the two cumu-
lative probability distributions (CPD), P(x C X) of two local means,
can be plotted. Let us first normalize the average power at a 50 per-
cent level because the local means have a log-normal distribution, and
the differences in transmitted power in the two systems are factored
out. There will be two straight lines on log-normal scale paper (see
Fig. 13.1). The standard deviations of two log-normal curves can be
found from Fig. 13.1 by determining a level X where P(x :5 X) = 90
percent..

)1nnca'6s I 2 S 10 20 3040506070 80 9095 9899 99.R99.9 99

P&Cenge of local mean below a specified lewel
Figt. tat Different local mean statistics in different areas.
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x-J5	 for system A
- 1j5 dB for system B

A normal distribution can be found from published mathematical ta-
bles indicating that P(x 1.29) = 90 percent, where

X-m	 1.29	 (13.1-10)
or	 a

where in = 0 dB and a is the standard deviation. For

5 d

	

15 dB	
15

The standard deviations of A and B indicate that system B covers a
relatively hither area than system A.

Example 13.6 From these measurements we find that the BEE in 10 percent of
area A in system A is greater than 10. The BER in 25 percent of area B in
system B is greater than io. The local means of two systems are shown in
Fig. 13-1. We would like to judge which system has a better performance. From
Fig. 13.1. 10 percent of the area in system A corresponds to 10 percent of the
total signal below —5 dB. if system A is deployed in area C W. = 1.75 dB), 25
percent of area C will have a BER greater than io-' below the —5-dB level.
Now the variance as of area B is greater than the variance a of area C; thus,
area B is more difficult to serve than area C. However, the measurement shows
that 25 percent of area B in system B is greater than 10' below the —9-dB
level. Therefore, according to the criterion BER 10, system B proves to be
a better system than system A-

13.2 Signaling Evaluation

The signaling protocols of existing systems are evaluated in this sec-
ti-in. The signaling format of tha forward control channel (FOCC) as
deduced frcm a BCH code (63, 51) becomes a short code of (40, 28) or
that of the reverse control channel (RECC) from a BCH becomes a
short code of (48, 36), as described in Chap. 3. The 12 parity-check
bits always remain unchanged. This BCH code can correct one error
and detect two errors.

13.2.1 False-alarm rate
The false-alarm rate is the rate of occurrence of a false recognizable
word that would cause a malfunction in a system. The false-alarm rate
should be less than 10. Now we would liketo verify that the BCH
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code (40, 28) can meet this requirement. The Hamming distance d of
ECH (40, 28) is 5. This means that in every different code word at
least 5 out of 40 bits are different. Then the false-alarm rate FAR can

be calculated as

FAR = p(1 -	 (13.2-1)

where P is the BER and d is the length of a word in bits.
Assume that in a noncoherent frequency-shift-keying (FSK) modu-

lation system, the average BER of a data stream in a Rayleigh fading
environment is

(i') = 2 1'	
(noncoherent FSK)	 (13.2-2a)

and the average BER of a data stream received by a differential phase-
shift-keying (DPSK) modulation system in the same environment is

(13.2-2b)
(&= ½(+1 ) (DPSK)

where r is the carrier-to-noise ratio. Let* f = 15 dB; then we obtain
BER from Eq. (13.2 .2) as

(P) = .03	 (noncoherent FSK)

(pt) = .015	 (DPSK)

Substituting Pe = .03, which is the higher BER, into Eq. (13,2-1), we
obtain

FAR (03)5 = 2.43 x 10_8

This meets the requirement that FAR < io

13.2.2 Word error rate consideration

The word error rate (WER) plays an important role in a Rayleigh fad-
ing environment. The length of a word of an FOCC is L = 40 and the
transmission rate is 10 kbps. Then the transmission time for a 40-bit
word is

40 =4ms
10,000

The C/N ratio of a data channel can be lower than 18 dB of a voice channel.
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From Sec. 1.6.6, the average duration of fades can be obtained from
the following assumptions: frequency 850 MHz, vehicle speed = 15
mifh, and threshold level = — 10 dB (10 dB below the average power
level); then the average duration of fades is

= 0.33 x (v	 = 7 ma	 (13.2-3)

Equation (13.2-3) shows that the transmission time of one word is
shorter than the average duration of fades while the vehicle speed is
15 mi/h; that is, the whole word can disappear under the fade. There-
fore, redundancy schemes are introduced. From Chap. 3, the FOCC
format is

	

200 bits	 word A (40 bits x 5 times). 28 information bits

	

200 bits	 word B (44) bits X 5 times), 28 information bits

	

10 bits	 bit synchronization

	

11 bits	 word synchronization

	

42 bits	 Busy/Idle-status bits

	

483 bits	 56 information hits

The throughput can be obtained from

56- 1200 bps
463 - 10,000 bps

Therefore, the throughput is 1200 bps (baseband rate).

13.2.3 Word error rate calculation
The WElt can be calculated as follows. We may use a DPSI( system
because it has a general but simple analytic formula, more general
than Eq. (13.2-2b)

1	 (13.2-4)

½ (r + 1)

where M is the number of diversity branches. It is difficult to obtain
the WElt from the correlation coefficient in the bit stream at a specific
vehicle speed because the correlation coefficients of any two bits
among all the bits in a word at that particular speed form a correlation
coefficient matrix which is difficult to handle. Fortunately, we can find
two extreme values, one at the speed V — w and the other at the speed
V - -. 0. The calculations are described in detail in Ret 3. Here we
are simply illustrating the results.4.
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The performance of word error rates is shown in Fig. 13.2 for two
cases:' (1) no error correction and (2) one error correction. We have
noticed that without redundancy (no repeat), the WEE of a fast-fading
case is worse than that of a slow-fading case. The WER obtained from
a finite speed will lie between these two curves.

When a redundancy scheme is applied (Fig. 13.2a), i.e., repeating K
times and making a majority voting on each bit, the WER of a slow-
fading case becomes worse than that of a fast-fading case. This change
in WEE provides a great improvement in performance. Therefore, a
redundancy scheme is of value in a mobile radio environment with
variable vehicle speed. This phenomenon is also illustrated in Fig.
13.21, for a 1-bit error correction code. Figure 13.3a and b shows the

10W'

0
10'

0
S

io—s

10-6

10
5	 IC	 15	 20	 25

Mean C/N r. dB

flgwe 132 Word error rate for N 40 bits. Number of
branches M = 1; 8,, F,, no repeat (K = 1); 83 . F. two-thirds
voting (K = 3); 8,, F, three-fifths voting (K 5). (a) Case 1:
M 1, t = 0. No error correction. (b) Case 2: M = 1, t 1.
One-bit error correction.
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10- 2

0
C

io-4

10 -6

10_s

5	 10	 15	 20	 25

Mean 0tH r.dB
(b)

Flgtn 132 (Continued)

WER for two-branch diversity. Figure 13.3a is WER with no error cor-
rection code, and Fig. 13.3b is WER with one error correeton code.
Further improvements are seen in the figure. The error correction code
and the diversity plus the redundancy pro' de a desired signaling
performance.

13.2.4 Parity check bits
In this section, we illustrate the generation Of parity check bits in a
word. Let a word of (7, 4) be generated with 4 bits of information and
a 3-bit parity check. The word matrix IC] can be expressed as

[CI = IXM] [G]	 (13.2-5)
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(a)

flgtse 13.3 Word error rate for N = 40 bits. -Number of
branches M = 2; S1. F1 . no repeat (K = U; S2 , F2 two-thirds
voting (K = 3); S3 F3 three-fifths voting (K = 5). (a) Case 3:
M 2, t = 0. No error correction. (5) Case 4: M = 2, I = 1.
One-bit error correction.

where [Xml is the information matrix and Vii is the generation matrix.
Let IGI have the following form.

	

,43	 -	 -

1000	 101

0100	 111EG] == [IP]	 (13.2-6)
0010	 110
0001	 001

	

Identity	 Parity

The parity matrix of three bits can be arranged in any order and have
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Figure 13.3 (Continued)

any combination of Os and is. For example, let 1*,,,1 = iOOl, then sub-
stituting [xj and Eq. (13.2-6) into Eq . (13.2-5) yields

5th 6th 7th

100"	

011

	

(C) = (1001]V

00101001
	 1 0 =

Then C5 can be obtained by multiplying the fifth column by (Xml and
applying modulo 2 addition* as

Modulo 2 additions;

	

1+1-0	 1+Otl 0+0-0 041_i
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C5 = 1 . 1 +0-1  + 0-1 + 1 . 0 =  1 +0+0  + 0 = I

The same process is applied to C. and C7 as

C6 =0+0+o+l=1 C7=1+0+o+i=0

Therefore the information fits (1001), along with the three parity
check bits, become a word (1001110).

13.3 Measurement of Average Received
Level and Level Crossings

13.3.1 Calculating average signal strength'
The signal strength can be averaged properly to represent a true local
mean m(x) to eliminate the Rayleigh fluctuation and retain the long-
term fading information due to the terrain configuration. Let th(x) be
the estimated local mean. If a length of data L is chosen properly, ,h(x)
will approach m(x) as

Ltx+ 

r	
1 1x+f.

ñi(x) =	 I r(y) dy
Jx-L	 = 2L irL 

m(y)r0(y) dy

= m(x)	 (x)- I	 r(y) dy I = m	 (13.3.1)
E  

	 1

	

.lx-L	 j

1	 '-
or	 - J	

r0(y) dy -. 1	 (13.3-2)
2L x-L

where r0(y) is a Rayleigh distributed variable. If the value of Eq. (13.3-
2) is close to 1, then ,h(x) is close to m(x). The spread of ,h(x), denoted
as ,h, can be expressed as

	

la,, spread = 20 log 
m(x) + O-A	 in dB	 (13.3-3)
m(x) -

Equation (13.3 .3) is plotted in Fig. 13.4. The lcr,% spread is used to
indicate the uncertainty range of a measured mean value from a true
mean value if the length of the data record is inadequate.

The proper length 21.. If we are willing to tolerate 1 spread in a
range of 1.56 dB, then 2L = 20k. If the tolerated spread is in a range
of 1 tIE, then 2L = 40k.

For length 2L less than 20 wavelengths, the la,,, spread begins to
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2L wavelengThs

Flg.t 13.4 The value of jth spread.

increase quickly. When length 211 is greater than 40k, the 1m spread
decreases very slowly.

In addition, the mobile radio signal contains two kinds of statistical
distributions: m(y) and r0(y). If a piece of signal data r(y) is averaged,
we find that if the length is shorter than 40k, the unwanted r0(y) may
be retained whereas at lengths above 40k smoothing out of long-term
fading m(y) information may result. Therefore, 20 to 40k is the proper
length for averaging the Rayleigh fading signal Ky).

Sampling average. As mentioned previously, when using the averag-
ing process with a filter, it is difficult to control bandwidth even when
the length of the data to be integrated is appropriate. Therefore, the
sample values of r(t) are used for sampling averaging instead of analog
(continuous waveform) averaging. Then we must determine how many
samples need to be digitized across a signal length of 211 (see Fig.
13.5). The number of samples taken for averaging should be as small
as possible. However, we have to calculate how many sample points
are needed for adequate results. We set a confidence level of 90 percent
and determine the number of samples required for the sampling av-
erage. The general formula is

P (-1.65 ;, 
—m
i 1.65 	 90%	 (13.3-4)

9'he detailed derivation is shown in W. C. Y. Lee, Mob lie Communkntions Design
Fundamentals, J?lm Wiley & Sons, 1993, Sec. 2.2.2.
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me
samples

Figure 13.5 Sample average over a 2L 40 X of data.

Let th and dj be the mean and the standard deviation of ensemble
average* 5 of jth interval (2L) and , be a gaussian variable

m=rn

where m and u, are the mean and the standard deviation of a Rayleigh
sample r. N is the number of samples. Therefore,5

	

M = --	 ( 13.3-5)

01,

	

 2	
(13.3-6)

	

=J4 ;
	

(13.3-7)

Substitution of Eqs. (13.3-5) to (13.3-7) into Eq. (13.3-4) yields

'(@

O	 O.8625\.8625\	 ______
_ j_)mY(1+ ,,_ )m)90% (i&3-8)

Then the 90 percent confidence interval CI expressed in decibels is

fl'ime average in a mobile radio environment is an ergodic process in statistics.
Therefore the values from a time average with a proper interval and an ensemble av-
erage are the same. 	 -	 -



aa -00-

398 Chapter Thirteen

0.8625\
90% CI = 20 log (i 

+ vW )	 ( 13.3-9)

_f50 90%CI=1dB
N-136 90%CI=1.17dB

In an interval of 40 wavelengths using between 36 and 50 samples is
adequate for obtaining the local means. For frequencies lower than
850 MHz, we may have to use an interval of 20k to obtain the local
means because the terrain contour may change at distances greater
than 20k when the wavelength increases.

13.3.2 Estimating unbiased average
noise levelS'
Usually the sampled noise in a mobile environment contains high-
level impulses that are generated by the ignition noise of the gasoline
engine. Although the level of these impulses is high, the pulse width
of each impulse generally is very narrow (see Fig. 13.6). As a result,
the energy contained in each impulse is very small and should not
have any noticeable effect on changing the average power in a 0.5 S

interval.
However, in a normal situation averaging a sampled noise is done

by adding up the power values of all samples, including the impulse
samples, and dividing the sum by the number of samples. This is
called the conventionally averaged noise power and is denoted n. In

-	 U
fr 6n45 messwenwIts torn, Newark—one second of etapsed me

FIg.. isa Environmental noise traces.
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this case, these impulse samples dominate the average noise calcula-
tion and result in a mean value which is not representative of the
actual noise power. Use of this value affects the design requirements
of the system (signaling and voice). Hence, before the following new
technique was introduced, it was not known why there was no corre-
lation between BER and signal-to-noise ratio measured in certain ge-
ographic areas. In a new statistical method the average noise is esti-
mated by excluding the noise impulses while retaining other forms of
interference. This technique is compatible with real-time processing
constraints.

Description of the method. A counter in the mobile unit counts the
instantaneous noise measurements which fall below a preset thresh-
old level x and sends a message containing the number of counts it
to the database for recording. From the database data, we can calcu-
late the percentage of noise samples x 1 below the present level X

P(x1 :5 x) =	 (13.3-10)

where in our case N is the total number of samples. Once we know
the percentage of noise samples below level X, we can obtain the av-
erage "noise"X0 exclusive of the noise spikes from the Rayleigh model.
Furthermore the level X can be appropriately selected for both noise
and signal measurements, because both band-limited noise and mobile
radio fading follow the same Rayleigh statistics.

Estimating the average noise X(.,. For a Rayleigh distribution (band-lim-
ited noise), the average noise power exclusive of the noise spikes X.
can be obtained from

X0 = 10 log	
-	 ,	 1J + X,	

m (13.3-11)

This technique can be illustrated graphically 'using Rayleigh paper.
Since P(x1 s X) is known for a given 4 we can find a point P on the
paper as illustrated in Fig. 13.7. Through that point, we draw a line
parallel to the slope of the Rayleigh curve and meet the line of P =
63 percent. This crossing point corresponds to the X 0 level (unbiased
average power in decibels over 1 mW, dBm).

Example 13.7 If a total number of samples is 256 and 38 samples are below a
level —119 dBin, then the percentage is

256 = 15%
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Figure 13.7 Technique of estimating average noise.

Draw a line at 15 percent and meet at Q on the Rayleigh curve (see Fig. 13.7).
Assume that the X

'
is —119 dBm. The X0 is the average power because 63 per-

cent of the sample is below that level. Then

= X, + 4 d = —119 + 4 = —115 dBm

Example 13.8 The total number of samples is 256. Three noise spikes are 20
dB above the normal average. Find the errors, using the followiag two methods.

Compare the results.
Use geometric average method. Let the power value of each sample (of 253
samples) after normalization be 1, i.e., the average is 1. Then the measured
average of 256 samples, including three spikes, is

233	 3

;+100Xj

Measured average-	 256 -	
. 2.16	 (assume; = 1)

= 3.3 dB	 above the true average

Statistical average method
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63% of samples = 256 x 0-63 161 samples

This means that 161 samples should be under the average power level. Now
three noise spikes added to the 161 samples increases the number of samples
to 164.

The power levels at 63 and 64 percent show almost no change (see
Fig. 13.7). Typical data averaging using the geometric and statistical
average methods is illustrated in Fig. 13.8. The corrected value is ap-
proximately —118 to —119 dBm. The geometric average method biases
the average value and causes an unacceptable error as shown in the
figure.

13.3.3 Signal-strength conversion
Confusion arises because the field strength (in decibels above 1 p.V,
dBp.) is measured in free space, and the power level in decibels above
1 mW (dBm) is measured at the terminal impedance of a given re-
ceiving antenna. Furthermore, the dimensions of the two units are
different. The signal field strength measured on a linear scale is in
microvolts per meter (VIm), and the power level measured on a lin-
ear scale is in milhiwatts (or watts).

Furthe; confusion arises because of the notation "dBp? Sometimes
dBp means the number of decibels above 1 RV measured at a given

0	 10	 20	 X	 40	 50	 OD	 70	 80 90

Record (25G sLnple/record)

FIgw. 13.8 An illustration of comparison of n with x
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voltage. Sometimes, it represents the number of decibels referred to
microvolts per meter when field strength is being measured.

The conversion from decibels (microvolts per meter, dEii.) to decibels
above 1 mW (dEm) at 850 MHz is shown in Eq. (5.1-13) using the
relationship between induced voltage and effective antenna length.'
The conversion at a frequency other than 850 MHz can be obtained
as follows.'

P,jin dBm at f MHz) =

P(in dBm at 850 MHz) + 20 log () (13.3-12)

where f is in megahertz. The details of this conversion are given in
Sec. 5.1.3.	 -

13.14 Receiver sensitivity
The sensitivity of a radio receiver is a measure of its ability to receive
weak signals. The sensitivity can be expressed in microvolts or in
decibels above 1 AV,

Y	 dBp.V = 20 log (x	 V)	 (13.3-13)

Also, the sensitivity can be expressed in milliwatts or dBm.

y	 dBm = 16 log (x	 mW)	 (13.3-14)

The conversion from microvolts to decibels above 1 mW, assuming a
5041 terminal, has been shown in Eq. (5.1-15) as

(1 x 10_5)2
0dB1sV=101og	 50

= -137 dBW = -107 dBm	 (13.3-15)

Example 13.9 A receiver has a sensitivity of 0.7 sV. What is the equivalent
level in decibels above 1 mW'?

20 ,109 0.7 = —3

Then 0.7 p.V equals —107 dBm —3 = — 110 dflm.

13.3.5 Level-crossing counter
A signal fading level crossing counter will face a false-count problem
as a result of the granular noise as shown in Fig. 13.9. The positive
slope crossing count should be 3; but the false counts may. be 12. A
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Flgwo 13.9 An algorithm for a level-crossing counter.

proposed level-crossing counter can eliminate the false counts. First,
by sampling the fading signal at an interval of T seconds, we can
choose the interval T such that lIT is small in comparison to the
fading rate. The duration of stay T1 tS measured for every sample time
which is above level L and the time span until the signal drops below
level L. We can also use a device for measuring the percentage of time
thaty(t) is above L. This device may be called a level crossing counter.

Let us define

	

p P,(y(t) ^ L]	 (13.3-16)

and	 q = 1 - p = P(y(t) CL)	 (13.3-17)

We count the number of times M that ; is above L and then sum the
duration of total stays TS( T. = II;) above L. The average duration
of upward fading is

tTP - 2--	 (13.3-18)

The average duration of fades i;, where y(t) is below L is

= Tp	 •(13.3-19)

and the level crossing rate ii at level L is

1 _p
11 =	 - -	 (13.3-20)

.Tp +tQ	Tp

The advantage of this method is that we stop our time count whenever
y(t) crosses L, thus avoiding false counts due to noise wheny(t) is close
to level L. Obviously noise can give an incorrect measure of the "du-
ration of stay" for a single interval; however, noise shortens many
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intervals while it lengthens others, and thus, when averaged over
many cycles, the "duration of stay" is. an accurate number.

13.4 Spectrum Efficiency Evaluation'0

1t4.1 Spectrum efficiency for
cellular systems

Because the frequency spectrum is a limited resource, we should util-
ize it very effectively- In order to approach this goal, spectrum effi-
ciency should be clearly defined from either a total system point of
view or a fixed point-to-point link perspective. For most radio systems,
spectrum efficiency is the same as channel efficiency, the maximum
number of channels that can be provided in a given frequency band.
This is true for a point-to-point system that does not reuse frequency
channels such as a ceUulai mobile radio. An appropriate definition of
spectrum efficiency for cellular mobile radio is the number of channels
per cell. Therefore, in cellular mobile radio systems:

Spectrum efficiency * channel efficiency

The system capacity is directly related to spectrum efficiency but not
to channel efficiency.

13.42 Advantages and impact of FM
In 1936 K H. Armstrong published a paper entitled "A Method of
Reducing Disturbance in Radio Signaling by a System of Frequency
Modulation."" This paper explored the tradeoffs between noise and
bandwidth in FM radio. Since then, engineers have understood the
concept of reducing noise by increasing bandwidth in system design.

The parameters for system comparison are voice quality, transmitted

power, and cell size. Satisfactory voice quality is generally accepted as
governed by the carrier-to-noise ratio CIN 18 dB. This is the
level at which 75 percent of the users state that voice quality is either
good or excellent in 90 percent of the service area on a 30-kHz FM
channel in a multipath fading environment. 12 For point-to-point radio
links, the wider the channel bandwidth, the lower the required level
of transmitted power.

To maintain voice quality when channel bandwidth is reduced, it is
necessary to increase the signal-to-noise ratio in order to improve the
reception. Transmission power is then also jucreased.

91 we use values other than 18 dB, the analysis used in this section remains the
same...
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Every time power is increased, interference problems are created.
For point-to-point radio links, these problems are manageable because
no frequency reuse is involved. This is not the case, however, for a
frequency-reuse system such as a cellular radio. A cellular radio tele-
phone system includes many mobile-unit customers and, depending
on demand at any given time in a given system, identical channels
will be operating simultaneously in different geographic locations. As
the number of cells increases in a given area, interference may appear
in one of several forms: cochannel, adjacent-channel, or multichannel
at colocations; thus the probability of its occurrence increases. Inter-
ference may also result from received power-level differences. In a fre-
quency-reuse system, however, cochannel separation is more critical
to the system than adjacent-channel interference because adjacent-
channel interference may be eliminated by the use of sharp filters.

13.4.3 Number of frequency-reuse cells K
The formula for determining the number of frequency-reuse cells in a
standard cellular configuration is derived by combining Eqs. (2.4-3)
and (2.4-5) with -y = 4 based on the 40 dB/dec path-loss nile.13

c_1(D\_3xr_3x2	 4-
16k)?) - 6	 2	

(13.4-1)

or	 K=
	

(13.4-2)

The number of frequency-reuse cells is a function of the required car-
Her-to-interference ratio.

A higher required carrier-to-interference ratio at the boundary of a
cell results in th need for more frequency-reuse cells. The pattern of
reuse cells can then be determined.

13,4.4 Number of-channels per cell m

The next factor to be determined is the number of channels per cell,
which is a function of the total number of channels available (amount
of available spectrum divided by channel bandwidth) and the required
carrier-to-interference ratio. The formula for this factor.is'°

B,B,1=	
= BV(2I3XCI1)	

(13.4-3)

for M = mK total number of channels,
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where m = number of channels per cell, also called radio capacity by
Lee'°

K = number of frequency-reuse cells (see Eq. 13.4-2)
= total bandwidth (transmitted or received)
= channel bandwidth

13.4.5 Rayleigh fading environment
The Rayleigh fading environment is the mobile radio environment
caused by multipath fading, which is the cellular system environment.
Therefore, it is more realistic to determine the spectrum efficiency of
a cellular mobile radio in a Rayleigh fading environment.

In a multipath fading environment, a simple FM system which may
not have either preemphasis-deemphasis or diversity schemes would
receive its baseband signal-to-noise ratio (SIN), which is converted
from the carrier-to-interference ratio (CID but SIN is 3 dB lower than

C,'.14

System advantages. The FCC has released specifications which result
in advantages via avis the signal-to-noise ratio for transceivers in the
existing FM cellular system. The first advantage is preernphasis-
deemphasis, which equalizes the baseband signal-to-noise ratio over
the entire voice band (11 to f2). We make the assumption of gaussian
noise because the interference obtained from all six cochannel inter-
ferers behaves in a noiselike manner. The improvement factor p,
that is, the improvement of FM with preemphasis or deemphasis over
FM without them, can be calculated as follows.'5'6

- (f2/f1)2 -
- 

(3000 hZ/300 Hzr =	 (=) 1.2 dB (13.4-4)
PFM	 3	 3

Another advantage is the two-branch diversity combining receiver,
which is very suitable for FM and reducqs multipath fading. The ad-
vantage of the two-branch diversity receiver is that the baseband sig-
nal-to-noise ratio SIN of a two-branch FM receiver shows a 8-dB im-
provement over the signal-to-noise ratio of a single FM channel.

)	
=8dB+()	 (13.4-5)

(N 2brFM	 FM

The existence of co inpandorsjs_5sWqd for compressing the signal
bandwidth and taking advahtage of the quieting factor during pauses.
However, the voice quality improvment, due , to the quieting factor
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cannot be expressed mathematically. It is understood that all the an-
alog modulation systems use compandors.

present FM system. The subjective required carrier-to-interference ra-

tio for FM is

()FM 
= 18 dB (=) 63.1 (13.4-6)

The baseband signal-to-noise ratio can be obtained from the previous
analysis as follows.

AIV	
= —3 dB + deemphasis gain + diversity gain + 

I)FM

= 38.23 dB (=) 6652.73
	 (13.4-7)

The signal-to-noise value SIN = 38 dB is a reasonable figure for ob-
taining good quality at the baseband.17 The notation ( =) means a con-
version between decibels and a linear ratio.

SSB systems. Single-sideband receivers, best case, have a carrier-to-
interference ratio equal to the signal-to-noise ratio at baseband since
558 is a linear modulation.'? The term "best case" means that the
signal fades are completely removed, that is, the environment ap-
proaches a gaussian. There is no advantage in using diversity
schemes in a gaussian environment. If the environment is Rayleigh,
the carrier-to-interference ratio must alWays be higher than that in a
gaussian environment in order to obtain the same voice quality at the
baseband. An explanation is given in Sec. 13.4.7. To obtain a similar
voice quality; the signal-to-noise ratio of both FM and 588 systems at
the baseband should be the same.' The formula used to determine
the required CII of SSB is

'fo\--' /s.\	 fs\ -(i =	 =	 = 3&23dB(=)6652.73
\ /588	 \"/sss	 \ / 2bTFM

This means that the required 38.23-dB carrier-to-interference ratio of
38.23 dB for an SSB , system (see Sec. 13.4.7) is equivalent to the, re-
quired carrier-to-interference ratio of 18 dB for an FM system for

SSB system at 800 MHz have not been commercially avdilable because of technical
difficulties. It is assumed here that an ideal 3S13 at 800 MHz can be built for mobilet.
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TABLE 13.1 Channels per Cell
(Rayleigh Faing En,lronmenl)

Cells per set
K

7
66
66
66

'Ibtal number
of channels

Bc/B.

333
1333
2000
3333

Channels per cell
m

47-57
20.00
30.0
50.05

equivalent voice quality. The number of channels per cell and the num-
ber of channels per square mile for the system can then be calculated.

Number of channels per cell m. The preceding analysis gives us the
information needed to determine the number of channels per cell. As-
suming B, = 10 MHz, the formula is [from Eq. (13.4-3)1

B,	 10 MHz
=	 V2= B	 13xc/n	

(13.4-8)

Given a total bandwidth (B,) of 10 MHz, CH = 18 dB for FM, and
CH = 38.23 dB for 558, it is possible to determine the number of
channels per cell in by the substitution of the above values in Eq.
(13.4-8) and shown in Table 13.1. As this table shows, FM cellular
systems need fewer cells than do SSB systems to provide quality voice
service.	 -

There is a dispute as to whether at 800 MHz, an SSB system needs
a C/N of 38 dB or less to provide an SIN of 38 dB at the base-
band.' Since there is no commercial 800-MBa SSB system, no sub-
jective test can be used for SSB voice quality. Comparing the perform-
ance of an existing FM system to that of a hónexisting SSB system is
difficult. Also, it is not proper to use the results from a 150-MHz SSB
system without making a thorough subjective test in a Rayleigh fading
environment* and applying it to a 800-MHz SSB system.

13.4.6 Determination of cell size
It is possible to determine the size of comparable cells for 30-kHz FM,
3-kHz SSB, 5-kHz 588, and 7.5-kHz SSB once the number of fre-
quency-reuse cells and the number of channels per cell have been cal-
culated. These values are related to the level of carrier power required

Air-to-ground communications media do not exhibit Rayleigh fading behavior. Also
the required C/I of SSB at 800 MHz would be different from that at 150 MHz.
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at reception to maintain similar voice quality. Since 888 has a rela
lively narrow bandwidth, the noise level is also lower. The 588 noise
level must be adjusted to the FM noise level in order to determine the
power required for SSB.

Required power in each SSB system. The 580 required carrier-to-in-
terference ratio must be 38.23 dB. Therefore, the power required by
the 880 system after the noise level (including interference) has been
adjusted can then be determined. The voice quality of an 888 system
having a carrier-tn-interference ratio of 38.23 dB is equivalent to an
FM system having a carrier-to-interference ratio of 18 dB. This as-
sumes that in-band pilot tones can smooth out the fading signal and
causes no distortion in 880 reception. The noise levels of different SSB
bandwidths can be shown as follows.

= 14.21 dB + 18 dB + 6.02 40

These figures are illustrated clearly in Fig. 13.10t.

5k1tzSS8- 75 KIt 588 -
SIcHzSSB	 -)

1	 1421 dB
12.45dB	 -

hands
-

T	 I	 3t23dB.

()fl.=18dOl.	
-	 lads.	 -

Noise OVOISFM--1---__I___ an-,1 10dB	 -
Noise levSo(5S8 .1

flgin 13.10 The interfercno-plus-noise levels fi)r 30-kflz fM ii,d
ferent bandwidths of SSB.
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SSB cell size determined for the required additional power. For a given
transmitted power, the cell size can be determined. Assuming an FM
cell radius of 10 mi and applying the 40 dB/dec path-loss rule, the cell
sizes for an SSB system may be determined as follows.

For a 3-kHz SSB system

10 log (q) = 10.23 dB	 R = 5.55 ml

For a 5-k11z SSB system

10 be (-) = —12.45 dB B = 4ä8thi

For a 7.5-kHz SSB system

I io-
10 log ---) = —14.21 dB	 R = 4.41 mi

The higher the carrier-to-interference ratio for a given power, the
closer the mobile unit is to the cell. Assuming the same voice quality
at the boundary of the cell, a 10-mi-radius FM 30-kHz cell is equiva-
lent to a 5.5-mi 3-kHz SSB cell, a 4.88-mi 5-kHz SSB cell, or a 4.41-
mi 7.5-kHz SSB cell. Therefore, an FM system permits larger cells
and an SSB system requires smaller cells to provide for the same voice
quality in the same area.

Comparison of cochannel cell separation and radius of FM and SSB systems
in a Rayleigh fading environment. The cochannel cell separations and
the radii of both FM and SSB cells in a Rayleigh fading environment
are summarized in Table 13.2 and expressed in Fig. 13.11. Therefore,
in a cellular mobile radio environment, a FM system permits larger
cells with less separation between cochannel cells and a SSB system
requires smaller cells with greater separation between cochannel cells.

TABLE 13.2 Comparison of Cochannel Cell Separation and Radius of FM and SSB
Systems In a Rayleigh Fading Environment

Cells per	 Radius R,	 Diameter D,	 Bandwidth,
System	 set K	 mi	 mi	 DIR	 kilt

FM	 7	 10	 46	 4.6	 30
SSB	 66,6	 5.5	 77.77	 14.14	 3

4.88	 69	 14.14	 5
4.41	 62.36	 14.14	 7.5



System Evaluations	 411

F" 13.11 Cochannel cell separations and radii of FM and 558
systems in a Rayleigh fading environment

Channels per square mile. Table 13.3 shows a comparison of the than-
nels per square mile and the spectrum efficiency of each system in the
Rayleigh fading environment based on equivalent voice quality and a
given transmitted power. This comparison shows that the existing 30-
kHz FM cellular system is about as spectrally efficient as the hypo-
thetical 3-kHz SSB system and much more efficient than either of the
two SSB (5- or 7.5-kHz) systems offering a voice quality similar to
that proposed for commercial service.

13.4.7 Considerations of SSB systems in a
Rayleigh fading mobile radio environment
The voice signal requires about a SIN ratio of 40-dB output at the
baseband for high qualityPOur baseband SIN ratio is calculated to
be 38 dB, which is Yew close to 40 dB.

TABLE 13.3 Comparison of System Efficiency and Spectrum Efficiency In an Area of

10-ml Radius
System efficiency . 	 Specfru'e efficiency

Bandwidth, Cell nthus,	 No. of cells	 Channels No. of channels
System	 MHz	 mi	 required	 per cell, m per square mile

FM	 30	 10	 1.0	 47.5	 0.15
2

SSB	 7.5	 4.4 .,	 (-) - 5.17	 20.0

558	 5
	 4.8
	 30.0	 _ 0.10

SSB	 3
	 5.5	 - = 3.31

	 50.0 ,.	 0.16
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In a gaussiaM environment, if the output SIN of a 8813 signal at the
baseband is 38 dB, then the SIN at the RF is also 38 dB because 8813
is linearly modulated. 17 Now, in a Rayleigh fading environment, the
received signal can be farther degraded as a result of the multipath
fading. Therefore, in order to maintain the baseband SIN at 38 dB,
we may need to receive a signal much higher than 38 dB if no diversity
scheme is implemented. How high the C/I level at HF should be can-
not be determined unless the SSB mobile radio at 800 MHz is realized
and a subjective test is done. Since a single-branch SSB cannot be
used in a mobile radio environment at 800 MHz because of rapid fad-
ing, the value of applying a two-branch diversity to the SSB at 800
MHz also must be questioned. Our reasoning is as follows.

Let S be a voice signal, r1 and r2 the envelopes of the fading, 8 and
82 the random phases received by two spaced antennas, and w 1, the
carrier angular frequency. Where an equal-gain combined receiver is
considered, in an SSB system the combined signal envelope is

r = r1S0"O + Ir2Soe''°'°I

= r1S0 + r2S0 = (r1 + r2)50	 (13.4-9)

which is the same as the baseband signal representation. The term
(r1 + r2) does reduce the fading as compared to either individual r1 or
r to a certain degree, but it also acts as a distortion term to S,. The
distortion of voice Se on (r1 + r2) received by a two-branch diversity
receiver for SSB in a ground mobile radio (Rayleigh) environment is
still quite high at 800 MHz. This is because the effect of fading is
multiplicative and produces intermodulation products with the signal
modulation that cannot be eliminated by filtering? In air-to-ground
transmission, the direct-wave path dominates, the fading phenomenon
(rician) is not severe, and a two-branch diversity does help in improv-
ing the voice quality at the reception.

An amplitude companding single sideband (ACSB) with an in-band
pilot tone is considered under the assumption that this kind of SSB
can in principle completely remove the Rayleigh fading; therefore, no
diversity scheme* is needed. Then we do not require an increase in
the received power level at the HF, but rather simply retain the same
level as the baseband SIN ratio of 38.23 dB.

Preemphasis and deemphasis are not widely used in SSB systems.
The disadvantage of the use for SSB systems in a nonfading environ-
ment is discussed by Schwartz 27 and Gregg. es

 diversity scheme is used to eliminate fading.
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In a mobile radio environment, in order to transmit a predistorted
SSB signal, usingpreemphasis to suppress the noise level, the signal
cannot be completely restored because the effect of fading is multipli-
cative and it produces intennodulation products in the voice band that
cannot be eliminated by filtering as mentioned before. Therefore, the
use of preemphasis and deemphasis in an 800-MHZ SSR mobile radio
system is questionable.

Reference 18 shows that an RE signal with required CH = 38 dB
received by a SSBsystem through a gaussian environment results in
a baseband signal where SIN = 38 dB also. In a Rayleigh fading en-
vironment, the CII must definitely be higher than 38 dB for SIN to
be 38 dB. How high is, not known since 800-MHz SSB equipment has
not been manufactured. We may use the information obtained from a
FM system for maintaining the same voice quality in different
environments.

Required for FM in a gaussian environment	 C 110 dB
Required for FM in a Rayleigh fading environment j - 18 dB

The difference in C/I for the FM system between the two kinds of
environment is 8 dB. We may use the 8-dB difference and add it to
CII = 38 dB for an SSB system- Then

For SSB in a Rayleigh fading environment T = 46 dB

Suppose that a diversity scheme is used in SSThas Shivley 2t suggested.
Then Cli for SSB in a less-fading (or no-fading) environment is

For SSB in a less-fading (or no-fading) environment

—8dB=38dB-

The same result is obtained if we assume that the fading is completely
removed, CII = S/I, and that the environment becomes gaussian. In
a gaussian environment, we cannot reduce C/I below 38 dB, because
SIN is 38 dB. Also, in a gaussian environment, the diversity scheme
does not apply and adds no value.

Of course, the analysis shown here remains to be proved if and when
an 800-MHz SSR mobile unit is developed in thq future. After all, the
methodology of solving this problem remains unchanged.
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13.4.8 Narrowfianding in FM

Relationship between C/I at IF and SIN at baseband. In Ref. 12 we de-
fined acceptable voice quality as existing when 75 percent of customers
say that'the voice quality is good or excellent in a 90 percent coverage
area. When these numbers change, voice quality changes accordingly.
The changes reflect the cost of deploying a cellular system. As the
percentages specified above increase, the cost of designing the system
to meet these requirements also increases. For now, we will use the
numbers specified above as our criteria.

We let the customer listen to the voice quality of a 30-kHz FM two-
branch diversity receiver with preemphasis-deemphasis and compand-
ing features at the cell site white the mobile transmitter is traveling
at speeds ranging from 0 to 60 mi/h in a Rayleigh environment. Judg-
ing by the preceding subjective criterion, the CH level at the input of
the receiver is 18 dB.

The baseband signal-to-noise ratio (SIN) has been calculated in Eq.
(134-7).

diversity advantage

SIN = 18 - 3 + 1523 + 8= 38.24 dB

/	
deempba.is advantage

Rayleigh environment

For a 15-kHz FM channel, the bandwidth is half as broad and affects
the SIN; the other features, such as diversity and preemphasis-deem-
phasis, remain the same. We can find from Fig. 13.12 (Ref. 29) that in
order to maintain the same voice quality of (C/I),0	 = 18 db, then

(c) -
	

24 dB
I

We may follow the same steps used in Sec. 13.4.6 along with the di-
agram shown in Fig. 2.5.	 -

C - 

N + 1 - (JeTS + NP) + E i
i-i

= 24 dB (15-kHz FM) or 18 dB (30-kHz FM) (13.4-10)

Using the techniques from previous sections, we can perform further
calculations.
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Figure 13.12 Baseband signal-to-noise ratio versus average carrier-to-interference
ratio (Rayleigh fading). (From Ref 29.)

The interference-plus-noise levels. From the preceding calculations Eq.
(13.4-10), we can obtain the interference-plus-noise levels (N. + 1) at
the boundary of a 10-mi-radius cell as follows.

For 30-kHz FM system N ± I = —117 dBm
For 15-kHz FM system N + I = —123 dBm

Since the received signal strength is —99 dBm for both 30- and 15-
kHz, the C/(W +1) ratio must be 18 dB and 24 dB for 30- and 15-kHz
FM, respectively, in ordez to maintain the same voice quality. This
relationship is shown in Fig 13:13.	 -

—Sgd&n-

C/124d9	 18 dB -

—IITdBm -
(N- level (30 kIt FM) same voce quality

- 1236&n  - -	 .t-	 - .-. -

Flgre 13.13 The interference-plus-noise levels for 0- and 15-kHz FM
channels.-	 -	 - -.	 4	 0
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The number of cells in a frequency-reuse pattern. Let K be the number
of cells in a frequency-reuse pattern; then in 30-kHz systems,

q =	 = 4.6

K 7	 (for both noise-neglected and noise-included cases)

For a seven-cell reuse pattern operating in 15-kHz systems.

K = 2- J 13	 (q = 6.23)	 (noise-neglected case)
3	 16	 (q = 7.08)	 (noise-included case)

A 13- to 16-cell reuse pattern is needed.

Intersystem comparison of spectrum efficiency. If both the noise-in-
cluded and the noise-neglected cases are considered, then

7	 30-kHz FM system, both noise-included

K =	
and noise-neglected cases)

16	 (15-kHz FM system, noise-included case)
(13	 (15-kHz FM system, noise-neglected case)

The spectrum efficiency for both systems can be shown to be about
the same as follows:

= 473 channels per cell
	

(30-kHz FM)

666 = 41.63 channels per cell
	 (15-kHz FM, noise-included case)

13 = 51.2 channels per cell
	 (15 kHz FM, noise-neglected)

Increasing spectrum efficiency by degrading voice quality. If we accept
Cli = 18 dB for 15-kHz FM, this means that voice quality is degraded
by 6 dB. Then the cochannel interference reduction factor q becomes
approximately 4.6, corresponding to a frequency-reuse pattern of K =
7. Since the frequency channel is doubled, in a 10-Mhz system (666
channels)

2 x (number of 30-kHz FM channels per cell)
7

Therefore, voice quality is sacrificed to gain spectrum efficiency.



Sy5tan EvalualioM 417

Another approach is to increase the transmitted power of the 15-
kHz FM system by 6 dB. Then the C/I remains the same because the
interference is also increased by 6 dB. Therefore, no advantage to spec-
trum efficiency can be obtained by either increasing or reducing power.

13.5 Portable Units
All of today's system design tools are designed to improve the perform-
ance of cellular mobile units. Therefore, portable units become a sec-
ondary byproduct of the cellular system. Since very few systems in the
United States are designed mainly for portable units, it will be nec-
essary to study each existing system individually to determine
whether portable units are suitable for, it. Portable unit usage can be
adopted easily by some existing systems but not by others for many
reasons. If we find that portable units become very popular in an ex-
isting mobile cellular system, then we have to reconider some pa-
rameters used for the mobile cellular system to adapt to portable unit
usage. There are two parts to the calculation.

13.5.1 Loss due to building penetration
The loss (attenuation) when propagating an 800-fillt wave due to
building penetration is very high 3 Also, the structure-related at-
tenuation varies, depending on the geographic area. In Tokyo, the
path-loss difference inside and outside buildings at first-floor level is
about 26 dB. But in Chicago, the path-loss difference under the same
conditions is 15 dB as shown in Fig. 13.14.,

These variations are attributable to differences in building construc-
tion. In Tokyo, many supporting metal frames (mesh configuration)
are used in the building structures to allow the buildings to withstand
earthquakes. in Chicago, fewer supporting metal frames are needed
as there is less risk of earthquakes. Therefore, the building penetra-
tion is far less severe in Chicago than in Tokyo.

The same would apply to buildings in California. For instance, the
loss due to building penetration in Los Angeles would be higher than
that in Chicago but lower than that in Tokyo, because Los Angeles
has only a few high-rise buildings. In Los Angeles the penetration at
the first-floor level would be around —20 dB, as compared with the
received signals at mobile units outside at street level.

Signal attenuation at the building basement level in Chicago is 30
dB below the signal received from the street-level mobile unit. This
indicates that the signals do not penetrate basethent structures easily.
There are two ways to solve this problem..
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F*re 13.14 The building penetration losses in the Tokyo area and in the Chicago
area-

1. Select the cell site closest to those downtown buildings used for
conventions. Then calculate the received power for the portable units.
Let the cell coverage be at a radial distance R, with the receiving level
of CH = 18 dB at the cell boundary as designed. The same site will
be used for portable units. The receiving level of portable units is
CH = 10 dB because of the slow-motion or no-motion environment.
At the basement, the reception level of a portable unit is —30 + (18
- 10) = —22 dB, i.e., 22 dB weaker than that received at the cell
boundary R. Applying Eq. (4.2-1a), we obtain

40 log	 = —22 dB	 or	 B 1 = R(10 22140 ) = 028R (13.5-1)

From this calculation, the region in which the portable unit can be
used in the basement is confined to an area of 0.28R.

2. Install the repeaters (or enhancers) or leaky feeders to enhance
the signal strength inside the building.

7dB/octave

collected in Tokyo UOC

Log
ece
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13.52 Building height effect 	 -
Usually, the signal reception level increases as the height of the build-
ing where the antenna is located increases. Comparing the two mea-
surements from Chicago and Tokyo, we find that the slope (gain in-
crease) of 2.7 dB per floor (i.e., 2.7 dB gain per each floor-level
increment) can be a good value on which to base calculations regard-
ing suitability of portable unit usage. However, this value is valid only
up to the thirteenth floor. After that, a logarithmic 7 cIB/oct scale is
used. Now we start at the first floor.

First-floor region. Following the same procedure as when calculating
the signal strength in the basement region, we find the signal strength
requirements at the first floor inside the building for the portable unit
to be

—15 + (18 —10) = —7 dB
	

(Chicago)

—26 + (18- 10) = —18dB
	

(Tokyo)

—20 + (18 - 10) = —12 dB
	

(intermediate value)

Applying these findings to Eq. (13.5-1), we obtain

(Chicago)
(Tokyo)
(intermediate value)

	

- dB	

10.5R

0.6681?

	

40 log &	 —18 dB R1 =0.35R

	

1-121?	 dB 

Nth-floor region. The area serviced increases as a function of height
of 2.7 dB per floor below the thirteenth floor, where we see a gain
increase of 2.7 dB per floor, and above the thirteenth floor, 7 dO/oct is
used. We can calculatethe service area in Chicago as follows.

	

40 log	 - 7 + N(2.7)	 (in Chicago)

where N is the number of floors. The same procedures apply to Los
Angeles and Tokyo. In Table 13.4, we see that the service region in-
creases at higher floor levels. However, after the thirteenth. floor, the
increase in gain is very small. The difference between the two floors
from two cities becomes smaller for heights beycnd the thirtieth floor
(see Fig. 13.14).	 '	 .	 --	 - .
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TABLE 13.4 Buidhg Penetration Loss

Condition
Building penetration

Window alas
Ist-13th floors

13th-30th floors

Building penetration toss

+27 dB ('lbkyo)
+15 dB (Chicago)
+6 dB
2.75 dB/floor (Thkyo)
2.67 dB/floor (Chicago)
7 dB/cct (Tokyo and Chicago)

Shadow loss-

27 dB (Chicago)
(regardless of floor height)

*Shadow Iaqs is defined as the loss due to a building standing in the radio-wove path.

13.5.3 Interference caused
by portable wilts

Interference to the other portable units. The portable unit has a trans-
mitting power of 600 mW (28 dEm). The interference at the cell site
from two different portable units can be determined as follows. We
now can consider interference at higher floor levels (see Fig. 13.14).
We find that reception at the sixth floor is the same as that at street
level in Chicago and that reception at the eleventh floor is the same
as that at street level in Tokyo. Reception at the thirtieth floor in
Tokyo is 13 dB higher than that at street level.

A portable unit transmitter can transmit a signal to a cell site fol-
lowing line-of-sight propagation. A signal from a portable unit on the
thirtieth floor that is received by the cell site could interfere with the
reception of a signal from a portable unit on the eleventh floor. The
interference level for the portable unit on the eleventh floor is 13 dB.
The interference range becomes

20 log = —13 dB	 then R 1 0.2211

Since R1 = 0.2211, the portable unit used on the thirtieth floor at the
cell boundary R will not interfere with cell-site reception from a port-
able unit on the eleventh floor at 0.22 R away. If the power of both
units can be controlled at the cell site, the near-end to far-end ratio
interference of 13 48 can be reduced. We must be aware of this inter-
ference and find ways to eliminate it once we know its cause. A method
fo/this was described in Chap. 10. The selection of a method for elm-
mating interference is based on environmental factors such as build-
ing height and density, which vary from area to area.

Interference to the mobile units. Now assume that at the cell boundary
(the cell radius is R) the mobile unit received a signal at —100 dBm
and the reception level of a portable unit at the thirtieth floor is —87.



System EvakiatMfls 421

dBm (-100 + 13 40). If the cell site has a 10-W transmitter and a 6-
dB-gain antenna, then the transmitting site has an effective radiated
power (ERP) of 46 dBm. The path loss on a thirtieth floor of the cell

boundary becomes 133 dB (46 + 87). Now for calculating a reverse

path, the portable unit has a 600-mW (28-dBm) transmitter and the

mobile unit has a 3-W (35-dBm) transmitter. Then the signal received

at the 100-ft cell-site antenna is (28 - 133) = -105 dBm for the port-

able unit and (35 - 133 - 13) = -111 cIBm for the mobile unit. The
difference in received levels is 6 dB. This near-end to far-end ratio

interference can be eliminated by the frequency assignment and power
control of the portable units at the cell site.

13.5.4 Difference between mobile cellular
and portable cellular systems

It is very interesting to point out the differences in characteristics,
coverage charts, and system design aspects for mobile and portable
cellular systems.

Different charactâistics

Mobile units	 Portable units

Two-dimensional system 	 Three-dimensional system
Needs handoffs 	 No handoffi

Severe signal fading due to vehicle 	 No fading or mild fading if walking
movement

Gain changes with ground elevation 	 Gain changes with building height
L.oss due to multipath reflection	 Loss due to building penetration
Required C/i ^ 18 dB	 Required C/i 10 dBj
Power consumption is not an issue 	 Power consumption is a key issue
Attractive because of various features 	 Attractive because of their small size

-	 and light weight

Different coverage tharts. Using the Philadelphia path-loss curve

shown in Fig 4.3 with the standard condition parameters listed in Sec.
4.2.1, we can illustrate the differences in the coverage charts of mobile
units and portable units in urban areas, as shown in Fig. 13.15. The
receiver sensitivity of both units is assumed to be -117 dEn'. Also
assume that the required C/I of a portable unit is 10 dB, and the

required C/I of a mobile unit is 18 dB.. The mobile-unit coverage is
about 6 mi, while the portable coverages differ with building height,

as shown in Fig. 13.15. :The higher the building, the greater the cov-
erage range.
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Figure 13-15 Portable and mobile coverage.

Different design concepts. In mobile cellular systems, we try to cover
the area with an adequate signal from a cell site; then transmitted
power, antenna height and gain, and location are the parameters in-
volved. Reduction of both multipath fading and cochannel interference
is described in Chap. 6.

In a portable cellular system, the coverage range increases with the
height of the building. Therefore no fixed coverage range can be given
for the portable units. Also the cochannel interference reduction ratio
q Eq = DIR see Eq. (2.3-1)] for the portable cellular systems has no
meaning since the cell radius R changes with building height. If we
try to apply the design techniques for mobile cellular systems to port-
able cellular systems, the results are not very good. One way to look
at this problem is that each building structure offers less interference
inside the building. The lower the building, the greater the protection
from interference. Therefore we should not raise the transmitted
power and try to penetrate the building; rather we should take ad-
vantage of this natural shielding environment. Thus we should link
to each repeater (enhancer) mounted at the top of each building. Since
the buildings are tall, reception will be good because of the building's
height, and only a small amount of transmitted power is needed at
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the cell site (see Fig.'13.15) If.leaky cables or cables with antennas
(shown in Fig. 13.16) from the repeater are connected to each floor,
the signal in the whole building will be covered. This i5 the proper
arrangement, but it is also a different concept of designing a portable
cellular system.

13.6 Evaluation of Data Modem

13.6.1 Requirement
The data modem used• in the current analog system must meet the
following requirements.

1. Data transmissions have to use 30 kHz voice channels.
2. The SAT tone must be maintained at around 6000 Hz in voice chan-

nels. Then the transmission rate has to be either lower or higher,
but it must be clear from the 6000-Hz SAT.

3. The transmission rate cannot be lower than a rate 37 which lies in
the dominant random-FM region of f, C 2(V/X). This specification
is based on the vehicle speed Vand the wavelength of the operating
frequency. For instance, if V = 104 km/h (65 mi/h), and X = 1 ft
(at 850 MHz), then f = 2(VfX) = 190 Hz. This means that the
data modem transmission rate cannot be below 190 Hz because of

Flgtre 13.18 Proper arrangement for portable cellular system. t
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the unique random-FM characteristics in the mobile radio environ-
ment. When the mobile unit stops, the random FM disappears.

4. The same severe fading requires us to use redundancy, coding, au-
tomatic-repeat request (ARQ) scheme, diversity, and so on when
transmitting data. The current mobile cellular signaling transmis-
sion rate is 10 kbps. Using the BCH code with five repeats, the
data throughput is 1200 bits. However, the power spectrum density
of a 10-kbps data stream with a Manchester coding (a biphase
waveform) is spread out over the 6000-Hz region? If the SAT can-
not be detected because of the data modem, then the data modem
cannot be used.

5. Mobile unit (vehicular) speed is a significant factor.
a. Suppose that a car can be driven slowly while approaching a

stop but that it never stops. In this case, the average duration
of fades is very long. Most of the time, if the word is in the fade,
the whole word is undetected.

b. Suppose that a car can travel at a rate of 104 km/h (65 mi/h).
The number of level crossings at —10 dB (10 dB below average
power) is 65 crossings per second, and the average duration is
1.54 ms, as mentioned in Sec. 13.2.

Thus, a word length must be designed to fit in these two cases.
6. Handoff action is another factor in data modem design. Whenever

a handoff occurs, a piece of data information is lost. The average
would be 200 ms. The AItQ scheme would be useful for this
purpose.

7. The data modem must satisfy a specific bit error rate (BER) and
word error rate (WER) requirement. The BER is independent of
vehicle speed, whereas the WER is not. The higher the throughput
rate (baseband transmission rate), the higher the BER and WER.
However, there are two data modem markets.
a. Use of fast data rate—in real-time situations, a customer may

need quick access to data but may not need a high degree of
accuracy. Examples of such customers aie police agencies, real
estate agencies, etc.

b. Use of accurate data—for transmitting figures requiring a high
degree of accuracy, a slow data transmission rate is needed.
These customers need data accuracy more than fast acquisition,
as in banking or computer applications.

13.62 Testing
Any data modem operating in a cellular mobile unit must demonstrate
that its BER and WER satisfy the following conditions.
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1. The data modem should be tested while the mobile unit is parked
(stationary) at the side of the highway. Because the mobile radio
environment is very noisy, the spike noise resulting from ignition-
induced combustion and the sharp fades caused by the noise of
pssing trucks would also affect data transmission.

2. The data modem should be tested while the mobile unit is driven
at different speeds, say 5, 10, 45, and 60 niifh at the boundafy of
the cell.	 -

3. The data modem should be tested during handoff conditions. 	 -
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Chapter14
Introduction to

Digital Systems

14.1 Why Digital?

14.1.1 Advantages Of digital systems
In an analog system, the signals applied to the transmission media
are continuous functions of the message waveform. In the analog sys-
tem, either the amplitude, the phase, or the frequency of a sinosoidal
carrier can be continuously varied in accordance with the voice or the
message.

In digital transmission systems, the transmitted signals are discrete
in time, amplitude, phase, or frequency, or in a combination of any
two of these parameters. To convert from analog form to digital form,
the quantizing noise due to discrete levels should be controlled by
assigning a sufficient number of digits for each sample,and a sufficient
number of samples is needed to apply the Nyquist rate for sampling
an analog waveform.

One advantage of converting message signals into digital form is
the ruggedness of the digital signal. The impairments introduced in
the medium in spite of noise and interference can always be corrected.
This process, called regeneration, provides the primary advantages for
digital transmission. However, a disadvantage of this ruggedness is
increased bandwidth relative to that required for the original signal.

The increased bandwidth is used to overcome the impairment intro-
duced into the medium. An analogy to this is given in Sec. 14.1.2. in
addition to the cost advantage, power consumption is lower and digital
equipment is generally lighter in weight and more compact. In mobile

427
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cellular systems, there are more advantages in applying digital
technology.

14.12. Analogy to inodulallon schemes
We may apply the analogy of moving books to compare analog and
digital transmission: We may use a daily event to describe the differ-
ent modulation schemes in the communications field. Consider the
following scenario. On one side of a large hall, 20 books have been
piled up (signal to be sent). We want to move these books to the other
side of the hall end). Assume that the floor of the hall is not
slippery and is fiat (transmission medium). Then we would hire a
strong, muscular person who.could carry the 20 books with both hands
and safely transport them to the other side without dropping a single
book. This is analogous to a double sideband. The space which this
person is occupying is equal to the width of the person's shoulders, as
shown in Fig. 14.1a. If the person is very strong, one hand can be used
to carry the 20 books while the other hand can be used to carry some-
thing else. This is analogous to a single sideband. If the floor in the
middle of the hall contains many water puddles and (or) bumps, this
is analogous to a rough medium. We might not hire a strong adult to
carry the books because we might be afraid that the person would fall
and drop all the books in the middle of the hall. Therefore, we might
hire 10 children, each one carrying two books as seen in Fig. 14.1b.
Among 10 children, perhaps only 1 or 2 might fall in the middle of the
hall drop the books. But most of the books will be carried to the
other side of the hail. The 10 children, each carrying two books, is
analogous to frequency modulation (FM). Spreading the signal into a
wide spectrum (children) applies the first principle of using "spread
spectrum" in FM.

A similar analogy is shown in Fig. 14,1c. Besides puddles and
bumps, there are three guard jammers to stop anyone from bringing
books over to the other side of the hail. In such a case we would have
to hire as auy as 20 children, each carrying one book and running
against the guards. Some of the children may fall because of the pud-
dles and bumps and some may be blocked by the guards, but most of
the books will arrive on the other side of the hall.

If a force of 20 children is not sufficient to carry the books to the
other side, then we must hire at least 40 children, each carrying half
a book. This is the concept of spread spectrum. The spread-spectrum
technique is used for combatting iough media 'and enemy jammini in
military communications.

In each modulation scheme, energy must be confined within a spec-
ified bandwidth. In this chapter we will demonstrate the regular mod-



Introduction to Digital Systems 	 429

SOO

Smooth ground

(a)

IL" Rough ground	 fl

r.gise 14.1 Analogy between radio transmission and moving blocks (a)
Walking over smooth ground; (1,) ground with rough conditions; (c) ground
with rough conditions plus blocks.

ulation schemes, phase shift keying (P3K) and frequency shift keying
(FSK). We will also demonstrate how the schemes, MSK, GMSK, and
GTFM can be applied to confine energy when transmitting a signal in
the medium. The analogy can be extended to the adult or child who
saves space while carrying books (Fig. 14.2a). The adult carrying the
books (Fig. 14.2b) is taking too much space, and this method is not
recommended. Common sense indicates that if the person wants to
carry books through a crowd, the approach illustrated in Fig. 14.2a is
more suitable than that illustrated in Fig. 14.2b. This analogy has
been presented in the hopes of stimulating the readers to think about
modulation schemes.
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Figure 14.2 Analogy between space utilization and spec-
trum efficiency. (a) A satisfactory space utilization. (M-9K
GMSK, or GTFM), (6) unsatisfactory space utilization
(P510.

14.2 Introduction to Digital Technology

14.2.1 Digital detection
There are three forms of digital detection: coherent detection, differ-
entially coherent detection, and noncoherent detection. Coherent de-
tection requires a reference waveform accurate in frequency and
phase, and the use of a phase-coherent carrier tracking loop for each
modulation techique. In a mobile radio environment, noncoherent de-
tection is much easier to implement than coherent detection is. A form
of detection that is intermediate in difficulty of implementation is
called differential PSK. Differential P3K does not need absolute car-
rier phase information, and it circumvents the synchronization prob-
lems of coherent detection. The phase reference is obtained by the
signal itself, which is delayed in time by an exact bit of spacing. This
system maintains a phase reference between successive symbols and
is insensitive to phase fluctuation in the transmission channel as long
as these fluctuations are small during each duration of a symbol in-
tet"aI T. In differntial binary-phase shift-keying (DBPSIS) symbol is
a bit. The weak point of this scheme is that whenever there is aa esrc
in phase generated by the medium, two message error bits will result.

There are several aspects of digital detection.1

Carrier recovery. Carrier recovery for the suppressed carrier signal
A) sin (woE) plus noise n(t) can be obtained by two methods. A squar-
ing or frequency-doubling loop can be used (see Fig. 14.3). The loop
contains a phase-locked loop as shown in Fig. 14.4. The phase-locked
loop maintains a constant phase 4 ,,, of cos(2iif6t + $), which is the
recovered carrier. Another carrier-recovery technique uses the Costas
loop, which generates a coherent phase reference independent of the
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Figure 14.3 Block diagram of the square-law carrier-recovery technique.

binary modulation by using both in-phase and quadrature channels.
The Costas loop (Fig. 14.5) is often preferred over the squaring loop
because its circuits are less sensitive to center-frequency shifts and
are generally capable of wider bandwidth operation. In addition, the
Costas loop results in circuit Simplicity.

Carrier-phase tracking (phase-locked loop). Carrier-tracking accuracy
depends on several system parameters, including the phase noise in
the carrier introduced by various oscillator short-term stabilities, car-
rier-frequency drifts, carrier-tracking-loop dynamics, transient re-
sponse, the acquisition-performance requirement, and the signal-to-

A: cwot+nIIlia

Square
X2	 VC0

multiplier

-00d tor
x	 Loop filter

Figure 14.4 Phase-locked oscillator.
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Figure 14.5 Costas loop 05K carrier-recovery, circuit and hit detector;
the phase error is defined as 4' A 0 - 0. The decision-directed configu-
ration is shown in clashed lines-

noise ratio SIN in the carrier-tracking loop. The phase-locked loop in
the carrier-recovery tracking loop must have sufficient noise band-
width to track the phse noise of the carrier. For a given carrier-phase--
noise spectrum, one can compute the phase-locked-loop noise band-
width B required to track the carrier. Clearly, too large a noise
bandwidth can permit the occurrence of the thermal noise effect.

Phase-equalization circuts—for cophase combining

1. Feedforward. A circuit itsing two mixers to cancel random FM can
be used (see Fig. 14.6a) as a phase-equalization circuit in each
branch of an N-branch equal-gain diversity combiner.

2. Feedback- A modified circuit from the feedforward circuit is shown
in Fig. 14.6b. This circuit is also used for each branch of an N-
branch equal-gain diversity combiner. The feedback combiner is
also called a Granlund combiner.

3. The total combining circuit. As shown in Fig- 14.7, either a feed-
back or a feedforward circuit can be used in the combiner to form
a two-branch equal-gain combiner. The circuit connects to a coher-
ent match-filter receiver for BPSK as shown in Fig. 14.8.
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Fign itS Cophase combining techniques. (a) Feed-
forward cophase combining; (b) feedback cophase
combining.

Bit synchronization. Power-efficient digital receivers require the in-
stallation of a bit synchronizer. Bit synchronization commonly applies
self-synchronization techniques, that is, it extracts clock time directly
from a noisy bit stream. There are four classes of bit synchronizer.

1. Nonlinear-filter synchronizer. This open-loop synchronizer is com-
monly used in high-bit rate links which normally operate at high
signal-to-noise ratios.

2. The data-transition tracking synchronizer. This closed-loop syn-
chronizer combines the operations of bit detection and bit synchro-

Front end	 I	 -• -
with

random FM
removed	 Channel

comb nor

(to Fig. 14.0)

Front end
with

random FM
removed

r.gn 14.7 A two-branch diversity recoiver
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Figure 14.8 Coherent matched-filter receiver for BPSK

nization. It can be employed at low signal-to-noise ratios and me-
dium data rates.

3. Early-late synchronizer This synchronizer uses early- and late-
gate integral and dump channels, which have absolute values. It is
simpler to implement than the data-transition tracking synchro-
nizer and less sensitive to de offsets.

4. Optimum synchronizer. This synchronizer provides an optimal
means of searching for the correct synchronization time slot during
acquisition. However, this approach generally is not practical.

14.2.2 Modulation for digital systems
There are several aspects of digital modulation, and they are described
below.

Requirements. Basic digital modulation techniques are amplitude-
shift keying (ASK), frequency-shift keying (FSK), phase-shift keying
(PSK), and hybrid modulation techniques involving amplitude, fre-
quency, and phase-shift keying.

In mobile cellular systems, the selection of digital modulation for
radio transmission involves satisfaction of the following reo'iren,ents:
(a) narrower bandwidths, (b) more efficient power utilization, and (c)
elimination of intermodulation products.

Narrower bandwidths. For all the forms of modulation, it is desir-
able to have a constant envelope and, therefore, utilize relatively
narrower bandwidths. In these cases, FSK and P3K are recom-
mended. For example, multiphase-shift-keying (MPSK) for large
values (M> 4) has greater bandwidth efficiency than does BPSK or
QFSK but power use is less efficient.
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More efficient power utilization. It is preferable to provide more
channels for a given power level. Therefore, enhanced power utili-
zation is essential. Besides, the FCC has limited the total power
(100 W) to be radiated from each base-station antenna. This limi-
tation governs the number of channels which can be served given
the power allowed for each channel.
Elimination of intermodulation products. QPSK is commonly used
with a transmission efficiency of about 1 to 2 bps/Hz. This value
has been found to offer satisfactory trade-off between efficient fre-
quency utilization and transmitter power economy. However, in mo-
bile radio links, when nonlinear class C power airwlifiers are used,
any spurious radiation should be supprssed. For reducing the spu-
rious signals, we are selecting a constant or low-fluctuation envelope
property. There are two types of broadly classified modulations.

Modulation schemes. There are several modulation schemes.

1. Modified QPSK. There are two kinds of QPSK besides a regular
QPSK with restricted phase-transition rules.
a. QPSK. The conventional QPSK shown in Fig. 14.9a has phase

ambiguity. The ideal QPSK signal waveform

A sin[wi + O(t)] = ±	
(	 +	 ±	 +

Cos Wd

(1&2-1)

where °m = (0, ,t12, r, 3ir/2) and the value of °m should match
the sign of Eq. (14.2-1); that is, 0,,, = 0 for (+, +), 0,,, = 7/2 for
(+, —), 0,,, = zr for (—, +), and 0,,, = 3rf2 for (—, —).

Bit pair	 Absolute phase

00	 0
01

10	 3,r/2

b. Offset QPSK (OQPSK). This scheme is a QPSK, but the even-
bit stream is delayed by a half-bit interval with respect to the
odd 1 bit as shown in Fig. 14.9b.

c. rr14-shift QPSK A phase increment oNr/4 is added to each sym-
bol shown in Fig. 14.9c.

Both OQPSK and zr/4 shift QPSK have no r.-phase transition;
therefore, no phase ambiguity would occur as in QPSK. How?ver,
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Figure 14.9 Modulator constitution and signal-space diagrams of (a) conven-
tional QPSK, (b) offset QPSK. and (c) a/4 shift. (After Hirade et at, Ref 2,

p. 14.)

intrinsically they produce a certain amount of residual envelope
fluctuation. Sometimes, a phase-locked loop (PLL) is inserted at the
modulation output to remedy this problem.

2. The diffèrentiat encoding of QPSK (DQPSK). This is the same as
in DUSK, but the differential encoding of the bit pairs selects the
phase change rather than the absolute phase. However, DQPSK
has phase ambiguity just like QPSK.

Bit pair	 Phase changes

00	 0
01
11	 iT

10	 3ir/2
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The QPSK carrier recovery would be slightly different than that of
BPSK.2

3. Modified FSK—continuous-phase frequency-shift-keying (CP-FSR)
with low modulation index
a. Minimum-shift-keying (MSK)—also called fast FSK (FFSK)
b. Sinusoidal FSK(SFSK)
c. Tamed FSK (TFSK) or tamed frequency modulation (TFM)
d. Gaussian MSK (GMSK)
e. Gaussian TFM (GTFM)

Since all the schemes listed above are CP-FSK (and have a low mod-
ulation index, they intrinsically have constant envelope properties,
unless severe bandpass filtering is introduced to the modulator output.
In MSK the frequency shift precisely increases or decreases the phase
by 930 in each T second. Thus, the signal waveform is

+21H .— M ct<Tsin 
K	

n 
s dt+ nitSW =	

)
Jo '	 2

where

1' for a data bit I
si 

= 1	 i	
( 142-2)

= —	 for a data bitO1
or

	

s(t) sin (
	 nniTt=	 —I	 (14.2-3)

2	 2T,

or

S(t) = cos (±j) sin	
+	

) + sin (±j) cos

Comparing Eq. (14.2-1) with &j. (14.2.33; we find that the two equa-
tions are very similar. In fact, the phase-modulation waveforms of the
I. and Q-channel modulations of OQPSK are modulated by sine and
cosine waveforms, and thus the output will be identical to that of
MSK. Note that it is necessary to modulate both the I and Q channels
during each bit interval to retain the constant envelope of 8(t).

Because the phase is continuous from bit to bit, the spectral side-
bands of MSK or OQPSK fall off more rapidly than in BPSK or QPSK
(see Fig. 14.10). Although MSK demonstrates a superior property in
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Figure 14.10 Power spectrum density functions of QPSK. MSK,
SFSIC, and TFM. (After Hirade at at, Ref. 2, p. 15.)

terms of its out-of-band spurious spectrum suppression without any
filtering, its out-of-band spurious spectrum suppression will not sat-
isfy the severe requirements in the single carrier per channel (SCPC)
communications. The sharp edges in MSK phase-transition trajecto-
ries (Fig.14.11) can be smoothed by some premodulation baseband fil-
tering. The SFSK shows a smoother phase transition than does the
MSK but little improvement in the suppression of out-of-band spuri-
ous spectrum. The TFM is a modified MSK using the partial response
encoding rule as the phase-transition rule. The smoothed phase tra-
jectory of TFM is shown in Fig. 14.11. The outstanding suppressions
for the out-of-band spectrum of TFM is shown in Fig. 14.10. However,
this outstanding suppression of the out-of-band spurious spectrum can
be nhieved by using a suitable premodulation baseband filtering on
MSIC, such as a baseband gaussian filtering, as shown in Fig. 14.12.
The GMSK with B6T = 0.2 has the same power spectrum density
curves as does TFM, where Bb is the baseband bandwidth. Further-
more, GMSK is easier to implement than TFM.

The following parameters are defined and are in the figures that
follow.

Bi	ideal bandpass
B	 channel separation (bandwidth)

Tb	 bit rate of voice coding = 1/T
liT	 transmission bit rate (16 lcbps)
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Figure liii Phase-transition trajectories of MSK, SFSK, TflI, and
GMSK (After Hjr-ode et aL. Ref. 2, p. 15.)

B,T	 normalized bandwidth of the ideal bandpass filter
bT	 normalized bandwidth of a gaussian filter

Figure 14.13 shows the fractional power in percentage of GMSK
signal exceeding the normalized bandwidth BT with different values
of B6T (B6T = w means no filter). This becomes conventional MSK.
Figure 14.14 shows that the relative power radiated in the adjacent
channel for B,T is equal to 1.5. Let B, = 30 kHz, then the bit rate
fb = ( lIT) = 20kbps. For a normalized filter bandwidth B6T 0.24
or B6 = 4.8 kHz, and the relative power in the adjacent channel is
–60 dB.
4, 16-QAM and code modulation—these two modulations are not con-

stant envelop modulations, but both can achieve better spectrum
efficiency. The readers can read Proakis' book" if interested.

Demodulation. When the signal is received, we would like to know the
performance of the various demodulation schemes. Some demodula-
tion schemes are better than others regardless of what the modulated
signal is like. The orthogonal coherent detector proposed by de Buda'
can be used for both MSK and TFM.

BEE performance is always a good criterion for the comparison of
different modulation schemes. Measured BEE performance is shown
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Figure 14.12 Power spectrum density functions of GMSLC (After Hi,
ode at at., Ref 2, p. 15.)

in Fig. 14.15 with a normalized channel bandwidth BT 0.75. The
family of curves show the BElts for the different filter bandwidths.
Also, TFSK (TFM) is plotted for comparison. GMSK with the filter
bandwidth of BT = 0.19 is superior to TFSK. However, one disad-
vantage of narrowing the channel spectrum is increasing the BElt,
that is, degrading performance. Sometimes we have to consider
whether it is worthwhile to use a gaussian filter.

14.3 ARC Techniques

14.3.1 Different techniques
Automatic-repeat-request (ARQ) techniques include the coding and re-
transmission request strategy for delivering a message. Preceding the
message is a header which contains the source and destination ad-
dress and useful routing information. Every ARQ message must have
a header. There are two principal ARQ techniques.

1. Stop-and-wait L4RQ. The message originator stops at the end of
each transmission to wait for a reply from the receiver (see Fig.
14A6a). Then the following steps can be taken.
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Figure 14.15 Measured HER performance. (After Hirode et
at., Ref 2, p. 17.)

a. No forward error correction is used—.ARQ(a).
b. Both forward error correction and error detection coding are

used—ARQ(b).
c. Error-detection parity bits are sent, but not the forward error-

correction parity bits, which assumes that the probability of an
error-free message is great—ARQ(c).

2. Selective retrar&srntss ion. When many words are transmitted at
or Ce, each word individually can apply error detection, not the mes-
sage as a whole. Only those words containing detected errors are
sent back. This scheme is called selective retransmission. Selective
retransmission with ARQ(b) is shown in Fig. 14.16b. Selective re-
transmission with ARQ(c) is shown in Fig. 14.16c.

14.3.2 The expected number of
transmissions

Stop-and-waft ARO [apply ARQ(a) and ARQ(b) only]. Let Pe, be a word
error rate (WER),and let a message consist of N words. Now the re-



Introduction to Digital Systems 	 443

T	 A	 I	 T	 R	 I	 R

	

fT1IPacketI ii	
lPackelI [r
	 lpackel I

	

Ii	 Ii	 1	 I	 2Ii	 I

(a)

A	 I	 A T	 R T A

l235W 7 M 9 Rfr]W6j8 l F R}( R

II2I31xi51A 7J4 aI1OI kt IMT1 F1
ACK—Acknowiedge
NAK—Negalive acknowledge

No response
(C)

Figure 1416 ARQ transactions. (a) Stop-and wait ABQ; (b) selective retransmission with
ARQ(b): (c) selective retransmission with ARQ(c).

quired number of transmissions depends on all N words being suc-
cessfully transmitted. The expected number of transmissions is

1
EN = (1 - ewt?	

(14.3-1)

assuming independence errors between words and that all words have
the same P_. This assumption can be considered valid for cases where
vehicle speed is high. Equation (14.3-1) indicates that the number of
transmissions EN increases more quickly with increasing the message
length, that is, as N increases. Equation (14.3-1) is plotted in Fig. 14-
17a.

Selective retransmission (ST) with ARQ(b). Assume that the number of
transmissions of one word is independent of the number of transmis-
sions of any other word. The expected number of transmissions re-
quired for sending an N-word message with fewer than i transmis-
sions is

EN = > Li - (1 -	 (14.3-2)

Equation (14.3-2) is plotted in Fig. 14.17b. By comparing Fig. 14.17a
with Fig. 14.17b, we see that stop-and-wait ARQ would require a
greater number of transmissions to deliver a message than would se-
lective retransmission with the same block error probability.
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Figure 14.17 Expected number of transmissions for different kinds of ARQ (a) ES),
expected number of transmissions to deliver an N-block message for stop-and-wait ARQ.
(6) E(H), expected number of transmissions to deliver an N-block message for SET
ARQ(b). (c) F(S) expected number of tisasmissions to deliver a 10-block message for
SET ARQ(c) for various retransmissiorifailu,-e orobabilities.

Selective retransmission (SAT) with ARQ(c). In this scheme, ARQ(c) de-
fined in the stop-and-wait ARQ is applied to the selective retransmis-
sion scheme. Let the first-transmission probability be P, and a re-
transmission probability be P2 . The expected number of transmissions
required for sending an N-word message with fewer than i transmis-
sions is

EN = 1 +[1 - (1 - P5P 2Y1 	 (14.3-3)
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Because the forward error correction is added to retransmission, P2 is
smaller than P1. Let P2 be a positive integer power of P1 ; that is,
P2 = P, where k represents the various pwers of the feedforward
error correction code. Equation (14.3-3) is plotted in Fig. 1417c for
N = 10. When k = 1, the curve shown in Fig. 14.17c is the same as
N = 10 in Fig. 14.17b.

14.3.3 Transmission Efficiency R

The transmission efficiency is the ratio of the number of information
bits to the total number of transmission bits. Let a message consist of
N words, where B is number of bits per word, and

B = H + L	 (14.3-4)

where H is the header bits and L is the information bits- Then

Stop-and-wait ARQ technique

NL
R =

	

	
(14.3-5)

(H + NB)EN 

where E1 , is as shown in Eq. (14.3-1).

Selective retransmission

= NL
1? 

	

	
(14.3-6)

HEN + NBE1 

where EN is as shown in Eq. (14.3-2) and

E=
., 1	 (14.3-7)

Selective retransmission with ARQ(c)

NL
R =
	 NBE1HEN -I-	

(14.3-8)

where EN is as shown in Eq. (14.3-3), and E1 is

= 1 +	 11 - (1 - PiP -2 )J	 (14.3-9)
i2
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14.3.4 Undetected error rates

In the previous sections, we saw that each transmission results in one
of two outcomes, success or failure. This is called "hard detection."
There is also a "soft detection." In soft detection three probabilities
per transmission are denoted: P (success), P (detected error), and P.
(undetected error) per word. When each of these probabilities is iden-
tified for each transmission, then we can perform further calculations.

Stop-and-waft ARO [apply ARQ(a) and ARQ(b)]. We can find the unde-
tected error probability per single-word message.

P. = P.
	 (14.3-10)

where

Pc	 1 - P,	 (14.3-11)

and

Pew 2" (14.3-12)

where m is the number of error-detection parity bits. The undetected
error: probability per N-word message is

1 - (1 -
P. = 1 ± (1 - Pewfl2 - 1) (14.3-13)

Selective retransmission. In this technique, we consider b parity bits
per each word instead of m parity bits for the whole message. The
probability of undetected error for a single-word message is

P. 
=ewC _26) ;;	 (1t3-14)

The probability of undetected error for a N-word message is

I-

	

	 P0W

	] 

N	

(14.3-15)
P (1 - 2 b) + 26ow

P = -

The word error rate P0 is a function of vehicle speed. Since the word
error rate P., is derived from the bit error rate, each bit in error can
be dependent on or independent of the adjacent bit error related to
the vehicle speed. Therefore, the word error rate is not easy to obtain.
Any oversimplified model may give incorrect answers. We can obtain
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the word error rate from two extreme cases, one assuming that the
speed approaches infinity and the other assuming that the speed ap-
proaches zero as described in Chap. 13.

14.4 Digital Speech°

Since digital technologies have evolved, an important study focuses on
efficient methods for digitally encoding speech. Speech quality implies
a measure of fidelity, which is difficult to specify qualitatively because
human perception is involved. The two criteria used are

What is being said (low fidelity accepted by military systems)
Who says it (high fidelity important to commercial systems)

For instance, a military system examiner who comments that some-
one's speech quality is excellent may be referring to intelligibility and
low system noise. It is irrelevant who speaks on the other side (of the
examiner) or that the examiner has never spoken to this person
before. -

14.4.1 Transmission rates in
speech coding
These rates are totally dependent on quality characterizations such
as toll quality, commentary quality, communications quality, synthetic
quality. We may use the mean opinion score (MOS) referred in Sec.
1.5.1 to grade the voice quality.

1. Toll quality (4 C MOS <4.5). An analog speech signal is of toll
quality when its frequency range is 200 to 3200 Hz; its signal-to-
noise ratio is greater than or equal to 30 dB; and its harmonic
distortion is less than or equal to 2.3 percent. Digital speech has
to have a quality comparable to that of the toll quality of an analog
speech signal.

Toll-Quality Transmission
Coder	 kbps

Log PC?'!	 56
AD?,!	 40
ADPCM	 32
Sub-band	 24
Pitch Predictive ADPCM	 24
APC, ATC, 'DV, VEV	 16

2. Commentary quality (MOS > 4.5). In general, the signal at bit
rates exceeding 64 kbps generates a commentary-j -ia&y speech
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signal which is better than toll quality, but the input bandwidths
are significantly 'wider than in a noncellular telephone system (up
to 7 kHz).

3. Communications quality (3 < MMOS C 4). At rates below 16
kbps, the signal in the range of 7,2 to 9.6 kbps is a communications-
quality speech signal. The signal is highly intelligible but has no-
ticeable reductions in quality and speaker recognition.

Corn munincations-Quality
Transmission

Coder	 kbps

Log PCM	 36
ADM	 24
ADPCM	 16
Sub-band	 9.6
APC, ATC, cAT, VEV	 7.2

4. Synthetic quality (2.5 C MOS C 3). At 4.8 kbps and below, the
signal provides synthetic quality and speaker recognition is sub-
stantially degraded.

Synthetic-Quality
Transmission

Coder	 kbps

CV, LPG	 2.4
Orthogonal	 1.2
Formant	 0.5

14.4.2 Classes of coder
There are two classes of coder: waveform coders and source coders.

Waveform coders. The speech waveform can be characterized by

1. Amplitude distribution (in time domain)

2. Autocorrelation function (in time dnain)

3. Power spectral density (in frequency domain)

4. Spectral flatness measure (removing redundancy in speech
waveform)

5. Fidelity criteria for waveforms

Coding noise = (coding error)2 di
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where the coding error is equal to the amplitude difference (sam-
ples of a coded waveform minus the original input waveform).

The signal-to-noise ratio is expressed as

S- 1U'w" waveform)2
- [ coding noise

There are two types of speech waveform coders.

1. Time-domain coders. Pulse code modulation (PCM), differential
pulse code modulation (DPCM), and delta modulation (DM) are
commonly used. Adaptive predictive coding (APC) in time-domain
coding systems is limited to linear predictors with changing coef-
ficients based on one of the following three types:
a. Spectral fine structure—in more periods
b. Short-time spectral envelope—determined by the frequency re-

sponse of the vocal tract and by the spectrum of the vocal-cord
sound pulses

c. Combination of types a and b
In time-domain coders, speech is treated as a single full-band sig-
nal: in time-domain predictive coders, speech redundancy is re-
moved prior to encoding by prediction and inverse filtering so that
the information rate can be lower.

2. Frequency-domain coders. The speech signal can be divided into
a number of separate frequency components, and each of these com-
ponents can be encoded separately. The bands with little or no en-
ergy may not be encoded at all. There are two types of coding:
a. Subband coding (SBC). Each subband can be encoded accord-

ing to perceptual criteria that are specific to that band.
b. Adaptive transform coding (ATC). An input signal is seg-

mented and each segment is. represented by a set of transform
coefficients -which are separately quantized and transmitted.

Source coders—vocoders. The synthetic quality of source vocoder
speech is not appropriate for commercial telephone application. It is
designed for very low bit-rate channels. Vocoders use a linear, quasi-
stationary model of speech production.

Sound source characteristics. The sound can be generated by voiced
sounds, fricatives, or stops. The source for voiced sounds is repre-
sented by a periodic pulse generator. The source for unvoiced sounds
is represented by a random noise generator.' They are mutually
exclusive.
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System characterization. The acoustic resonances of the vocal tract
modulate the spectra of the sources. Different speech sounds corre-
spond uniquely to different spectral shapes- Vocoders depend on a
parametric description of the vocal-tract transfer functions.

1. Channel vocoder—speech signal evaluated at specific frequencies
2. LPC (linear prediction code) vocoder—linear prediction coefficients

that describe the spectral envelope
3. Formant vocoder—specified frequency values of major spectral

resonances
4. Autocorrelation vocoder—specified short-time autocorrelation func-

tion of the speech signal
5. Orthogonal function vocoder—specifies a set of orthonormal

functions

Frequency-domain vocoders. A single coder is called a channel uocoder
Instead of transmitting the telephone signal directly, only the spec-
trum of each speech signal is transmitted; 16 values along the fre-
quency axis are needed. Each takes 20 ms and requires a bandwidth
of 11(2 x 20 ms) = 25 Hz and the total frequency requirement is (16
X 25) or 400 Hz, which is one-tenth of the bandwidth of the speech
signal itself.

Time-domain vocoders. Speech samples would have to be spaced 11(2
x 4000) = 0.125 ms apart, which would require 30 samples to ensure
a good quality. Then the frequency requirement is 30/(2 X 0.125 ms)
or 120 kHz. For digital transmission, the number of bits per con-ela-
tion sample used by a time-domain vocoder should be about twice as
high for spectral samples in frequency-domain vocoders. Therefore,
time-domain vocoders are not desirable. Yet, one of the most successful
innovations in speech analysis and synthesis is linear predictive cod-
ing (LPC), which is based on autocorrelation analysis.

LPC vocoders. LPC vocoders constitute an AFC system in which tM
prediction residual has been replaced by pulse and noise sources. For
the telephone band, the number of predictor coefficients is 8. For low-
quality voice, the number can be as small as 4. The RELP (regular-
pulse excited LPC) used by GSM, the VSELP (Vector-sum excited
LPC) used by TDMA (IS-54) and the modified VSELP used by CDMA
all have ten coefficients.

Hybrid waveform coders-vocoders. A hybrid arrangement of SBC, APC,
and LPC is coming into vogue where a portion (lower-frequency band)
of the transmission is accomplished by waveform techniques and a
portion (upper-frequency band) by voice-excited vocoder techniques.
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14.4.3 Complexity of coders
A relative count of logic gates is used to judge the complexity of the
coders as follows:

Coder

adaptive delta modulator
adaptive differential PCM
aubband coder (with CCD filters)
pitch-predictive ADPCM
adaptive predictive coder
adaptive transform coder
phase vocoder
voice-excited vocoder
linear-predictive coefficient (vocoder)
channel vocoder
LPC vocoder with orthogonalized coefficients
formant vocoder
vocal-tract synthesizer, synthesis from printed English
text

Relative
complexity

1
	 ADM:

1
	 ADPCM:

5
	

Sub-band:

	

5
	 P-P ADPCM:

	

50
	 APC:

	

50
	 ATC:

50

	

50
	 VEV:

	

100
	

LPC:

	

100
	

CV:

	

200
	

Orthogonal:

	

500
	

Formant:

	

1000
	

Articulatory:

Of these coders, LPC is attractive because of its performance and de-
gree of complexity.

14.5 Digital Mobile Telephony

145.1 Digital voice in the mobile
cellular environment
Since voice communication is the key service in cellular moble sys-
tems, when we think of the digital systems, we must think of a digital
voice.

In present-day mobile cellular systems, transmission of a digital
voice in a multipath fading environment is a challenging job. The ma-
jor considerations in implementing digital voice in cellular mobile sv'r-
tems are discussed below, along with a tentatively recommended
transmission rate for the cellular mobile system.

Digital voice in the mobile radio environment

1. The criterion for judging a good digital voice through a wire line is
employed in three existing digital voice schemes.
a. In a continuously variable step delta <CVSD) modulation

scheme, the present transmission rate is 16 kbps. This is not
toll-quality voice transmission and is commonly used by the
military.
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Ii. In a LPC scheme, the present transmission rate of 2.4 kbps pro-
vides a synthetic quality voice, but a rate of 4.8 kbps using vec-
tor quantization may provide a communications-quality voice.
A rate-of 16 kbps can provide a toll-quality voice. 19

c. In a pulse code modulation (PCM) scheme, the present trans-
mission rates of 32 kbps and 64 kbps are commonly used; 32
kbps is used by the military while 64 kbps is used commercially.

Of the three schemes, LPC seems most attractive because of its low
transmission rate. However, LPC is more vulnerable in terms of
distortion to the mobile fading environment.

2. Digital voice has to be processed in real time, which imposes con-
straints on the digital processing time. This adversely affects LPC
but not CVSD.

3. When sending a digital stream (voice) through a radio channel in
a fading environment, in general, an LPC scheme needs more code
protection than CVSD scheme does because LPC is not imple-
mented in a continuous waveform in either the frequency domain
or the time domain while CVSD is implemented in a continuous
waveform in the time domain.

4. Because the mobile unit is moving, sometimes rapidly, sometimes
slowly, insertion of extra synchronization bits is needed in the nor-
mal digital stream.

Considerations for a digital voice transmission in cellular mobile system.
The following factors are significant.

Digital transmission rate
a. Present cellular signaling rate. The present signaling format is

designed on the assumption that the mobile unit moves at an
average of 30 mi/h and that the transmission rate is 10 kbps.
The 21 synchronization bits (10 synchronization bits and 11
frame bits) occur in front of every code word of 48 bits to ensure
that the bits are not falling out of synchrony before the i*esyn.
chronization takes place.

b. Consideration of LPC scheme. If a rate of 4.8 kbps using LPC
for a communications-quality voice is accepted its rate is almost
half of the present transmission rate, and at this transmission
rate a 48-bit word would be acceptable in a fading environment.
The resynchronization scheme for a mobile receiver should take
place in front of every code word of 48 bits [(21 synchronization
bits) + (a code word of 48 bits) = 69 bits]. The number of syn-
chronization bits is almost half the number of bits in a code
word. Therefore, the transmission rate would be approximately
(4.8 X 1.5)	 7.2 kbps.
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c. Redundancy of transmission. The protection of synchronization
in a mobile radio environment is not sufficient. If the digital
stream west to occur in a signal fade, partial or whole code
words would be lost. In order to prevent fading, redundancy of
transmission is often used. We would take a minimum redun-
dancy scheme; for example, we would transmit the same mes-
sage bits three times and take a "2-out-of-3 majority vote" on
each bit to minimize the fading impairment of the message bits
For LPC of 4.8 kbps, an RF transmission rate of (4.8 kbps x 1.5)
3 = 21.6 kbps is needed.* It is reasonable for a 30-kHz channel
to carry a transmission rate of 21.6 kbps over a severe fading
medium. When an 1ff transmission rate is given, the channel
bandwidth can be narrower with a trade-off of transmitted pow-
ers. This point has been described in Sec. 13.4.8.

d. Modulation, diversity, coding, ARQ, and scrambling. Diversity
and modulation can help in reducing the RF transmission rate
for the digital voice. However, ARQ schemes, fancy coding
schemes, and complicated scrambling schemes cannot be imple-
mented for voice transmission. This is because the digital voice
must be processed in real time, and these three schemes usually
require a fair amount of time for processing. These schemes can
be used for data transmission.

2. Word error rate. In the multipath fading environment, the bit er-
ror rate P, is not the only parameter for voice-quality measure-
ment; the word error rate P. is also important and varies with
vehicle speed. However, information on the word error rate for
transmission of digital voice over a mobile radio environment only
appears in two extreme cases (see Sec. 13.2.3). Assume that we
know the required P and I',,,. We can convert P and P,, to a re-

quired carrier-to-noise ratio C/N. If a two-branch diversity scheme
is applied after a 2-out-of-3 majority-vote redundancy scheme has
been used, the bit error rate of 10 -3 in a relatively slow fading case

requires a C/N level of approximately 15 dB. With the C/N level,

a word error rate of a 40-bit word is about 10 -3 (see Fig. 13.3a). In
general, if the word error rate is the same as or lower than the bit-
error rate for a given C/N, the C/N level is acceptable. In our case,

P and P are the same at C/N = 15; therefore, the C/N = 15 dB

is justified.
3. Relationship between C / N and E b IN.. The relationship between

the carrier-to-noise ratio C/N, the
ratio E6 /N0, the transmission rate R, and the bandwidth B can be

expressed as

Applying diversity schemes can reduce this rate.
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C ER=	 (14.5-1)
N N0B

When the number of levels C/N increases, the bandwidth de-
creases. Keeping Eb/No constant, we see that when the bandwidth
decreases, the required carrier-to-noise ratio C/N increases. Pre-
viously we calculated that C/N = 15 dB works for a two-level (bi-
nary) system. If the number of levels increases, the C/N will be
higher than 15 dB.

Example 14.1 Let Eb IN0 = 15 dB for a two-level system and R. and B. be the
transmission rate and transmission bandwidth, respectively, of the two-level sys-
tem. Now if we reduce the bandwidth B 1 = OSB, then

()
	 (316)	 2 

fc\
- 0.514	 J4o

= () 4 
3 dB

This means that the power increases by 3 dB.lf the transmitted power was 50
W, now it is IOU W.

14.5.2 Evaluation of digital voice quality
In genera!, there are two methods for evaluating digital voice quality.

1. Listener's opinion. Use one 16-kbps voice coder and one 8-kbps
voice coder in a specified digital system. Then find the two required
carrier-to-interference ratios C/I based on the listener's opinion in a
Rayleigh fading environment. Then compare the same voice quality
with that from an analog FM system at C/I 18 dB.

2. Diagnostic rhyme test (DRT). The voice quality of a digital for-
mat is often tested by DR'It Using the DRT score of 90 as a criterion,
above 90 means acceptable for synthetic-quality voice and below 90
means unacceptable. Thus, the bit error should be less than 10 -3 for
an LPC of 2400 bps in a gaussian noise environment. Voice evaluation
for an LPC of 4.81bps does not appear in the literature. The voice
quality in CVSD based on the same DRT criterion requires a bit error
rate of only 4 percent or less. The DRT is not designed for toil-quality
voice test.

14.6 Practical Multiple-Access Schemes

14.6.1 High-capacity FSK in FDMA

The use of frequency-division multiple access (FDMA) with the pres-
ent channel bandwidth of 30 kHz is a conventional approach. The
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high-capacity FSK modulation used in FDMA is based on the rate of
digital voice. From the quality transmission of vocoders (see Sec.
14.5.1) we can see that a digital voice must have a 16-kbps coding rate
to produce full telephone quality, although the voice quality of a 4.8-
kbps LPC with vector quantization may be acceptable for a commu-
nications-quality voice (see Sec. 14.5). Now we have to determine the
Cli which will provide optimal quality within a given digital system.

Swerup and Uddenfeldt compared a narrowband coherent digital
modulation with gaussian MSK to an analog FM system." Two 16-
kbps voice coders were used. Residual excited linear predicted codes
and subband codes were tested. The digital unit performance can be
reduced by 5 dB to obtain the same performance as an analog unit.
This 5-dB reduction advantage means a large coverage area and a
closed frequency-reuse distance for each cell can be served in a cellular
system. This is, in turn, an example of high spectral efficiency usage
(described in Sec. 13.4). Consider the following calculations.

1. In an omnidirectional-cell system, assume that C/i = 13 dB, i.e.,

= -> io' = 20
1 6

Solving for q and using Eq. (2.4 .5), we obtain

q = 3.31 =

K , 4	 (frequency-reuse pattern)

In this case the total number of channels is 333; then

333
in - = 83 cbannels/cell

which is higher than the 47 channels per cell for CH 18 dB:
2. In 1200 direction cells, we also compare two sek .. CII iCV3i. As

shown in Fig. 66b, there are only two interference cells. Then we
can estimate the distance between the mobile unit and the two
interfering sites to be D + 0.5R, as mentioned in Sec. 6.5.1.
a. C/I 18 dB.

+ 05)4	
10 1.8 = 63

or	 q-2.85

The number of frequency-reuse cells is
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K=2.713

The number of sectors is (3 x 3) = 9; then

m = 
333- = 37 channels/sector

b. CII ^ 13 dB

(	
=	 = 20

or q = 2. The number of frequency-reuse cells is
24

K = = - = 1.3 2

The number of sectors (2 x 3) = 6; then

m = 
333- = 55.5 channels/sector

3. In 60° directional cells (see Fig. 6.6c and Sec. 6.5.1)
a. CII ^t 18 dB

(q +O.7)	 101.8 = 63

or	 q212

K == 1.5 2

333
m == 27.75 channels/sector

2x6
b.C/!^:l3dB

(q + 

1 
07)4

-- = 20

or	 q = 2.11 - 0.7 = 1.41
2

K = - = 0.67 - 1

in
333	

1

 = 55.5 channels/sector
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Apparently, spectrum efficiency is increased by using digital tech-
nology.

Discussion. The preceding analysis is based on an ideal situation. It
needs to be verified by measurement in a real cellular system. In the
future we may achieve a digital system which can narrow the channel
bandwidth and increase the transmission rate. The success of such a
system would be proved if the reception at the receiving end were the
same as that which would be achieved if the medium were nonfading.
Modulation schemes, diversity, coding, redundancy, and ARQ can help
to achieve this goat.

The signal can be deiigned using 4-, 8-, or 16-level MFSK or MPSK.
Of course, the higher the number of levels, the narrower the channel
bandwidth. However, the increase in transmitted power (or the reduc-
tion in range) is the key factor.

In an FDMA system, the transmit data rate needs to serve only one
voice channel and the rate can be 10 kbps or less. In this circumstance,
the equalizer used to reduce the intersymbol interference (1ST) due to
high-data-rate transmission is not required in FDMA_

14.6.2 TDMA system"
The use of time-division multiple access (TIDMA) could be another ap-
pi oach for increasing spectrum channel efficiency. It also has the po-
tential to reduce the cost of both cell-site and mobile terminal equip-
ment. The bulky analog radio equipment can be replaced by very large
scale integrated-circuit (VLSI) digital signal processing. This applies
to the use of digital equipment in any system; TDTV[A is no exception.
In addition, TDMA will replace the analog duplex filter with a time
switch. A zero IF receiver can be used, that is, there can be direct
conversion without superheterodyne. The number of radio transceiv-
ers can be reduced, and the size of cell site can be much smaller. As-
sume that a cell site in a TDMA system has a single transceiver and
a simple network interface. This is a very attractive feature- The main
drawback of TDMA is the accurate clock requirement.

An inaccurate clock results in time jittering due to the instability of
the frequency synthesizer at the transmitter and the clock at the re-
ceiver. The variable time delay resulting from the change of vehicle
positions and from random FM could affect the synchronization and
tracking of the bit streams. The most adverse effect of the synchro-
nization problem is the delay spread mentioned in Chap. 1. In TDMA
transmission, severe time dispersion occurs. In' urban areas of the
United States, the mean delay spread can be as much as 3 ps. Then
the transmission rate must be limited to
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R c	 =50kbps
- 2ir X 3 >C 10-6

By using diversity schemes,' 2 the transmission rate can be increased
if the same BEll is assumed. Another effective scheme is an adaptive
decision feedback equalizer" which adaptively sums up the multi-
paths so that the time-delay spread at the receiver is reduced and the
sum of multipaths is in the form of a diversity.

The adaptive equalizer can work for narrowband TDMA also, so
TDMA is not based on wideband spread spectrum technology. Since
TDMA is very immune to interference in the cellular system (one user
is designated in one time slot) and allows a simple handoff procedure,
it may be suitable for microcell systems. Microcells are loosely defined
as cells whose radii are less than 1 mi. However in a heavy traffic
area, TDMA performance may degrade faster than FDMA perform-
ance. Simulation can be used to decide which transmission method is
best.

For economic and spatial reasons, a 300-kHz-bandwidth TDMA car-
rying 300 kbps can provide 10 voice channels. Since a low-cost base
station with one radio transceiver can make the TDMA system seem
very attractive, this possibility is worth pursuing. The critical issue is
building the adaptive decision feedback equalizer properly.

Since the same digital system working in different areas will result
in different levels of performance, we should be aware that the same
system might test well in a light traffic area but poorly in a heavy
traffic area.

14.6.3 Spread spectrum
systems in the 'BOs

Many suggesfed systems appeared in the literature; we may mention
two of them. The uses of a frequency hopping scheme in FDMA and
a direct sequence scheme in both TOMA and COMA are described as
follows.

Frequency-division multiple access (FDMA). There are many spread-
spectrum systems proposed for use in mobile radios. Cooper and Net-
tleton proposed" a frequency hopping system. in each hop a binary
DPSK-modulated system with error-correction coding is implemented.
Comparing the relative spectral efficiencies of this proposed system
with today's cellular 30-kHz system, we see that they are almost the
same. Goodman et al.' 5 proposed using multilevel frequency shift key-
ing (MFSK) plus frequency hopping for land mobile radios. Their the-
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oretical results, based on certain assumptions, show a better spectral
efficiency.

Time-division multiple access (IDMA). A digital TDMA system has been
proposed by SEL in Germany, 16 which uses a bandwidth of 4 MHz and
only one fixed radio frequency for all subscribers in each cell. There-
fore it is a spread-spectrum system. In a wideband system, each chan-
nel does not need to tune to a particular frequency. All the channels
share the same bandwidth and thus have the same type of radio set.

Method of operation. The signal of each channel in TDMA is coded
differently to provide identification and proper channel separation.
The difference between a digital TDMA system and an analog FDMA
system is shown in Fig. 14.18. In a digital TDMA system, each channel
has 32 code patterns (5 bits) and one sign bit; thus, a total 6 bits are
transmitted.

In each cell, 60 TDMA channels are available in three channel
groups. The merit of this system is shown in Fig. 14.19. Each base
station covers three cell sectors in succession by means of an electronic
scan-and-stay antenna pattern. Twenty channels are allocated to each
sector. Once a cell sector has received its 20 channels (time slots), the

Digital

J t TXAF lel distributionon
10PM

60 channels
F	 (bandwidth 4MHz)	 F

FOMA	 UI
RF level distribution	

TX

(bandwidth 25 kHz)
Analog FOMP. system

is subject to 20 dB
more fading than

TDMA system
AV antenna

	

F, . . .	 distributor

Figure 14.18 Digital TDItIA mobile radio and analg FDMA system.
(After Bohm, Ref 16. 0 Horizon House—Microwave, Inc.)
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Time channels

Figure 14.19 Cell structure of wideband TDILA systems. (After Ref 16.
C Horizon House—Micmwaue, Inc.)

antenna pattern of the base station is switched over to the next sector.
The 20 channels per sector is an arbitrary number. Any number of
channels can be used among the total 60 channels.

The synchronization and the clock accuracy have to be considered.
This TDMA scheme does simplify the base station, and there is hope-
fully less channel interference in this system. However, there is a high
risk of developing a spread spectrum system.

14.6.4 Evaluation of a digital
cellular system1716
The performance of a digital cellular system should be evaluated by a
subjective test. The required C/I is deduced from the subjective test
for a given performance. Also the channel bandwidth of a FDMA or
the equivalent channel bandwidth of a TDMA should be included in
the evaluation of the system's performance. Therefore a nationwide
standard subjective test should be established to accomplish this task.
In Chap, 15, many standard digital systems will be described.
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Chapter15
Digital Cellular

Systems

Many digital cellular and cordless phone systems have been devel-
oped. The cellular systems are GSM, NA-TDMA, CDMA, PDC, and
1800-DCS, and the cordless phone systems are L)ECT and CT-2
schemes. Although analog cellular systems are limited to using fre-
quency-division multiple-access (FDMA) schemes, digital cellular sys-
tems can use FDMA, time-division multiple-access (TDMA), and code-
division multiple-access (CDMA). When a multiple-access scheme is
chosen for a particular system, all the functions, protocols, and net-
work are associated with that scheme. This chapter covers GSM, NA-
TDMA, and CDMA in great detail and briefly describes other systems.

15.1 Global System for Mobile (GSM)'-5

CEPT, a European group, began 4-ve1oc the Global System for Mo-
bile TDMA system in June 1982. GSM has two nbjectives: pan-Euc;
pean roaming, which offers compatibility throughout the European
continent, and interaction with the integrated service digital network
(ISON), which offers the capability to extend the single-subscriber-line
system to a multiservice system with various services which are cur-
rently offered only through diverse telecommunications networks.

System capacity was not an issue in the initial development of GSM,
but due to the unexpected, rapid growth of cellular service, 35 r!yj

i iTmalemented in Ger-
many in 1992.

463
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15.1.1 GSM Architecture
GSM consists of many subsyztems, such as the mobile station (MS),
the base station subsystem (855), the network and switching subsys-
tem (NSS),- and the operation subsystem (055) (see Fig. 15.1).

The mobile station. The MS may be a stand-alone piece of equipment
for certain services or support the connection of external terminals,
such as the interface for a personal computer or fax. The MS includes
mobile equipment (ME) and a subscriber identity module (SIM). ME
does not need to be pei-onal 1 y nssigned to one subscriber. The SIM is
a subscriber module which stores all the subscriber-related informa-
tion. When a subscriber's SIM is inserted into the ME of an MS. that
MS belongs to the subscriber, and the call is delivered to that MS. The
ME is not associated with a called number—it is linked to the SIM.
In this case, any ME can be used by a subscriber when the SIM is
inserted in the ME.

Base station subsystem. The BSS connects to the MS through a radio
interface and also connects to the NSS, The BSS consists of a base
transceiver station (BTS) located at the antenna site and a bathe sta-
tion controller (BSC) which may control several BTSs. The BTS con-
sists of radio transmission and reception equipment similar to the ME
in an MS. A transcoder/rate adaption unit (TRAU) carries out encod-
ing and speech decoding and rate adaptation for transmitting data.
As a subpart of the BTS, the TRAU may be sited away from the BTS,
usually at the MSC. In this case, the low transmission rate of speech
code channels allows more compressed transmission between the BTS
and the TRAU, which is sited at the MSC.

4

Control flow

4	
ass

User data flow

MS 1'	 IBssr	 ¶INSS

Figure 15.1 The external eavironment of the BSS.
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GSM uses the open system interconnection (OSI). There are three
common interfaces based on OSI (Fig: 15.2): a common radio inter-
faces called air interface, between the MS and BTS, an interface A
between the MSC and BSC, and an A-his interface between the BTS
and BSC. With these common interfaces, the system operator can pur-
chase the product of manufacturing company A to interface with the
product of manufacturing company B. The difference between inter-
face and protocol is that an interface represents the point of contact
between two adjacent entities (equipment or systems) and a protocol
provides information flows through the interface. For example, the
GSM radio interface is the transit point for information flow pertain-
ing to several protocols.

Network and switching subsystem. NSS (see Fig. 15.3) in GSM uses an
intelligent network (IN). The IN's attributes will be described later. A
signaling NSS includes the main switching functions of GSM. NSS
manages the communication between GSM users and other telecom-
munications users. NSS management consists of:

Mobile service switching center (MSC). Coordinatescall set-up to
and from GSM users. An MSC controls several BSCs.
Interworking function (1WF). A gateway for MSC to interface with
external networks for communication with users outside GSM, such

A-bis interface Radio interface
A Interface,	 (or Air Interface)

on:sst(..
HLR

BTS

. sc i4t . Ld
• VLR .............'-OAM'	 £

1	 -.	 a

FIgure 15.2. Functional architecul and principal interfaces.
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SS7/	 I SS7

SS7 MSC
BSS I; JGMSC. 	 VLR

BSS

(b)

Figure 153 NSS and its environment. (a) The external environment; (6) the internal
structure.

as packet-switched public data network (PSPDN) or circuit-switched
public data network (CSPDN). The role of the IWF depends on the
type of user data and the network to which it interfaces.

Home location register (HLR). Consists of a stand-alone computer
without switching capabilities, a database which contains sub-
scriber information, and information related to the subscriber's cur-
rent location, but not the actual location of the subscriber. A sub-
division of HIS is the authentication center (AUC). The AUC
manages the security data for subscriber authentication. Another
sub-division of HLR is the equipment identity register (EIR) which
stores the data of mobile equipment (ME) or ME-related data.
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Visitor location register (VLR). Links to one or more MSCs, tempo-
rarily storing subscription data currently served by its correspond-
ing MSC, and holding more detailed data than the HLR. For ex-
ample, the VLR holds more current subscriber location information
than the location information at the HLR.

Gateway MSC (GMSC). In order to set up a requested call, the call
is initially routed to a gateway MSC, which finds the correct HTLR
by knowing the directory number of the GSM subscriber. The GMSC
has an interface with the external network for gatewaying, and the
network also operates the hill Signaling System 7 (SS7) signaling
between NSS machines.
Signaling transfer point (STP). Is an aspect of the NSS function as
a stand-alone node or in the same equipment as the MSC. STP op-
timizes the cost of the signaling transport among MSC/VLR, GMSC,
and HLR.

As mentioned earlier, NSS uses an intelligent network. It separates
the central data base (HLR) from the switches (MSC) and uses STP
to transport signaling among MSC and HLR.

Operation subsystem. There are three areas of OSS, as shown in Fig.
15.4: (1) network operation and maintenance functions, (2) subscrip-
tion management, including charging and billing, and (3) mobile

Subscription I	 operation
Network

management I	 and
and charging I	 "I NSS I	 maintenance

BSS

Mobile	 I	 ME_"MS

equipment I
management I'	 'ii 

SIM 
ii

Figure 15.4 OSS organization.
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equipment management. These tasks require interaction between
some or all of the infrastructure equipment. OSS is implemented in
any existing network.

15.1.2 Layer modeling (OSI model)
The Open System Interconnection (OSI) of GSM consists of five layers:
transmission (TX), radio resource management (RR), mobility man-
agement (MM), communication management (CM), and operation, ad-
ministration, and maintenance (CAM) (Fig. 15.5). The lower layers
correspond to short-time-scale functions, the upper layers are long-
time-scale functions.

The TX layer sets up a connection between MS and BTS, The HR
layer refers to the protocol for management of the transmission over
the radio interface and provides a stable link between the MS and
BSC. The 1155 performs most of the RR functions. The MM layer (1)
manages the subscriber databases, including location data, and (2)
manages authentication activities, SIM, HLR, and AUC. The NSS
(mainly the MSC) is a significant element in the CM layer. The follow-
ing functions are parts of the CM layer:

1. Call control. The CM layer sets up calls, maintains calls, and re-
leases calls. The CM layer interacts among the MSC/VLR, GMSC,

Operator	 User

OAM	 ____

1 CM_

MM

unal

Transmission
Figure 15.5 The functional planes of GSM.
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IWZ and HLR for managing circuit-oriented service, including
speech and circuit data.

2. Supplementary services management. Allows users to have some
control of their calls in the network, and has specific variations
from the basic service.

3. Short message service (SMS). Related to the point-to-point SMS. A
SMS service center (SMS-SC) may connect to several GSM net-
works. Short message transmission requires setting up a signaling
connection between the mobile station and the MSC. The two func-
tions of SMS are
a. Mobile-originating short message
b. Mobile-terminating short message

OSS is an integral part of the OAM layer. All the subsystems, such
as BSS and NSS, contribute to the OAM operation and maintenance
functions.

15.1.3 Transmission

Speech. A 4-kHz analog speech signal converts to a 64-kbps digital
signal, then down-converts to 13 kbps before modulation. Using a rate
of 13 kbps instead of 64 kbps allows the 13-kbps data rate transmis-
sion to occur over a narrowband channel. Since the radio spectrum is
a precious and limited resource, using less bandwidth per channel
provides more channels within a given radio spectrum.

Digital speech uses:

1. Regular pulse excitation (RPE). Generates the impulse noise to sim-
ulate the nature of speech.

2. Linear prediction coding (LPC). Generates speech waveform by us-
ing a filter with eight transmitted coefficients with a speech frame
of 20 ms; 260 bits represent a 20-ms speech frame. There are two
modes of voice transmission in GSM, continuous (normal mode)
and discontinuous.

The discontinuous transmission (DTX) mode decreases effective ra-
dio transmission encoding of speech at 13 kbps from a bit rate around
500 bps without speech. In active speech the frame is 260 bits in each
20 ms, and in inactive speech, the frame is 260 bits in 480 ms (24
times longer than normal mode).

A voice activity device (VAD) detects the DTX mode. In the voice
protocol, a silence detection (SID) frame precedes the start of DTX.
The speech coder provides an additional bit of information indicating
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whether the speech frame needs to be sent, depending on the VAD
algorithm.

An SID starts at every inactivity period and repeats at least twice
per second, as long as inactivity lasts. During the inactive speech pe-
riod determined by VAD, and during every inactive period, artificial
noise is generated at the receiver, substituting for background noise.

Data service. The highest data rate is 9600 bps and has two different
modes. A forward error correction mechanism is provided in the trans-
parent (T) mode. In the nontransparent (NT) mode, information is
repeated when it is not acknowledged by the other end, and may be
called an automatic repeat request (ARQ). Three different users' data
rates are employed in the T connection: 2400 bps, 4800 bps, and 9600
bps. After insertion of the auxiliary information bits, the intermediate
rates bits become 8.6 kbps, 6 kbps, and 12 kbps, corresponding to the
user's 2.4 kbps, 4.8 kbps, and 9.6 kbps, respectively.

The basic GSM data rate is also 12 kbps (6 kbps on the half-rate
channel) in an NT connection, but the available throughput varies
with the quality of basic transmission and the transmission delay.
Generally, the NT mode has less transmission error but also less
throughput. The NT mode may be cpnsidered for a packet data flow
application. The user data stream is sliced into blocks of 200 bits, and,
with addition of the redundancy and auxiliary information, the user
data stream becomes 240 bits per block. These blocks are used in NT
while the ARQ scheme is applied.

An adaptation function called interworking function (tWF) at the
network side, and terminal adapting function (TAF) at the terminal,
is used to accommodate variable transmission rates (Fig. 15.6). The
radio link protocol (RLP) is used for transporting signaling messages
between the TAF and IWF.

Level 1 -	
Personal End.to . endcommunicahofl	 Personal
comouter	 computer

network

Level 2 -*	 TAFI GSM ) IWF

Generic GSM
transmission

Level 3—'-	 LI'	 GSM

Figure 15.6 Data transmission planes.
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Data can transmit over these planes, as shown in Fig. 15.6:

1. End-to-end transmission—direct transmission through hard wire

2. TAP' to IWF transmission through subscriber units

3. GSM radio transmission through subscriber units; acts like a voice
call in the air.

Although speech interconnection with the ISDN is not a problem,
data transmission raises its own problems, as shown in Fig. 15.7.
ISDN uses the capacity of a bidirectional 64 kbps/channel, but GSM
must use the radio spectrum efficiently, through a bidirectional 13
kbps/channel. Interconnection of data services between GSM and
ISDN is not possible without a rate-adapted (RA) box, as shown in
Fig. 15.7.

Modulation. Gaussian minimum-shift keying (GMSK), where BT =
0.3 is the normalized bandwidth of a gaussian filter, is the modulation
scheme of GSM, where B is the baseband bandwidth, and lIT is the
transmission rate. B = lIT X 0.3 = 270 kbps x 0.3 = 81 kHz. Mini-
mum means the minimum tone separation. GMSK utilizes a small
spectrum bandwidth to send a GSM carrier channel. The modulation
rate of a GSM carrier channel is 270 kbps.

15.1.4 GSM channels and channel modes

Channel structure. The services offered to users have four radio trans-
mission modes, three data modes, and a speech mode. The radio trans-
mission modes use the physical channels.

I Personal
Co
Personal	 PSTN j	 ISDN	 Computermputer i

I PersonalPersonal I	 _____	 _____
computerl	

GSM	 ISDN	 compute

(b)
Figure 15.7 Interconnection with ISDN. (a) PSTN user to ISDN user; (b) GSM user
to ISUN user.
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Physical channels. There are three kinds of physical channels, also
called traffic channels (TCHs):

1. TCH/F (full rate). Transmits a speech code of 13 kbps or three
data-mode rates, 12, 6, and 3.6 kbps.

2. TCH / H (half rate). Transmits a speech code of 7 kbps or two data
modes, 6 and 3.6 kbps.

3. TCH / B (one-eighth rate). Used for low-rate signaling channels,
common channels, and data channels.

Logical Channels
Common channels. All the common channels are embedded in dif-

ferent traffic channels. They are grouped by the same cycle (51 x 8
BP), where BP stands for burst period (i.e. time slot), which is 577 is.

Downlink common channels. There are five downlink unidirectional
channels, shared or grouped by a TCH
• Frequency correction channel (FCCH) repeats once every 51 x 8

BPs; used to identify a beacon frequency.
• Synchronization channel (SCH) follows each FCCH slot by 8 BPs.
• Broadcast control channel (BCCH) is broadcast regularly in each

cell and received by all the mobile stations in the idle mode.
• Paging and access grant channel (PAGCH). Used for the incom-

ing call received at the mobile station. The access grant channel
is answered from the base station and allocates a channel during
the access procedure of setting up a call.

• Call broadcast channel (CBCH). Each cell broadcasts a short
message for 2 s from the network to the mobile station in idle
mode. Half a downlink TCH/8 is used, and special CBCH design
constraints exist because of the need for sending two channels
(CBCI-I and BCCH) in parallel.

The mobile station (MS) finds the FCCH burst, then looks for an
nCH burst on the same frequency to achieve synchronization. The
MS then receives BCCH on several time slots and selects a proper
cell, remaining for a period in the idle mode.

Uplink common channel. The random-access channel (RACH) is the
only common uplink channel. RACH is the channel that the mobile
station chooses to access the calls. There are two rates: BACH/F-
full rate, one time slot every 8 BP, and BACH/H—half rate, using
23 time slots in the 51 x 8 BP cycle, where 8 BP cycle (i.e. a frame)
is 4.615 ms.

Signaling channels. All the signaling channels have chosen one of
the physical channels, and the logical channels names are based on
their logical functions:
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Slow associated control channel (SACCH). A slow-rate TCH used for
signaling transport and used for nonurgent procedures, mainly
handover decisions. It uses one-eighth rate. The TCH/F is always
allocated with SACCH. This combined TCH and SACCH is denoted
TACH/F. SACCH occupies 1 time slot (0.577 ms) in every 26frames
(4.615 ms X 26). The time organization of a TACH/F is shown in
Fig. 15.8.
Fast associated control channel (FACCH). Indicates cell establish-
ment, authenticates subscribers, or commands a handover.
Stand-alone dedicated control channel (SDCCH). Occasionally the
connection between a mobile station and the network is used solely
for passing signaling information and not for calls. This connection
may be at the user's demand or for other management operations
such as updating the unit's location. It operates at a very low rate
and uses a TCHI8 channel.

Radio slots are allocated to users only when call penetration is
needed. There are two modes, dedicated and idle. The mode used de-
pends onthe uplink and the downlink. In GSM terminology, the down-
link is the signal transmitted from the base station to the mobile sta-
tion, and the uplink is the signal transmitted in the opposite direction.
(Note: The terrestrial communication terms uplink and downlink are
not to be confused with the same terms used in satellite communica-
tions. In many instances the position of the mobile station can be
higher than the base station antenna because of the terrain contour.
Using the terms in this kind of situation may cause confusion, there-
fore it is more important for the reader to remember the definitions

of these terms as used in terrestrial communications- This approach
is analogous to using the term handoff instead of handouer in discus-
sions about European cellular telecommunications—as long as the def-
inition itself is clear, the terms will be understood.)

98 	

S - SACCHBP Cycle jfrnime	
I - TCH

uauuuuuunuauuuuuuuuuuuu

' II I! Ill! II 111111 H UP LI	 II P Ufl JII! PP II PUt H U

flgtxe 15.8 Time organization of a TACH/F.
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Voice/ data channels. 'Each time slot of a voice channel contains
260 bits per block. The entire block contains 316 bits. Each time slot
of a data channel contains 120 or 240 bits per block.

Channel modes. Because of the precious value of the radio spec-
trum, individual users cannot have their own TCH at all times.

Dedicated mode. Uses TCH during call establishment and uses
SACCH to perform location updating in the dedicated mode. TCH
and SACCH are dedicated channels for both uplink and downlink
channels.
Idle mode. During noncall activities, the five downlink channels are
in the idle mode: FCCH; SCH; BCCH, which is broadcasting regu-
larly; PAGCH and CBCH, which sends one message every 2 s. Dur-
ing idle mode, the mobile station listens to the common downlink
channels, and also uses SDCCH to register a mobile location asso-
ciated with a particular base station to the network.

15.1.5 Multiple-access scheme

General description. GSM is a combination of FDMA and TDMA. The
total number of channels in FDMA is 124, and each channel is 200
kHz. Both the 935-960 MHz uplink and 890-915 MHz downlink have
been allocated 25 MHz, for a total of 50 MHz. Duplex separation is 45
MHz. If TDM_A is used within a 200-kHz channel, 8 time slots are
required to form a frame, frame duration is 4.615 ms, and the time
slot duration burst period is 0.577 ms. There is a DCS-1800 system,
which has the same architecture as the GSM, but it is upconverted to
1800 MHz. The downlink is 1805-1880 MHz (base TX) and the uplink
is 1700-1785 MHz.

Constant time delay between uplink and downlink. The numbering of the
uplink slots is derived from the downlink slots by a delay of 3 time
slots. This allows the slots of one channel to bear the same time slot
number in both directions. In this case, the mobile station will not
transmit and receive simultaneously because the two time slots are
physically separated. Propagation delay when the mobile station is far
from the BTS is a major consideration. For example, the round trip
propagation delay between an MS and BTS which are 35 km apart is
233 its. As a result, the assigned time slot numbers of the uplink and
downlink channels may, not be the same (less than 3 time slots apart).
The solution is to let BTS compute a time advance value. The key is
to allow significant guard time by taking into account that BCCH is
using only even time slots. This avoids the uncertainty of numbering



Digital Cellular Systems 	 475

the wrong time slot. Once a dedicated connection is established, the
BTS continuously measures the time offset between its own burst
schedule and the reception schedule of mobile station bursts on the
bidirectional SACCH channel. The time compensation for the propa-
gation delay (sending to the mobile station via SACCH) is 3 time slots
minus the time advance.

Frequency hopping- GSM has a slow frequency-hopping radio inter-
face. The slow hopping is defined in bits per hop- Its regular rate is
217 hops/s, therefore, with a transmission rate of 270 kbps, the result
is approximately 1200 bits/hop.

If the FAGCH and the RACH were hopping channels, then hopping
sequences could be broadcast on the BCCFI. The common channel is
forbidden from hopping and using the same frequency.

Different types of time slots. Each cell provides a reference clock from
which the time slots are defined. Each time slot is given a number
(TN) which is known by the base station and the mobile station. The
time slot numbering is cyclic. TNO is a single set broadcast in any
given call and repeated every 8 BPs for the confirmation of all common
channels. The organization of TNO (first of eight time slots) in se-
quence is as follows: FCCH (1), SCH (1), BCCH (4), PAGCH (4), FCCLI
(1), SCH (1), PAGCH (8), FCCH (1), SCH (1), PAGCH (8), FCCFI (1),
SCH (1), PAGCH (8), FCCH (1), SCFI (1), PAGCFI (8).

TN#01234567 012345670	 7

I	 I	 I	 I	 I	 I	 I	 I	 I	 I	 I	 I	 I	 I	 I	 I	 I	 I-
BP 0 1 2 3 4 5 6 7 8 9 1011 --------------------- 50

51W'	 .

The symbol PAGCH (4) means that the PAGCH channel information
appears in consecutive ones of every 8 BP cycle 4 times. Each of the
remaining seven TNs (TN1 to TN7) is assigned to one TACH/F
channel.

Bursts and training sequences. In TDM_A, the signal transmits in
bursts. The time interval of the burst brings the amplitude of a trans-
mitted signal up from a starting value of 0 to its normal value. Then
a packet of bits is transmitted by a modulated signal. Afterward, the
amplitude decreases to zero. These bursts occur only at the mobile
station transmission or at the base station if the adjacent burst is not
transmitted.

Thereare tail bits and training sequence bits within a burst. The
tail bits are three 0 bits added at the beginning and at the end of each
bunt which provide the guard time.
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The training sequence is a sequence known by the receiver which
trains an equalizer, a device which reduces intersymbol interference.
The training sequence bits are inserted in the middle of a time slot
sometimes called a midamble, for the same purpose as a preamble, so
that the equalizer can minimize its maximum distance with any useful
bit. There are eight different training sequences, with little between
any two sequences to distinguish the received signal from the inter-
ference signal.	 -

There are several kinds of bursts:

1. The normal burst used in TCH:

Flag	 Flag

I 3	 57	 HI	 26	 1	 57	 31

Tail	 Information	 Training	 Information Tail
Sequence

The 1-bit binary information indicating data or signaling is called the
stealing flag.

2. The access burst used on the RACE in the uplink direction:

Flag

II	 41 --T-1 j	 35	 II
Tail	 Training	 Information Tail

Sequence
3. The F and S bursts. The F burst is used on the FCCH and has the

simplest format. All of the 148 bits are zero, producing a pure sine
wave. Five S bursts in each 51 x 8 BP cycle are used on the SCH.
One S burst is shown below:

Flag
	 Flag

I 	 38	 1	 64	 Iii	 38	 13!
Tail	 Information	 Training

	 Information Tail
Sequence

15.1.6 Channel coding and interleaving
Channel coding. Channel coding improves transmission quality when
interference, multipath fading, and Doppler shift are encountered. As
a result, the bit error rate and frame error rate or word error rate are
reduced, but throughput is also reduced. Four kindsof channel codings
are used in GSM:
1. Convolutional codes (L, k) are used to correct random errors: k is

the input block bits, and L is the output block bits. Convolutional
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codes have three different rates in GSM: (1) the one-half rate
(L 1k = 2), (2) the one-third rate (LI k = 3), and (3) the one-sixth
rate (LIk = 6).

2. Fire codes (L, k) are used as a block code to detect and correct a
single burst of errors, where k is the information bits and L is the
coded bits.

3. Parity check codes (L, k) are used for error detection. L is the bits
of a block, k is the information bits, L - k is the parity check bits.

4. Concatenation codes use convolutional code as an inner code and
fire code as an outer code. Both the inner code and the outer code
reduce the probability of error and correct most of the channel code.
The advantage of using concatenation code is a reduction of the
implementation complexity as compared with a single coding
operation.

GSM's speech code is sent at a rate of 13 kbps, which represents
260 bits in each 20-ms speech block. After channel coding, each block
contains 456 bits and the transmission rate is 22.8 kbps, or 114 bits
for time slots. Adding the overhead bits such as tail bits (6), training
bits (26), flag bits (2), and guard time bits (8.25), the total bits of a
traffic channel is 156 bits in one time slot of 0.577 ms, as shown in
Fig. 15.9.

Interleaving. Interleaving scrambles and/or spreads a sequence of bits
prior to transmitting them. The sequence of bits is put back in order
at the receiving end. Bursts of errors occur during transmission be-
cause of signal fading. After being received, these bursts of errors are
then converted to random errorsand put back in the correct sequence.
Interleaving's major drawback is the corresponding delay at the re-
ceiving end.

Interleaving schemes are relatively simpli in GSM. A code word of
456 bits could be spread into the following format:

I 44ToMA'frá?i9,(4$15 thsWI

lou 1 1213141516171

8.25

Normal
sequence	 Encrypted bits II1't:Burst	 Encrypted bits	
Training	

I

3	 58	 (Bits)	 26	 58	 3

Figure 15.9 TDMA frame and normal burst.
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1. Four full bursts—divide 456 bits into 4 parts, each one filling up a
whole bunt. This interleaving format takes 4.615 ms )( 4 = 18.46
MS.

2. Eight half bursts—divide 456 bits into 8 parts, each one filling up
half a burst. This interleaving format takes 4.615 ms X 8 = 36.92
ms. Four parts share with the previous and four parts with the new
partial code word.

The interleaving and coding for different transmission modes are
shown in Table 15.1. Interleaving is a powerful scheme which converts
burst errors into random errors, and although it is very effective for
data transmission, it is not effective for voice transmission. Voice

TABLE 15.1 Interleaving and Coding for the Different Transmission Modes
(Reprinted fmm Ref. 3 p. 246)

Input
Channel and	 Input block	 Output
transmission	 rate	 .	 Coding	 block	 Interleaving

mode	 (kbit/s)
bits)	

(in bits

Ia

TCI-IIFS -;;-	 13

TCK79.6	 12
TCF-VH4.8	 6

TCHIF4.8	 6

TCI-QF2.4
	

3.6

TO K/l-12 .4
	

3.6

SCH

RACH
(+ Handover

Access)

Fast associated
signalling on

TOt-I/F
and Al

TCW8, SACCII;
BCCH, PAGCH

50	
Parity (3 bits)

convolutional 1t2

132	 Convolutional 1/2

78	 None

240	 Convolutional 112
punctured I bit out

of 15

120	 Addition of 32 null
bits

Convolutional I/S

72	 Convolutional 1/6

144 1 Convolutional 113

25	
Parity (10 bits)

Convolutional 112

Parity (6 bits)
Convolutional 1/2

184

 1 

Fire code 2241184

Convolutional 112

456 1 On 8 half-bursts

456 Complex, on 22
unequal burst

portions

456 Complex, on 22
unequal burst

456	 On 8 hall bursts

456 Complex, on 22
unequal burst

portions

78	
On 1 S surst

36 lOnlaccess

On 8, hall bursts

456

On 4 full bursts
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transmission operates in real time, and a long delay in response can-
not be tolerated

Without interleaving and overhead bits, the transmit rate for a
speech channel is 22.8 kbps, 114 bits per time slot, and 456 bits per
four time slots.

15.1.7 Radio resource (RR) management
In a mobile network, radio channels must allocate for call setup, hand-
over and release, on a call bias. This management is additional to the
conventional fixed network call handling procedures. There are three
management functions; location, hanclover, and roaming. The imple-
mentation of the RR functions require some kind of protocol between
the mobile station and the network.
Link protocol. We studied the means of transporting user information
in previous sections. But in addition to the user's information, the
signaling transfer information exchanges must be sent and understood
by every piece of signaling transport equipment. Most information
exchange functions are distributed to different kinds of equipment.
There are three link protocols to provide information exchanges.

Radio link protocol (RLP), specified in GSM link access protocol over
the radio link called LAPDm.
LAPD, the link access protocol (LAP) adapted from ISDN D channel.
Message transfer part (MIT), the protocols used for signaling trans-
port on an SS7 network.

The radio link protocol's signaling message rate is 22.8 kbps. The
signaling message rate on the other link protocol is 64 kbps.

Interfaces associated with link protocols

Interface

MS-BTS
BI'S-BSC
BSC-MSC
MSC/VLR/HLR—SS7 network
MSC-MSC (call-related signaling)
BSC-relay MSC (non-call-related signaling)

MSC-MSC (non-call-related signaling)

Link protocol

LAPDm (GSM spec)
LAPI) (adopted from ISDN)
MIT (8S7 protocol)
MI'? (SS7 protocol)
TV? (telephone user part)
ISV? (ISDN user part)
BSS MAP (MAP/B)
MAP (mobility application part)

Non-call-related signals correspond to protocols in the MSC that are
different from those in other MSCs or other HLRs and are grouped
together in the MAP. We can distinguish them by MAPIX, where X

can be B, C, D, and so forth.

MAW B Protocol between BSC and relay MSC
MAP/C Protocol between GMSC and an HLR

MAP/B Protocol between another MSC/VLR and HLR
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MAPlE Protocol between MSCs

Figure 15.10 shows the relationships of M.AP/X protocols.

15.1.8 Mobility management (MM)
The mobility of cellular system users requires mobility management
for location updates, handovers, and roaming. A handover occurs when
a voice channel changes as the mobile station enters another cell dur-
ing a call. Roaming is the ability to initiate a call in one network
system and deliver it to another network systeth by using MM and
location update management.

Location update management The subscription is always associated
with its home public land mobile network (PLMN). The roaming cus-
tomer is associated with visited PLMNs. We may identify whether the
call is from PLMN or visited PLMN from the location of the MS.

In the PLMN selection process, the MM normally looks for cells only
in the home (serving) PLMN. If no service is available, the user can
choose either the automatic mode (the network searches) or the man-
ual mode (the user searches) to search for the desired PLMN. In the
limited-service case, the MM continuously monitors only the 30
strongest carriers. Limited service usually takes care of coverage at
the border areas of a foreign country.

SMS-gateway

Figure 15.10 MAP/C to MAP/1 protocols.



Digital Cellular Systems	 481

the best cell from an MS depends on
kstgrs: 6V4he level ol the signal receivea oy tne moolle SIdLIUII, )

the maximum transmission power of the mobile station, and (SflWo
param ers Pi and p2 specified by the cell. This is called the C,
criterioF^

C1 = A - max (B, O)

A = received level average - p3

B = P2 - maximum RI? power of the MS

p 1 = a value betwee -11 andIBm

= a value between 1 andjm

Both values of p and p2 are broadcast from the cells.

MS maximum power =[io 43

The cell selection algorithm is as follows:

i-A SIM must be inserted.
tu'The strongest C 1 is chosen by obtaining C 1 from candidate cells; the

C 1 has to be higher than 0.
VAdl cells must not be barred from service

Authentication. Authentication protects the network against unau-
thorized access.

First Phase. A PIN (personal identification number) code protects the
SIM. The PIN is checked by the STh1 locally, so the SIM is not sent
out over the radio link.

Second phase. The GSM network makes an inquiry by sending a ran-
dom number (RAND). The 128-bit RAND is sent from the network to
the MS, and mixes with the MS's secret parameter, K1 , in an A3 pro-
cessing algorithm, which produces a 32-bit-long SIZES (signed result)
number. The SIZES is then sent to the network from the MS for ver-
ification (see Fig. 15.11).

Encryption. Encryption protects against unauthorized listening. The
MS uses the RAND received from the network and mixes K through
a different algorithm, called AS, and generates K (64 bits). The ci-
phering sequences are generated from the K (see Fig. 15.12). The
frame number and I( move to a ciphering algorithm, AS, and generate
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Ki 	 I RAND I F	 RAND
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1 A31

1A31
I	 I	 4
I	 :	

:	 SHES
I	 I

I	 -I

I

S±E_S	
I	

"-Equal?

MS	 Network

Figure 15.11 The authentication computation.

S2 (114 bits), which plays an exclusive-or operation between the 114
bits of plain text and ciphering sequence s2 as shown in Fig. 15.12.

User identity protection—security management SIM (MS side) and AUC
(network side) are the repositories of the subscriber's key ICE. Key K1

never transmits over the air. Both sides perform A3 and AS
computations.

Frame number
(22 bits)

Kc (64 bits)

LA5
(114 bits)

Plain	 1	 thtext	 Ciphering

Plain
text	 Deciphering

Frame number
(22 bits)

Kc (64 bits)

A__,, 

Plain

S2
(114

Deciphering	 text

Plain
Ciphering	 text

$2	 Si
(114 bits)	 (114 bits)

MS.	 BTS.
Figure 15.12 Ciphering and deciphering.
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15.1.9 Communication management
The CM layer provides telecommunications services such as speech,
fax, and data to users via HR and MM layers, as shown in Fig. 15.13.
The users include GSM calling party, GSM called party, and the users
in both GSM calling and called parties. The management functions of
CM are call control, service management, and short message service.

Call control. CC manages the most circuit-oriented services (speech,
circuit data) through the MSC/VLR, GMSC, IWF, and HLR. CC  func-
tions set up calls (mobile-originating or base-originating), maintain
calls, and release calls. To establish calls, the MS number has to be
assigned. MS/ISDN is a mobile station ISDN number, part of the same
numbering plan as ISON numbers. Mobile station roaming number
(MSRN) is the routing number, another number which can be a GSM
subscriber or third party international mobile subscriber identity
(IMSI) and provided by MS to access a foreign network. Figure 15.14
illustrates a domestic call through a GMSC. Figure 15.15 illustrates
an international call.

Handover. The GSM handover algorithm is not specified as a stan-
dard. It is a feature of mobile assistance handover (MAHO) and is
carried out within the unit. The MS scans for another radio carrier
under direction from a base station. It monitors those time slots which
are not its own assigned time slots for receiving the signal. In this
case, on the request of a base station, the signal strength of a specified

BTS BSC fi jR0 HLR IIGM&i

MS BTS• BSC MSC/- -
	 VLR

Figure 15.13 General protocol architecture of GSM.
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H LR

Directory /1
number//Routing

II number

number	 number
Figure 15.14 The key role of the GMSC for a domestic call.

radio carrier is measured in one time frame, and, on request, the mea-
surements are forwarded to the base station to assist in the
handover process. This is called MAIIO. The MSC uses two sets of
information to decide whether a handover should be initiated and
which BTS is the candidate BTS for the handover. The two sets are
(1) the signal strengths of the MS as received at the neighboring BTSs
and (2) the signal strengths of neighboring BTSs received at the MS.
The latter information is from MA.HO.

Supplementary services management (SSM). CC provides supplemen-
tary services such as call waiting, call forwarding, and automatic an-
swering. SSM is a point-to-point management service. An SSM service
center (SSM-SC) may connect to several GSM networks. SSM consists
of two functions:

1. Mobile terminating short message

frSISDN >_IMSI, VLR Numb::,..

Figure 15.15 The provision of the MSRN for an international call.
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2. Mobile originating short message

Short message services. CC provides point-to-point short message
services (SMS-PP). GSM is connected to the short message service
center. The signaling transmission uses digital audio tones [digital
tone multifrequency (DTMF)i to control voice mailbox, answering ma-
chine, conferencing, etc.

15.1.10 Network management (NM)
An NM center oversees the following administration tasks:

1. Subscriber management—subscription administration
2. Billing and accounting
3. Maintenance

a. Minimizing failures
b. Monitoring operations and indicating by alarm improper oper-

ation situations
4. Subscriber administration tasks provide the selected approval code

for ME (mobile equipment) within the international mobile equip-
ment identity (1MM) number. The code totals 15 digits and consists
of type approval code (TAC) + final assembly code (FAC) + serial
number which stores in Elk.

5. In the GSM telecommunication management network (TMN), all
operation and maintenance machines compose a network which is
linked to all traffic handling machines. The GSM Q3 is a network
management protocol for operation systems functions and traffic
handling machines. Two aspects of using GSM Q3 protocol are im-
portant. (a) Standardizing data communication protocols on the ap-
plication level, such as file transfer. (b) Embodying the network
modelling in GSM Q3 protocol.

15.1.11 Overview of GSM

Summary of physical layer parameters

TDMA structure	 8 time slots per radio carrier

Time slot
Frame interval
Radio carrier number

Modulation scheme
Frequency Hopping
Equalizer

0.577 ms
S time slots = 4.615 ms
124 radio carriers (935-960 MHz downlink, 890-

915 MHz uplink)
Gaussian minimum shift keying with BT = 0.3

Slow frequency hopping (217 hops/s)
Equalization up to 16 p.s time dispersion
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GSM's strength. GSM is the first to apply the TDMA scheme devel-
oped for mobile radio systems. It has several distinguishing features:

1. Roaming in European countries
2. Connection to ISDN through RA box
S. Use of SIM cards
4. Control of transmission power
5. Frequency hopping
6. Discontinuous transmission
7. Mobile-assisted handover

15.2 North American TDMA°

15.2.1 History
North American TDMA (NA-TDMA) is a digital cellular system some-
times called American digital cellular (ADC) or digital AMPS
(DAMPS), or North American digital cellular (NADC) or 15-54 system.
This TDMA system was approved and design on it was started in 1987
by a group named T1145-3 after the industry debated between fre-
quency-division multiple access and time-division multiple access. The
reason those members voted for TDMA was the big influence of Eur-
opean GSM, which is the TDMA system. However, the requirements
of designing a digital cellular system in Europe and in North America
are different. In Europe, there is a virgin band (935-960 MHz down-
link and 890-915 MHz uplink) for the digital cellular system. In North
America, there i5 no new allocated band for the digital cellular system.
The digital cellular system has to share the same allocated band with
the analog system (AMPS, described in Chap. 3). Also, the digital and
the analog systems have to be coexistent. In this circumstance, the
low-risk approach is to use the same signal signature as the aiialog
system, i.e., FDMA. Besides, because of the urgent need for large sys-
tem capacity, the time for designing a new North American system
had to be very short. The North American digital system was needed
to be available in 1990, in only 3 years. To design a digital FDMA
system would be a straightforward task. Since the analog system is a
FDMA system, all the physical data gathered for the analog system
in the past 20 years could be used for designing the FDMA digital
system, and design time would be shortened. On the other hand, to
design a TOMA digital system in the same band shared with an
FDMA analog system, much more physical data would have to be de-
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veloped and time would be needed to understand them. Without a
good understanding of the limitation of coexistence between two dif-
ferent signal signatures, FDMA and TOMA, it would be very difficult
to complete a digital system with good performance in a very short
time. If GSM had taken 8 years to develop, NA-TDMA might also need
as much time to be revised in order for it to be mature.

Because of the requirement of coexistence, a dual-mode mobile unit
was decided on; i.e., the unit can work on both analog and digital
systems. In a dual-mode mobile unit, the 21 call set-up channels for
the analog system are available in the unit. Why not share the same
call set-up channels (analog) for both the analog voice channels and
digital voice channels? In this case, no additional spectrum is needed
for the digital set-up channels.' The spectrum is saved for adding more
digital voice. Furthermore, for the sake of speeding up the completion
of North American digital systems, the call set-up channels of the dig-
ital system could be shared with the analog system to make the call
processing the same between the two systems. Thus, the first phase
of the NA-TDMA system could be completed earlier.

15.2.2 NA-TOMA architecture

The NA-TDMA architecture is similar to GSM architecture. The only
difference is that in NA-TDMA, there is only one common interface,
which is the radio interface as shown in Fig. 15.16. The NA-TDMA
uses the intelligent network. All the components such as HLLR, VLR,
AUC, and FIR are the same as used in GSM (see Sec. 15.1.1). In
developing the NA-TDMA system, there were two phases:

First phase—to commonly share the 21 set-up channels which are
used for the analog system. The first-phase system is only for voice
transmission. Both modes, AMPS and digital, are built in the same
unit. The handoff procedure has to take care of the following four
features:
1. AMPS cell to AMPS cell
2. TDIYIA cell to TDMA cell
3. AMPS cell to TDMA cell
4. TDMA cell to AMPS cell
Second phase—U) generate new digital set-up channels (they were
in the voice band) to access to TDMA voice channels so that a digital
stand-alone unit can be provided and (2) specify a data-service sig-
nal protocol for transmitting data.
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VLIR

MSC

VLR

	

HLR	
is	 PSTN

VLR

BSI

¼----------- Common radio
.. ., r.-. .-.	 interface

VLR: Visitor location registration
HLR: Home location registration
BS: Base station
AUG: Authentication center
El R: Equipment identity register
BSC: Base station controller
BTS: Base transceiver station
Figure 15.18 NA-TO1.IA system architecture.

15.2.3 Transmission and modulation

TDMA structure (digital channels) In NA-TOMA, the set-up channels
are analog channels shared with the AMPS system. One digital chan-
nel (a 30 kHz TOMA channel) contains 25 frames per second. Each
frame is 40 ms long and has 6 time slots. Each time slot is 6.66 ms
long. One frame contains 1944 bits (972 symbols), as shown in Fig.
15.17.

Each slot contains 324 bits (162 symbols) and the duration between
bits is 20.57 p.s. Therefore, one radio channel is transmitted at 48.6
kbps but only 24,000 symbols per second over the radio path. Each
frame consists of 6 time slots. The maximum effect on the signal for



Digital Cellular Systems	 489

1944 bits (972 symbols)

p-I

OMENna
14 40 ms

k One slot
FIgure 15.17 TDMA frame structure.

a forward time slot is one-half full symbol period and for a reverse
time slot is 6 symbol periods (Fig. 15.18).

Frame length. There are two frame lengths, full rate and half rate.
Each full-rate traffic channel shall utilize two equally spaced time
slots of the frame. The overall length in each slot is shown in Fig.
15.18.

Channel 1 uses time slots 1 and 4
Channel 2 uses time slots 2 and 5
Channel 3 uses time sloth 3 and 6

Each half-rate traffic channel shall utilize one time slot of the frame:

Channel 1 uses time slot 1
Channel 2 uses time slot 2
Channel 3 uses time slot 3
Channel 4 uses time slot 4
Channel 5 uses time slot 5
Channel 6 uses time slot 6

Beginning	 156 Symbol periods	 .

£

of slot

2	 II 162

	

I
12345678910	 160 162	 165 Symbols

)	 320 324	 bits

Figure 15.18 Overall length in each slot.
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Frame offset At the mobile station, the offset between the reverse
and forward frame timing (without time advanced applied), is

Forward frame = reverse frame + (1 time slot + 44 symbols)

= reverse frame ± 206 symbols

The time slot (TS) 1 of frame N (in forward link) occurs 206 symbol
periods after TS 1 of frame N in the reverse link.

Modulation timing
Modulation timing within a forward tinze.slqt. kThe first modulated

symbol (the first symbol of the sync word) used by the mobile unit
shall have maximum effect on the signal (156 symbols) transmitted
from the base antenna, one-half symbol (1 bit) period alter beginning
the time slot.

Modulation timing within a reverse time slot. The first modulated
symbol has a maximum effect on the signal transmitted at the mobile
unit 6 symbol periods after the beginning of the reverse time slot.

Power level. In the AMPS system, there are eight power levels. In
TDMA there are an additional three levels. Therefore, in total, TDMA
has 11 power levels, as shown in Table 15.2. In the carrier-off condi-
tion, the output power of the transmitting antenna must fall to —60
dBm within 2 ms. In the carrier-on condition, the output power of the
transmitting antenna must come to within 3 d of the specified level.

TABLE 15.2 Mobile Station Nominal Power Levels

Mobile

	

station	 Mobile
power level attenuation

	

(FL)	 code (MAC)

0	 000
1	 001
2	 010
3	 011
4	 100
5	 101
6	 110
7	 111

Dual-mode only

8
9

10

Nominal effective radiated power, dBW, for mobile
station power class

I	 II	 III	 IV- 	 V VI VU VIII

6	 2 -2	 -2
2	 2	 2

-2 -2 -2	 -2
-6 -6	 -6	 - -6

-10 -10 -10	 -10
-14 -14 -14	 -14
-18 -18 -18	 -18
-22 -22 -22	 -22

-26±3db
-30±6db
-34 ± 9db-
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Speeôh coding (full rate). The NA-TDMA speech coding is a class of
speech coding known as code excited linear predictive (CELP) coding.
The code is called vector-sum excited linear predictive (VSELP) cod-
ing. It uses a codebook to vector-quantize the excitation (residual) sig-
nal such that the computation required for the codebook search pro-
cess at the sender can be significantly reduced. The speech coder
sampling rate is 7950 bps. Speech is broken into frames; each frame
is 20 ms long and contains 160 symbols. Each frame is further divided
into subframes 40 samples (5 ms) long. At the mobile station, the
analog speech is converted to uniform pulse-code modulation (I'M
format. The speech coder is preceded by the following voice processing
stages: (1) level adjustment, (2) bandpass filter, and (3) analog-to-dig-
ital conversion. The VSELP speech decoder is shown in Figure 15.19.
The first part is the generation of pulse excitation and the second part
is the speech waveform synthesis. Adding the two parts results in
quality speech. All the values of parameters H, 1, y, 0, L, a 1 .. a10
for a 20-ms frame of speech are received with a low rate of transmis-
sion. Then those parameters are inserted into proper places in the
speech decoder, and the speech is recovered at the receiving end.

The delays due to the air interface between the base station and the
mobile station may exceed 100 ms, and echo control measures there-
fore necessary. In a half-rate speech coder, the speech frame of 20 msec
may contain SQ symbols.

Modulation. NA-TDMA uses a constant envelope modulation with
ir/4-shifted differential quadrature phase shift keying (DQPSK). The
modulation scheme uses the phase constellation shown in Fig. 15.20.

Pulse excitation
I

L	 Synthesis• 

;ong 
	 of waveform

erm Hitate	 Synthesis	 Output
filler	 speech

Spectral
ok	 +	 . A(z) posthlter

Figure 15.19 VSELP speech decoder.
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(011)

	
IT 00

(1, 1)	 .0)

FIgure 1520 Phase constellation of a u/4-shifted DQPSK

The rotation of it/4 occurs alternately at the odd state 9 and even
state 0. The Gray code is used in the mapping. Every signal phase
represents a di-bit symbol as shown in Fig. 15.20. Any two adjacent
signal phases differ only in a single bit. The information is encoded
differentially; symbols do not correspond to absolute phases, but to
the phase difference between two adjacent symbols. A binary data
stream b_ is separated into two streams: X1 is the even-numbered bit
stream, and Y is the odd-numbered bit stream (Fig. 15.21). The
streams (XC ) and (YA) are encoded onto (') and 1%) by:

4 =	 cos [(K4 , Yb)] -	 Sm IA4EXk, Yb)] (15.2-1)

Qk = 4_ sin [A4,(. I')] ± Q .. i cos (A$(KC, Y)I (15.22)

FIg... 1521 A binary data stream conversion.
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where 'k-I' Qk-1 
are the amplitudes at the previous pulse time. The

phase change $ is determined by the following table:

IC,.	 Y&	 A4o (even state) 	 iS (odd state)

—3,r/4
	

11

311/4
	 n12

11/4
	

0

The signals 4 and Qk at the output of the differential phase encoding
device can take one of the four values 0, ± 1, ii"./i

The baseband filters. The baseband filter shall have (1) linear phase
and (2) square-root-raised cosine frequency response as shown in Fig.
15.22 where T is the period that equals 41.1 pa The QPSK modulation
with two components 4 and Qk is differentially encoded as shown in
Fig. 15.21.

The transmitted signal. The resultant transmitted signal S(t) is given
by:

sa) =	 g(t - nT) cos 4',, - cos wt

+ > g(t - nt) sin (>(t) sin wt (15.2-3)

where g(t) is the pulse shaping with a time response of H(f):

r_8 5 15J1z - -.
g( t)

I	 f

0	 0.65	 1.35
(1—a)	 11+a
iT

7,907 Hz	 16.423 Hz

	

"1}IH(f)I= J-- U'L 0.70
	 7,907Hz < f-c 16,423 Hz

Figure 1522 Baseband filter characteristics.
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and w is the radian carrier frequency. 4>,, is from the differential
encoding

=	 ± 4,,	 (15.2-5)

15.2.4 Time alignment and
limitation of emission

Time alignment It is necessary to control the TDMA time slot burst
(advancing or retarding) transmission from the mobile unit, so that it
arrives at the base station receiver in the proper time relationship
with respect to other time slot burst transmissions. An error in time
alignment causes enot in two signals in the overlap at the head or
tail of a time slot.

System access. The mobile station receives an initial traffic channel
designation (ITCD) message (order code 01110) which is contained in
word 2 (extended address word), then moves to a traffic channel. The
mobile station first synchronizes to the forward traffic channel. The
time alignment is sent by a physical layer control message over a
shortened burst transmission. The mobile station, while operating on
a digital traffic channel, is transmitting over a slot interval 324 bits
long at certain times. The mobile station continues to transmit a
shortened burst at the standard offset reference position until a time
alignment message is received from the base station. The mobile sta-
tion adjusts its transmission time during the next available slot.

Time alignment in handoff message. A mobile handoff message contains
estimated time alignment information. Analog-to-digital and digital-
to-digital handoff messages contain a shortened burst indicator (SBI)
field:

SBI 00	 A handoff to a small-diameter cell
SBI = 01	 A handoff from sector to sector
SBl = 10	 A handoff to a large-diameter cell.

The shortest burst format

toil RSDSDVSDWSDXSDYS 1021
3 symb.	 22 symb.

The shortened burst contains:

Gi	 3 symbol length guard time
It	 3 symbol length ramp time
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S	 14 symbol length sync work
1)	 6 symbol length coded digital verification color code (CDVCC) (on re-

verse channel)
G2 22 symbol length guard time

The fields Vt W, X, Y consist of

V = 4 zero bits (2 symbols)
W = S zero bits (4 symbols)
X l2 zeros (6symbols)
Y = 16 zeros (8 symbols)

In the shortened burst format, the symbol interval between any two
sync words (total 6 sync words) is a unique interval. Alter detection
of any two or more sync words, the timing alignment is determined
at the base station.

Limitations on emissions from digital transmission The total emission
power is shown in Fig. 15.23. This limitation is for the sup J*ession of
the energy within the cellular band. In addition, the transmitter emis-
sions in each 30-kHz band anywhere in the mobile station receive
band must not exceed —80 cIBm at the transmit antenna connector.

Transmitter band
Figure 15.23 Suppression inside cellular band.
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15.2.5 Error corrections

Speech data, classes. Channel error correcting for the speech code em-
ploys three mechanisms:

1. A rate one-half convolutional code to protect the more vulnerable
bits of the speech code.

2. Interleaving the transmitted data for each speech coder frame over
two time slots to reduce the burst error due to Rayleigh fading.

3. Use of a cyclic redundancy check (CRC). After the error correction
is applied at the receiver, these CRC bits are checked to see if most
perceptually significant bits were received properly.

The 159-bit speech coder frame is separated into two classes:

Class 1	 77 bits

Class 2	 82 bits

Class 1 bits are the important bits to which the convolutional coding
is applied. Among the 77 bits, there are 12 most perceptually signifi-
cant bits in which a 7-bit CRC is used for error detection purposes.
Class 2 bits are unimportant bits and are transmitted without any
error protection.

Cyclic redundancy check. The 12 most perceptually significant bits of
the 77 bits are coded in CRC. The generator polynomial is

g(X)= 1 +x+r+X4 +r+r	 (15.2-6)

A 7-bit CRC is used for error detection if one or more of the 12 sig-
nificant bits are in error.

The 1.2 most significant bits form an input polynomial:

a(X) = X BX	 (15.2-7)

The polynomial b(X) is the remainder of the division of a(x) and g(x)
obtained from

a(XWb(X)	 (15.2-8)$X) =qC-j5

where q(X) is the quotient of the division which is discarded.
The remainder b(X) can be generated from Eq. (15.2-6) and Eq.

(15.2-7)
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b(X) =	 (15.2-9)

The input 77 bits B 1	 877 (including 12 significant bits) adding

C 1 .-• C7 and 5 zero bits become 89 important bits.

[0-3 I	 4-80	 181-82	 84-88

4 bits	 77 bits , 	3 bits	 5 bits (five 0's)

CRC	 CRC	 tail bits
A cyclic redundancy check is performed at the receiving end. After
decoding of the class 1 bits, the received CRC b'(x) bità are checked
to determine if any errors have been detected. The process of checking
the error in CRC uses the received 12 most perceptually significant
bits a'(x) in each frame divided by the generator polynomial in Eq.
(15.2-6):

	

+ b"(X)	 (15.2-10)
g(X) 

The received CRC b'(x) are compared with the CRC bits b"(x) gener-
ated by Eq. (15.2-10); if b'(x) * bM(x), an error has occurred. The causes
of error are (1) the data was corrupted by channel errors or (2) an
FACCH message was transmitted in place of the speech data. As a
result, the speech quality is degraded. A bad frame masking strategy
is taking place. There are six states. The state 0 means no error is
detected. When each successive speech frame is found to be in error,
the state machine moves to the next higher state. Moving to a higher
state means more repeats. If two successive frames occur with no de-
tected errors, the state machine is returned to state 0.

15.2.6 Interleaving and coding

Convolutional encoding. The 89 important bits are input to convolu-
tional coder and 176 bits are at the output of the coder. Then adding
82 unimportant bits become 260 bits total for a 20 ms speech frame.
Convolutional encoding uses a code rate of 1/2 and memory order 5.
The five memory elements generate 32 states in this code. Since the
code is 1/2 rate, two outputs alternately come out and -ãre in a se-
quential order. CCO is the convolutional code at'one output and the
other CC1 is the other output.
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Interleaving and deinterleaving. The encoded speech after the convolu-
tional code is interleaved over two time slots (Fig. 15.24). Each time
slot contains two frames. The encoded speech is placed into a rectan-
gular interleaving array columnwise. The two encoded speech frames
are referred to as X and Y.

OX 26X - 234X

1Y 27Y 235Y

2X

3Y .

24X 50X 258X

25Y 51Y 259Y

The speech code consists of 88 class 1 bits (after CRC coding) and 80
class 2 bits. The class 2 bits are intermixed with the convolutionally
coded class 1 bits. The bits in the above array are then transmitted
row-wise. The place of the coded class 1 bits and class 2 bits are in a
certain mixed order.

Deinterleaving. At the receiving end, each time slot contains the in-
terleaved data from two speech coder frames, X 1 and X2, which are 20
ms apart. The received data are placed row-wise into a 26 X 10 dein-
terleaving array. Once the data from the two time slots are used to fill
the deinterleaving array, all the data for frames X are available and
can be decoded. After deinterleaving one entire speech coder frame is
available.

Delay interval requirement. The mobile station and the base station
shall have a delay interval compensation of up to one symbol length.

6.6 ms	 6.6 ins	 166 ms -'	 166 ms

	

V2I'h I	 JY2IZ1I

I.	 20 ms	 .1

X = X, + X2 encoded speech frame

Figure 15.24 Interleaving slots arrangement.
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15.2.7 SCM and SID

Station class mark (SCM) must be stored in a mobile station. It
formerly used 4 bits for identifying the maximum powers of three dif-
ferent kinds of mobile stations. Now SCM uses 5 bits and can identify
eight different power levels.

Max.
Power power,
class dEm

1	 8
II	 2
III	 -2
IV	 -2
V
VI
VII
VIII

Nqin-
Min	 ber of

power,	 power
dBm	 levels SCM Transmission SCM Bandwidth SCM

-22	 0-7 OXXOO Continuous XXOXX 20 MHz XOXXX
-22	 1-7 0)0(01 Discontinuous )OC1XX 25 MHz MXXX
-22	 2-7 0)0(10

-34 ± 9 dB 2-10 OXX11
1xx00
]-XXo1
1XX 10
vail

Home system identification (SID) is a 15-bit system identification
indicator

14	 1312	 0

2bits I system number I

00 USA

01	 Other countries

10	 Canada

11	 Mexico
The first two bits indicate the country of origin:

00	 United States
01	 Other countries	 U

10 Canada
11	 Mexico.
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15.2.8 NA-TOMA channels
In NA-TDMA, there are no common channels such as those used in
GSM: The digital call set-up uses the 21 set-up channels which are
shared with the analog system.

Supervision of the digital voice channel. The supervision channels in
NADC are similar to those in GSM:

• Fast associated control channel. FACCH is a blank and burst chan-
nel equivalent to a signaling channel for the transmission of control
and supervision messages between the base station and the mobile
station. It consists of 260 bits. Mostly FACCII is used for handoff
messages.

• Slot associated control channel. SACCH is a signaling channel in-
cluding twelve code bits present in every time slot transmitted over
the traffic channel whether these contain voice or FACCH infor-
mation.

Mobile-assisted handoffs. The mobile station performs signal quality
measurements on two types of channels:

1. Measures the RSSI (received signal strength indicator) and the
BER (bit error rate) information of the current forward traffic chan-
nel during a call.

2. Measures the RSSI of any RF channel which is identified from the
measurement order message from the base station.

MA}lO consists of three messages:

1. Start measurement order
• Measurement order message—sent from the base station tè the

mobile station-
• Measurement order acknowledge message—sent from the mobile

station to the base station.
2: Stop measurement order

• Stop measurement order—sent from the base station to the mo-
bile station.

• Mobile acknowledge—sent from the mobile station to the base
station.

3. Channel quality message (mobile to base only)

The mobile transmits the signal quality information over either the
SACCH or FACCH. In the case of discontinuous transmission (DTX):
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• Whenever the mobile is in the DTX high state, the mobile transmits
channel quality information over the SACCH

• When the mobile is in the DTX low state, the mobile transmits the
channel quality information over the FACCH

Handoff action. When a handoff order is received, the mobile station
is at DTX high state and stays at that state. If the mobile station is
at DTX low state it must enter the DTX high state and wait for 200
ms before taking the handoff action. Handoff to a digital traffic chan-
nel is described as follows:	 -

i. Turn on signaling tene for 50 ms, turn off signaling tone, turn off
transmitter which was operating on the old frequency.

2. Adjust power, tune to new channel, set stored DVCCs to the DVCC
field of the received message.

3. Set the transmitter and receiver to digital mode, set the transmit
and receive rate based on the message-type field

4. Set time slot based on the message-type field.

5. Set the time alignment offset to the value based on the TA field.

6. Once the transmitter is synchronized, enter the conversation task
of the digital traffic channel.

15.2.9 Discontinuous transmission on a
digital traffic channel
In DTX, certain mobile stations can switch autonomously between two
transmitter power-level states: DTX high and DTX low. In the DTX
high state, the power level of transmitter at the mobile station is in-
dicated by the most recent power-controlling order In this state, the
CDVCC (coded digital verification color code) is sent at all times.
CDVCC is used to distinguish the current traffic channel from traffic
co-channels. Decoding CDVCC (12, 8) becomes DVCC T. DVCC C iG re-
ceived and checked with DVCCs for identification. There are 255 codes
(26 , but 0 is not used). In the DTX low state, the transmitter remains
off and CDVCC is not sent except for the transmission of FACCH mes-
sages. All the SACCH messages will be sent as a FACCH message.
After sending all the messages, the transmitter will return to the off
state.

15.2.10 Authentication
A secret number PIN (personal identification number) is assigned to
each subscriber. The mobile station, on receipt of a random challenge
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global action message, updates its internal stored RAND variable used
as input to the authentication algorithm AUTH1. The mobile uses its
PIN, its ESN and the MIN to compute a response to RAND in accord-
ance with AUTH 1. The mobile then responds to the page by trans-
mitting its MIN, the output of AUTH1, RANDC (random confirma-
tion), and COUNT (call history parameter). See also Sec. 15.34 for
similarity.

15.2.11 Signaling format

A reverse digital traffic channel (RDTC) is used to transport user in-
formation and signaling. Two control channels are used: the FACCH
is a blank and burst channel, the SACCJT is a continuous channel,
and interleaving is on the SACCH. The Mgnaiing formats of these two
channels are shown in Fig. 15.25.

Interleaving on the FACCH bits from 0 to 259 is

FACCH bits interleaving

256	 223	 258	 230	 219	 257	 227	 259	 189
25	 50	 75	 231	 89	 114	 139	 164	 190
26	 51	 76	 232	 90	 115	 140	 165	 191

38	 63	 88	 244	 102	 127	 152	 177	 203
39	 64	 216	 245	 103	 128	 153	 178	 204

49	 74	 229	 255	 113	 138	 163	 118	 214

Row
number

0	 215
1
	 0

2	 1

is
1

25	 24

Continuation flag

	

FACCH	 /	 Contents	 Error detection

1 bit	 48 bits	 16 bits

	

-	 Message	 CRC
Signaling word header

o First word
1 Subsequent word

C

Reserved (1)

	

SACCFI	 I
1	 1	 48 bits	 l6bits

Message	 CRC
Signaling word header

Awn 15.25 Signaling fonnats of FACCH and SACCH.
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The Y row (odd) of this frame combines alternately with the X row
(even) of the previous frame to form a FACCH block. In SACCH code,
the output of the convolutional coder is diagonally interleaved as the
12 coded bits are transmitted over 12 time slots.

Message structure. All messages contain:

1. An application message header

2. Mandatory fixed parameters

3. Mandatory variable parameters

4. Remaining length

5. Optional variable parameters
- Wb

I	 I	 I Mafl	 II Vwl.ble
(RhDt lnwu	 Iprtndn*	 IPnmdt
T^lt I Disalmhifl	 I Vaxtabte	 Leagib

A forward digital traffic channel (FDTC) has same format as the
RDTC (reverse digital traffic channel).

15.2.12 Word format

The same word format is used for FACCH and SACCH.

15.3 CDMA1°'2

CDMA development started in early 1989 after the NA-TDMA stan-
dard (15-54) was established. A CDMA demonstration to test its fea-
sibility for digital cellular systems was held in November 1989. The
CDMA "Mobile Station-Base Station Compatibility Standard for Dual
Mode Wideband Spread Spectrum Cellular System," was issued as IS-
95 (PN-3118, Dec. 9, 1992). CUMA uses the idea of tolerating inter-
ference by spread-spectrum modulation. The power control scheme in
a CDMA system is a requirement for digital cellular application. How-
ever, it was a challenging task and has been solved. Before describing
the structure of the system, we list the key terms of CDMA systems.

15.3.1 Terms of COMA systems

Active set: The set of pilots associated with the CDMA channels con-
taining forward traffic channels assigned to a particular mobile station
(MS).
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COMA channel number An 11-bit number corresponding to the
center of the CDMA frequency assignment.
Code channel A subchannel of a forward COMA channel. A for-
ward CDMA channel contains 64 code channels. Certain code chan-
nels are assigned to different logic channels.

Code channel zero: Pilot channel.
Code channels 1 through 7: Either paging channels or traffic
channels.
Code channel 32: A sync channel or a traffic channel.
The remaining code channels are traffic channels.

Code symbol The output of an error-correcting encoder.
Dim-and-burst A frame in which the primary traffic is multiplexed
with either secondary traffic or signal traffic. It is equivalent to the
blank-and-burst function in AMPS.
Forward CDMA channel Contains one or more code channels.
Frame A basic timing interval in the system. For the access chan-
nel, paging channel, and traffic channel, a frame is 20 ms long. For
the sync channel, a frame is 26.666 ms long.
Frame offset A time skewing of traffic channel frames from system
time in integer multiples of 1.25 ms. The maximum frame offset is
18.75 ms.
GPS (Global Position System) System used for providing location
and time information to the CDMA system.
Handoff(HO) The act of transferring communication with a mobile
station from one base station to another.
Hard HO Occurs when (1) the MS is transferred between disjoint
active sets, (2) the COMA frequency assignment changes, (3) the
frame offset changes, and (4) the MS is directed from a CDMA traffic
channel to an analog voice channel.
Soft HO HO from COMA cell to COMA cell at the same CDMA
frequency.
Idle HO Occurs when the paging channel i5 transferred from one
base station (BS) to another.
Layering A method of organization for communication protocols. A
layer is defined in terms of its communication protocol to a peer
layer.
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Layer 1: Physical layer presents a frame by the multiplex sub-
layer and transforms it into an over-the-air waveform.
Layer 2: Provides for the correct transmission and reception of
signaling messages.
Layer 3: Provides the control of the cellular telephone system. The
signaling messages orginate and terminate at layer 3.

Long code A PN (pseudonoise) sequence with period 2 42 1 using a
tapped n-bit shift register.
Modulation symbol The output of the data modulator before
spreading. There are 64 modulation symbols on the reverse traffic
channel, 64-ary orthogonal modulation is used, and s& code symbols
are associated with one modulation symbol. On the forward traffic
channel, each code symbol (data rate is 9600 bps) or each repeated
code symbol (data rate is less than 9600 bps) is 1 modulation
symbol.

53	 48

Reverse:	 110101 1O1110-
64 bita	 64 bits

(Walsh function 53) (Walsh function 48)

6 code symbols	 1 modulation symbol

Forward	 1 code symbol = 1 modulation symbol

Multiplex option The ability of the multiplex sublayer and lower
layers to be tailored to provide special capabilities. A multiplex op-
tion defines the frame format and the rate decision rules.
Multiplex sublayer One of the conccptuaf layers of the system that
multiplexes and demultiplexes primary traffic, secondary traffic,
and signaling traffic.
Nonslotted mode An operating mode of an MS in whict th? ?t
continuously monitors the paging channel.
Null traffic data A frame of sixteen i'sfollowed by eight 0's sent
at the 1200 bps rate. Null traffic channel data serve to maintain the
connectivity between MS and BS when no service is active and no
signaling message is being sent.
Paging channel A code channel in a forward CDMA channel used
for transmission of (1) control information and (2) pages from BS to
MS. The paging channel slot has a 200-ms interval.
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Power control bit A bit sent in every 1.25 ma intervals on the for-
ward traffic channel to the MS that. increases or decreases its trans-
ant power.
Primary CDMA channel A preassigned frequency used by the mo-
bile station for initial acquisition.
Primary paging channel The default code channel (code channel
1) assigned for paging.
Primary traffic The main traffic stream between MS and BS on
the traffic channel.
Reverse traffic channel Used to transport user and signaling traffic
from a single MS to One or more BSs.
Shared secret data (SSD) A 128-bit pattern stored in the MS.

SSD is a concatenation of two 64-bit subsets.
SSD-A is used to support the authentication
SSD-B serves as one of the inputs to generate the encryption
mask and private long code.

Secondary CDMA channel A preassigned frequency (one of two)
used by the mobile station for initial acquisition.
Secondary traffic An additional traffic stream carried between the
MS and the BS on the traffic channel.
Slotted mode An operation mode of MS in which the MS monitors
only selected slots on the paging channel.
Sync channel Code channel 32 in the forward CDMA channel
which transports the synchronization message to the MS.
Pilot channel An tmmodulated, direct-sequence (US) signal trans-
mitted continuously by each CDMA BS. The pilot channel allows a
mobile station to acquire the timing of the forward CDMA channel,
provides a phase reference for coherent demodulation, and provides
a means for signal strength comparisons between, base stations for
determining when to hand off.
System time The time reference used by the system. System time
is synchronous to universal time coordination (UTC) time and uses
the same time origin as GPS time. All BSs use the same system
time. MSs use the same system time, offset by the propagation delay
from the BS to the MS.
Time reference A reference established by the MS that is synchro-
nous with the earliest arriving multipath component, which is used
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for demodulation. The time reference establishes transmit time and
the location of zero in PN space.
Walsh chip The shortest identifiable component of a 64-walsh func-
tion. On the forward COMA channel, one chip equals 1/1.2288 MHz
or 813.802 ns. On the reverse COMA channel, one chip equals
4/1.2288 MHz or 3255 ns.

15.3.2 Output power limits and control

output power. The mean output power of the mobile station shall be
less than —50 dBmJ1.23 MHz (-111 dBm/Hz) for all frequencies
within ±615 kHz of the center frequency.

Gated output power. The MS shall transmit at nominal controlled lev-
els during gated-on periods. A typical output power in a gated-on pe-
riod is shown in Figure 15.26. The transmitter noise floor should be
less than —60 dBm/1.23 MHz.

Controlled output power. Implementing CDMA power control is a must
in the cellular CDMA system for the reverse link transmission in order
to eliminate the near-fax interference. If all the mobile transmitters

- - pow

the pled-On period

Figure 1528 Transmission envelope mask (single gated-on power control group).
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within a cell site's area of coverage are so controlled, then the total
signal power received at the cell site from all mobiles will be equal to
the nominal received power times the number of mobiles.

CDMA reverse-link open-loop power control. The mobile station re-
ceives a signal suffering both the log-normal and Rayleigh fadings
from the forward link, as shown in Fig. 15.27a. The average path loss
is obtained as shown in the figure. If the transmitting and receiving
ends are sharing the same frequency channel, then reversing the re-
ceived signal strength as shown in Fig. 15.27b, indicated as the trans-
mit power without smoothing filter, would eliminate the power vari-
ation at the cell site. Since CDMA uses duplexing channels, the
Rayleigh fading on the forward channel and the reverse channel are
not the same. Therefore, the desired average transmit power is sent
back on the reverse channel.

At the cell site, the available information on instantaneous value
versus the expected value of frame error rate (FER) of the received
signal is examined to determine whether to command a particular
mobile to increase or decrease its transmit power. This mechanism is
called CDMA closed-loop power control. The mobile power received at
a cell site after close-loop control is shown in Fig. 15.27c.

In transmission mode, the MS has two independent means for out-
put power adjustment:

1. Open-loop output power
• The mobile station shall transmit the first probe on the access

channel:

PA = mean output power, dBm = —mean input power, dBm
- 73 + NOMPWR, dB + JNITPWR, dB

where NOMPWR = the correction of received power at the base
station and INITPWP = adjustment of the received power less
than the required signal power. When INITPWR = o, P = ±6
dB.

• For initial transmission on the reverse channel,

= mean output power, dBm =
+ the sum of all access probe correction, dBm

For normal reverse traffic channel,

= mean output power, dBm
+ the sum of all closed-loop power control correction, dB



Mobile transmit power
w/o closed loop

Transmit power
w/o smooth filter

Desired avenge
transmit power

.- Distance

(b)
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Mobile received
signal strength	 Ra.jlninh fnclinn

[01

(c)

Agmi 1527 Power control mechanism. (a) Mobile received signal
strength in log-normal shadowing and Rayleigh fading (6) transmit
power without closed-loop control and without nonlinear filthring
(c) mobile power received at cell site.

GIO

Distance

Distance
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• For example, without any correction or adjustment,

Mean output power = - mean input power - 73
(-90 dBm) - 73
17 dBm

2. Closed-loop output power (involving both the mobile station and
base station). The mobile station shall adjust its mean output
power level in response to each valid power control bit received on
the forward traffic channel. The change in mean output power per
single power control bit shall be 1 dB nominal, within ±0.5 dB of
the nominal change.

15.3.3 Modulation characteristics

Reverse CDMA channel signals. The reverse CDMA channel is com-
posed of access channels and reverse traffic channels. Since the MS
does not establish a system time as at the BS, the reverse channel
signal received at the BS cannot use coherent detection. Thus the mod-
ulation characteristics for the forward channel and reverse channel
are different. The modulation of the reverse channel is 64-ary orthog-
onal modulation at a data rate of 9600, 4800, 2400, or 1200 bps, as
shown in Fig. 15.28 at point A. The actual burst transmission rate is
fixed at 28,800 code symbols per second. This results in a fixed Walsh
chip rate of 307.2 thousand chips per second (kcps). Each Walsh chip
is spread by four PN chips. The rate of the spreading PN sequence is
fixed at 1.2288 million chips per second (Mcps). The reverse traffic
channel modulation parameters and the access channel modulation
parameters are listed in Tables 15.3 and 15.4, respectively.

5a,.C&

—

Moss.-2 .	
th(C

Figors 1528 Reverse CDMA channel modulation process.
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TABLE 15.3 Reverse Traffic Channel Modulation Parameters

- Data rate, bps

Parameter	 9600	 4800	 2400.	 1200

PH chip rate	 12288 - 1.2288 1.2288 1.2288
Code rate	 ½	 ½	 ½	 ½
Transmit duty cycle 	 '100.0	 50.0	 25.0	 12.5
Code symbol rate 	 28,800 28,800 28,800 28.800
Modulation	 6	 6	 6	 6

Modulation symbol rate 	 4800	 4800	 4800	 4800
Walsh chip rate	 307.20 307.20 307.20 307.20
Mod, symbol duration	 208.33 208.33 208.33 208.33
PH chips/code symbol	 42.67	 42.61	 42.67	 42.67

PN chips/mod. symbol	 256	 256	 256	 256

PN chips/Walsh chip	 4	 4	 4	 4

Units

Mcps
bits/code symbol

sps
code symbol/

mod symbol
ape
kcps
AS
PH chip/code

symbol
PM chip/mod

symbol
PN chips/Walsh

chip

Convolutional encoding. At point B in Fig. 15.28, with a K = 9 (9 reg-
ister) and rate 1/3 convolutional encoder:

1. On the access channel, each code symbol has a fixed data rate of
4800 bps, and each symbol repeats one time consecutively.

2. On the reverse traffic channel, the full data rate is 9600 kbps. For
the data rate of 4800 kbps, each symbol repeats one time consec-
utively. For the data rate of 2400 kbps, each symbol repeats three
times consecutively. For the data rate of 1200 kbps, each symbol
repeats seven times consecutively.

TABLE 15.4 Access Channel Modulation Parameters

Data rate, bps

Parameter	 - :
PH chip rate	 1.2288
Code rate	 ½
Code symbol repetition	 2
Transmit duty cycle	 100.0
Code symbol rate 	 28,800
Modulation	 6
Modulation symbol rate 	 4800
Walsh chip rate	 307.20
Mod, symbol duration	 208.33
PH chips/code symbol	 42.67
FN chips/mod. symbol	 256
PH chips/Walsh chip	 4

VISItS

Mcps
bits/code symboL
symbols/code symbol

Bps
code sym/anod. symbol
spa
kcps
Ps
PH chip/code symbol
PN chip/mod. symbol
PH chips/Walsh chip
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interleaving. At point C in Fig. 15.28, the interleaving algorithm will
form an array with 32 rows and 18 columns, At 9600 kbps, the inter-
leaver forms a 32 x 18 matrix as in Table 15.5.

At 9600 bps, the transmission sequence is to send row by row in a
sequence order up to row 32. At 4800 bps, the transmission sequence
is to send by the unique order of rows as follows:

Row Number-i
1324576691110121315141817191820212322242527262829313032

1	 11 .j L	 I I	 ii	 it

Expressed in a formula, the transmission sequence is

J, J + 2, J ± 1, J + 3

for j=1+4i and i0,l,2,3..... (32/4-1).
At 2400 bps, the transmission sequence is by a unique order of rows

as follows:

J, J + 4, J + 1, J + 5, J + 2, J + 6, J + 3, J + 7

for 	 1+8i and iO,1,2...,(32/8"')
At 1200 bps,

J, J + 8, J + 1, J + 9, J ± 2, J + 10, J + 3, J + 11, J + 4,

J + 12, J ± 5, J + 13, J + 6, J + 14, J + 7, J + 15

for J 1 + 16i and i	 1, 2.
For access channel code symbols, the interleaver rows follow this

order:

TABLE 15.5 Interleaving Algorithm

1 I 2 I 3 I 4 I 5 I 6 I 7 I 8 I 9 1 10 1 11 1 12 1 13114 1 15 1 16 1 17 118

2

3

4

5

6

±

32
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J, J + 16, J + 8, J + 24, J + 4, J + 20, J + 12, J 428, J + 2,
J + 18, J + 10, J + 26, J + 6, J + 22, J + 14, J + 30

for J = 1, 2.
Orthogonal modulation for reverse channel. As at point I) in Fig. 15.28, the

64-ary Walsh codes consist of 64 codes each 64 bits long. They are
orthogonal to each other as shown in TibIe 15.6; Every sixth symbol
interpretating each Walsh code of 64 chips is sent out. For example,

Walsh
100011101100 Lookup Walsh Code #35 Walsh Codo#56

a.Table	 P

_______	
Tranimit

Each 20-ms reverse traffic channel frame shall be divided into 16
equal-length (i.e., 1.25 ms) power control groups numbered from 0 to
15.

L I	 20 MS

-0-1 I.m-1.25 ms [12 bits = 36(12 x 3) Code Symbols
= 36/6 Modulation Symbols

= 1 Power Control Group
The reverse traffic channel and the access channel shall be direct-

sequence spread by the long code prior to transmission. The long code
shall be periodic with period 2 42 - I chips and shall satisfy the linear
recursion specified by the polynomial

p(x) = x42 + x35 + x3 + x2 ' + x27 + x26 + x' + x + x2'

+ X 19 + X IS + xfl + x16 + x'° + x7 ± x6 + x5 + x2 + x2 + x' + 1

Each PN chip of the long code shall be generated by a 42-shift-register
long-code generator.

Data burst randomizing. At point F in Fig. 15.28, the data burst ran-
domizer has generated a masking pattern of Os and is that randomly
masks out the redundant data generated by the code repetition. The
mask pattern is determined by the data rate of the frame and by a
block of 14 bits taken from the long code. These 14 bits shall be the
last 14 bits of the long code used for spreading.

Direct sequence spreading. At point F in Fig. 15.28, prior to transmis-
sion, the reverse traffic channel and the access channel are direct-
sequence spread by the long code. This spreading operation involves
modulo-2 addition of the data burst randomizer output stream and
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TABLE 15.6 64-ary Orthogonal Symbol Set
II 3113 Ill! 2222 2222 2233 3333 3333 4 44 4 4444 4455 5553 5555 6660

0123 4567 9901 2346 6789 0123 4567 6901 2346 6789 0123 4567 8901 2345 6789 0123

0 GOOD 0000 00 00 0000 0000 0000 ODOO GOO D 0000 0000 DODD 0000 DODO 0000 0000 0000

1 0101 0305 0101 0501 0101 0101 0501 0301 0101 0501 0505 0101 0103 0501 0101 0101
2 0011 0011 0011 0011 0011 0011 0055 0011 0011 0011 005100'' 0011 0000 0011 0011
a 0110011001100110011003300110011003500110051 00350 0110 01 10 0 110 0110

4 0000 111 1 0000 SIll 0000 1111 0000 1111 0000 'III 0000 3113 0000 'III 0000 3115
50101 1010 0101 1010 0101 1030 0105 1010 0301 1010 0101 3030 0105 5010 0501 1010
60031 1100 0015 1000 0011 1100 0011 11000033 11000035 5100 0031 1100 0011 3500
7 0110 1001 0110 3005 0110 1001 0130 1001 0100 1000 0310 1 00 3 0150 1003 0500 1005

800000000 1110 511! 0000 0000 5301 III) 0000 0000 1111 'III 0000 0000 1111 III!
9 0005 0301 1050 5010 0305 0103 1050 1010 0101 0503 1030 3010 0101 010' 1010 0030

1000110011 1000 1100 0011 0050 1100 1500 0051 0015 1100 11000005 00!! 1500 0100
II 01100500 1005 0000 0110 0150 1001 1003 01500110 3001 1001 01500100 3001 1001
120000 1111 1151 0000 0000 III! 1111 0000 0000 IllS 1111 0000 0000 III! 1351 0000
03 0101 1010 1050 0103 0103 0050 5010 0105 0500 1010 1010 0003 0301 10101050 0101
140010 1100 5100 0010 0011 1100 31000053 0051 1100 1100 0011 0013 1100 1100 00!'
16 0110 0001 1001 0130 0110 100' 5003 01100110 1001 0000 0150 0030 3003 5000 0350
360000000000000000 3511 liii 1111 0111 0000 0000 0000 0000 1111 5033 III! 'III
II 0001 0001 0301 0501 1010 1010 1050 1010 0501 0305 0101 0100 5010 1010 1010 5030
050011 0011 0011 0011 0100 1 1 0 0 1100 1100 0031 0011 0051 0011 0100 3100 5100 5100
5903100350 0110 0110 300! 100! 1001 '00! 01100550 0100 0110 5001 0001 3003 1001
200000 1011 0000 1511 SIll 0000 III! 0000 0000 1133 0000 SIll 'ill oo q o 1 III 0000
25 0003 30300501 1050 3050 0301 1010 0501 0105 1010 0101 1010 1030 0101 5050 0101
V 00111100 0551 1100 1100 0011 1100 0011 0001 1100 0011 1100 1100 0011 11000033
23 0300 1001 0110 1000 1001 0110 5001 03300110 5001 0110 100! 1001 0150 5001 0110
24 0000 0000 1111 III! 1315 JIll 0000 0000 0000 0000 Ill! 10!] III! 11!) 0000 0000
25 0501 0503 1010 3010 1030 305005510301 0103 0501 5050 1050 1010 1000 0301 0501
26001500!! '100 0300 5100 3100 0011 0011 0011 0011 1100 1100 1100 1100 001' 0011
270110 0100 5001 1001 1001 3000 005000000150 0130 000! 500! '00! 1003 0110 0110
3800001151 3102 0000 III' 0000 0000 1111 0000 3111 1333 0000 1150 0000 0000 III!
29 0303 1030 3030 0101 1010 010! 050' 1030 0501 1010 1010 0105 5050 0500 0305 105!
300011 ''00 0500 000! 1 100 001 1 0 011 3100 0051 1300 3500003! 5100 0011 0031 3500
31 0110 3001 1003 0110 1001 03300330 1005 0330 5001 1003 0150 3001 03100150 1001
120000000000000000 0000 0000 0000 0000 1115 1111 I'll 5311 5531 11!! 5530 5!!!
33 03010301 0101 0301 0101 0101 0501 0501 1030 1000 1000 3010 1050 3050 5050 1050
3400550051 0011 000! 0051 0051 0023 0011 1100 3500 1100 1500 1500 03001500 1300
M 0110 0110 0110 0110 0100 01100110 0130 1003 5001 1001 1001 1001 1001 0001 5001
36 0000 1110 0000 3151 0000 0331 0000 1111 553! 0000 III! 0000 1505 0000 1311 0000
37 0101 1010 0101 5030 0100 3000 0503 0050 0050 0001 50100005 0030 0101 1010 0301
35001! 15000050 1100 00!! 1500 0053 1100 5500001! 1500 0015 1100 0011 1300 00!!
39 0110 5001 0330 1001 0510 500) 0550 '000 3005 0110 0000 0030 1003 0530 1001 0130
40 0000 0000 3501 511! 0000 0000 1511 1111 lilt Ill 000000000 1550 III) 0000 0000
45 0503 0301 0000 3050 0503 0503 5050 1050 50)0 1010 0301 0105 1010 5010 0101 0505
420011 0010 1500.1100 0011 0011 1100 3100 1100 1100 0011 0051 1500 3500 0031 0013
43 01300110 300! 3001 0130 at 10 '00! 500! 1000 1001 0330 0100 5001 0001 05000130
44 0000 III! 1111 0000 0000 1111 III! 0000 111! 0000 0000 1131 1333 0000 0000 3513
45 0101 5010 3050 030' 0001 1010 50500500 1010 0501 0301 1010 3030 0301 0100 1010
450011 1300 1100 0011 0051 5000 5100 0001 35000050 0011 1500 1100 00150011 1100
47 0110 1001 0001 0330 0110 5001 3005 0530 5001 05300! IC 1001 3001 '!'a 0310 '003
" 0000 0000 GOOD 0000 1001 1113 III' II!' IllS 3131 3110 III! 0000 0000 0000 0000
40 0101 0101 0301 0101 1010 1050 3010 3000 1010 SOLO 1010 1010 0105 0101 03030501
500051 001! 0011 0011 3100 1110 1100 1100 1500 1100 5300 310000]! 001! 0053 0011
51 0510 03500530 0110 1001 3003 1003 3003 300! 1001 1001 3005 0230015001300530
520000 II!' 0000 1513 5101 0000 111! 0000 11110000 1311 0000 0000 5101 0000 III!
53 0101 5010 0005 0010 1030 0101 1010 0101 1010 0301 1000 0105 0105 1010 0501 1050
$40011 0100 0013 1000 5100 0011 1100 0013 1100 0031 3)00 005! 0011 11000011 5500
55 0000 5003 0110 5003 5001 0050 0001 0510 1001 0100 1003 0550 0350 0003 0510 1003
5600000000 1113 1551 1051 0111 0000 0000 111] 0001 0000 0000 0000 0000 III! 5515
57 0501 0101 0000 1050 1010 30500300 0001 10101050 0101 0101 0105 0101 0050 5010
5800000011 3100 3100 1000 1100 0051 0051 3300130000110013 00!! 0033 1100 '300
5901500150 5001 1000 1001 1003 03100330 0005 5001 0110 0310 0130 0110 1001 1001
6000001551 31510000 1531 0000 0000 II!! III! 0000 0000 1510 0000 5100 III! 0000
65 050, 1050 3000 050, 1030 0201 0101 1010 1010 010' 0101 1050010! 1010 1010 OIOL
32 0011 5500 5100 0013 31000033 0011 1100 5000 0011 0011 3100 0013 5100 5300 00!!
6301101001 1001 0150 1001 a] 10 0110 1001 1001 03300550 1001 0110 1003 1001 0110
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the long code. This long code shall be periodic with period 2 42 - 1

chips.

Quadrature spreading. The sequences used for the spread in quadra-
ture are shown in Fig. 15.28 at point F. These sequences are periodic
with period 215 chips, and the spread polynomials of channel I and Q
pilot PN sequences are

P/x) = x15 + x13 + x9 + x8 + x1 + x5 + 1

PQ(x) = x15 + x12 -I- x" + x'? + x6 + x5 + x4 + x3 + 1

which are of period 2' - 1. The pilot PN sequence repeats every 26.66
ms (215/1228800 s). There are exactly 75 repetitions in every 2 s. Re-
verse CDMA channel I and Q mapping for an offset QPSK modulation
is shown in Fig. 15.29.

Access channel and reverse traffic channel

1. Access channel
• Time alignment—an access channel frame shall begin only when

system time is an integral multiple of 20 ms
• Modulation rate—a fixed rate of 4800 bps.
• The reverse CDMA channel may contain up to 32 access channel

numbers, 0 through 31, per supported paging channel (Fig.
15.30a). Each access channel is associated with a single paging
channel on the correponding forward CDMA channel (Fig.
15.30b). The forward CDMA channel structure will be described
later.

•Frame structure: 	 -

96 bits (20 ms)

88 bits	 181

4	 Information bits	 Purl T

Encoder tail bits
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I 0 Phase

o 0	 it!4
1	 0 3ic/4
1	 1 —3ic14
o 1 —n/4

(a)

Q-Channel

(b)
Figure l5.2D Reverse CDMA channel quadrature spreading. (a)
Reverse CDMA channel I and Q mapping; (6) offset QPSK con-
stellation and phase transition.

2. Reverse traffic channel
• A variable data rate of 9600, 4800, 2400, or 1200 bps
• All frames have a duration of 20 ms

Frame Format I	 Information bits (I) 	 F I TI
Information bits

IN	 20ms
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ReverseCOMA than,S
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by base staUon)

ra"	 I •&Jc

Addressed by long code PNs
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Fonqard COMA channel
(123 MHz dww,d teftsznted

by base staliai)

ptlotIsylIragTn9I••lrdwI.I..I
hanIdanIctLl ItipI 77h'	 I 	 upIct24Ith25
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Mobile power

Trawt data	 contiol
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Figure 15.30 CDMA channel structure. (a) Example of logical reverse CUMA
channels received at a base station; (5) example of a forward COMA channel
transmitted by a base station-

Information bits (1)	 172 bits (for 9600 bps)
80 bits (for 4800 bps)
40 bits (for 2400 bps)
16 bits (for 1200 bps)

Frame quality indicator (F) 12 bits (for 9600 bps)
(detect errors by CRC)	 8 bits (for 4800 bps)

O bits (for 2400 bps)

0 bits (for 1200 bps)
Tail hits (T)	 8 bits for all data rates

where the generator polynomials for frame quality indicators are

g(x) = x12 + x" + x'° + x9 + x8 + x4 + x + 1	 (for 9600 bps)

g(x)=xB+x7+x4+x3+.X+1	 (for 4800bps)
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Reverse traffic channel preamble. Used to aid the ES in performing
initial acquisition of the reverie traffic channel. The preamble shall
consist of frames of 192 zeros at the 9600-bps rate.

Null reverse traffic channel. Used when no service option is active.
It is a keep-alive operation. The null traffic channel data shall con-
sist of a frame of 16 ones followed by 8 zeros at the 1200-bps rate.

Information bits and time reference. The information bits (172 bits)
can be used to provide for the transmission of primary traffic and
signaling or secondary traffic. Signaling traffic may be transmitted
via blank-and-burst with the primary traffic and signaling traffic
sharing the frame. Five different information bit structures de-
scribed in Fig. 15.31 are for the mobile station use.

The time reference will be established at the MS. The time of oc-
currence of the earliest arriving multipath component is used for de-
modulation. The time reference from the forward traffic channel is
used for the transmit time of the reverse traffic channel. The time
reference from. the paging channel is used for the transmit time of the
access.

Forward CDMA channel signals. The forward CDMA channel consists
of the following code channels; the pilot channel, the sync channel,
paging channels (1 to 7), and for-ward traffic channels. They are code
channels. Each is orthogonally spread by one of 64 Walsh function
codes, and is then spread by a quadrature pair of PN sequences at a
fixed chip rate of 1.2288 Mcps. The example of a forward CDMA chan-
nel transmitted by a ES is shown in Fig. 15.32. Each traffic channel
consists of traffic data and mobile power control subchannels.

Secondary Traffic ---a-Primary 
Traffic	 Signaling Traffic --I-

	

171	 Prime Traffic
1 1 2	 -4--SO 1	 as-a-	 Dim-and-Burst (Rate 1/2)

1 1 2 -4O	 128 -a-	 Dim-and-Burst (Rate 114)

1 1 2 -*161	 152 -.--	 Dim-and-Burst (Rate 1/8)

1 1121	 168 -	 Blank and Burst (Signaling
MM i TM	

Traffic Only)

MM - mixed mode bit

fl- traffic type bit

TM- a-stile mode bits
Figure 15.31 Information bits for primary traffic and secondary traffic.
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Figure 15.32 Forward CDMA channel structure. (a) Modulation; (b) quadrature
spreading.

Forward COMA channel structure. The structures of pilot channels, sync
channel, paging channel, and forward traffic channel data are shown
in Fig. 15.32. There are two parts, modulation and quadrature spread-
ing. In the modulation part, the data rate is at the input.

Data rates at the input

1. The pilot channel sends all Os at 19.2 kbps rate.
2. The sync channel operates at a fixed rate of 1200 bps.
3. The paging channel supports the fixed data rate at 9600, 4800, or

2400 bps.
4. The forward traffic channel supports variable data rate operation

at 9600, 4800, 2400, or 1200 bps.
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Modulation. The modulation of the pilot channel has not used the
error-correction prior to transmission. The channel takes each bit and
spreads it into a 64-bit Walsh code. The data rate of 19.2 kbps becomes
1.2288 Mcps. The modulation parameters of sync channel, paging
channel, and forward traffic channel .are listed in Tables 15.7, 15.8,
and 15.9, respectively. The sync channel, paging channel, and forward
traffic channel are encoded prior to transmission. The rate of convo-
lutional code is 1/2 with constraint length of 9 (9 registers).

Code symbol repetition. For paging and forward traffic channels,
repetition depends on the data rate of each channel. A low data rate
needs more repeats in order to make up the modulation symbol rate
of 19.2 kbps.

For a sync channel, each encoded symbol is repeated two times and
the modulation symbol rate is 4800 sps. The 4800-sps data are mod-
ulated with Walsh function code W32 which has been multiplied by 4.
In other words, each symbol becomes 4 >( 64 = 256 cps.

Block interleaving. The purpose of using block interleaving is to try to
avoid burst errors while sending the data through a multipath fading
environment. The input of the sync channel interleaver is shown in
Table 15.10 and the output is shown in Table 15.11, where the arrows
in each column show the sequential order of the data flow. For the
forward traffic channel and paging channel, the input of the inter-
leaver is shown in Table 15.12 and the output of the interleaver is
rhown in Table 15.13.

Data scrambling. Data scrambling shall be accomplished by per-
forming modulo-2 addition of the interleaver output symbol with the
binary value of the long-code PN chip (2 42 - 1); the long-code mask is
for privacy. Also, the long-code data rate after passing through two
decimators is reduced to 800 Hz, which is used for multiplexer (MUX)
timing control. The circuit is shown in Fig. 15.33.

TABLE 15.7 Sync Channel Modulation Parameters
Data rate, bps

Parameter	 1200

PN chip rate	 1,2288

Code rate	 ½
Code repetition	 2
Modulation symbol rate 	 4800
PN chips/modulation symbol
	

256
PN chips/bit	 1024

Each repetition of a code symbol is a modulation symbol.

Units

Mcps
bits /code symbol
mod, symbol/code symbol*
sps
PN chips/mod. symbol
FN chips/bit
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TABLE 15.2 Paging Channel Modulation Parameters

- Data rate. bps

Parameter	 9600	 4800	 2400	 Units

PN chip rate
Code rate
Code repetition

Modulation symbol rate
PN chips/modulation symbol

PN chips/bit

	

1.2288	 1.2288	 1.2288
M.	 ½	 ½
1	 2	 4

	

19,200	 19,200	 19,200
64	 64	 64

128	 256	 512

Mcps
bits 'code symbol
mod. symbol 

code symbol
spa
Ri chips/mod.

symbol
PH chips/bit

Each repetition of a code symbol is a modulation symbol.

Power control subchannel. At the rate of one bit every 1.25 ms (i.e.,
800 bps), a 0 bit indicator is sent to the MS to increase the mean
output power level or a 1 bit is sent to decrease it. There are 16 pos-
sible starting positions. Each position corresponds to one of the first
16 modulation symbols. Figure 15.34 indicates the randomization of
power control bit positions. The reverse traffic channel sends a bit
with 6 Walsh symbols in 1.25 ms. The base station measures signal
strength, converts the measured signal strength to a power control
bit, and transmit with a 4-bit binary number (levels 0 to 15) by scram-
bling bits 23, 22, 21, and 20. In fl. 15.34, the value of bits 23, 22,
21, and 20 is 1011 binary (11 decimal). The power control bit starting
position is the eleventh position within 1.25 ms of the seventh slot.

Orthogonal spreading. In the forward channel, each code channel
transmits one of 64 Walsh functions at a fixed chip rate of 1.2288 Mcps
to provide orthogonal channelization among all code channels on a
given forward CDMA channel.

TABLE 15.9 Forward Traffic Channel Modulation Parameters

Data rate, bps

Parameter	 9600 4500 2400 1200	 Units

Hi chip rate	 1.2288 1.2288 1.2288 1.2288 Mcps
Code rate	 ½	 ½.	 ½	 ½ bita/codeeymbol
Code repetition	 1	 2	 4	 8	 mod symbol/code

symbol
Modulation symbol rate	 19,200 19,200 19,200 19,200 spa
PN chips/modulation symbol 	 64	 64	 64	 64 PN chips/mod.

symbol
PN chips/bit	 128	 256 - 512	 1024 PN chipe)'bit

*Each repetition of a coda symbol is a modulation symbol.
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TABLE 15.10 Sync Channel lnterteaver Input (Array Write Operation)

TABLE 15.11 Sync Channel Interleaver Output (Array Read Operation)

Ii
I 33
J, 17
I! 49

9
41
25
57

5
37
21
53
13
45

4
36
20
52
12
44
28
60

B
40
24
56
16
48
32
64
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TABLE 15.12 Forward Traffic and Paging Channel lnteileaver Input (Away Write
Operation at 9600 bps)

25 49 73 97 121 145 169 193 217 241 265 289 313 337 361
2 26 50 74 98 122 146 170 194 218 242-266 290 314 338 362
3 27•' SI 75 99 123 147 171 -195 219 243 -267 291 315 339 363
4 28 52 76 100 124 148 172 196 220 244 268 292 316 340 364
5 29 53 77 101 125 149 173 197 221 245 269 293 317 341 365
6 30 54 78 102 126 150 174 198 222 246 270 294 318 342 366
7 31 55 79 103 127 151 175 199 223 247 271 295 319 343 367
8 32 56 80 104 128 152 176 200 224 248 272 296 320 344 368
9 33 57 SI 105 129 153 177 201 225 249 273 297 321 345 369
10 34 58 82 106 130 154 178 202 228 250 274 298 322 346 370
11 35 59 83 107 131 155 179 203 227 251 275 299 323 347 371
12 38 60 84 108 132 156 180 204 228 252 276 300 324 348 372
13 37 61 85 109 133 157 181 205 229 253 277 301 325 349 373
14 38 62 86 110 134 158 182 206 230 254 278 302 326 350 374
15 39 63 87 lii 135 159 183 207 231 255 279. 303 327 351 375
16 40 64 88 112 136 160 184 208 232 256 280 304 328 352 376
17 41 65 89 113 137 161 185 209 233 257 281 305 329 353 377
Is 42 66 90 114 138 162 186 210 234 258 282 306 330 354 378
19 43 67 91 115 139 163 187 211 235 259 283 307 331 355 379
20 44 68 92 116 140 164 188 212 236 260 284 308 332 356 380
21 45 69 93 117 141 165 189 213 237 261 285 309 333 357 381
22 46 70 94 118 142 166 190 214 238 262 286 310 334 358 382
23 47 71 95 119 143 167 191 215 239 263 287 311 335 359 383
24 48 72 96 120 144 168 192 216 240 264 288 312 336 360 384

TABLE 15.13 Forward Traffic and Paging Channel Inteileaver Output (Amy Read
Operation at 9600 bps)

1	 9	 5 13	 3 ii	 7	 IS	 2 10	 6 14	 4	 12	 8	 16I 65 73 69 77 67 75 71 79 66 74 70 78 68 76 72 80
129 137 133 141 131 139 135 143 130 138 134 142 132 140 136 144
193 201 197 205 195 203 199 207 194 202 198 206 196 204 200 208
257 265 261 269 259 267 263 271 258 266 262 270 260 268 264 272
321 329 325 333 323 331 327 335 322 330 326 334 324 332 328 336
33 41 37 45 35 43 39 47 34 42 38 46 36 44 40 48

	

97 105 101 109 99 107 103 111	 98 106 102 110 100 108 104 112
161 169 165 173 163 171 167 175 162 170 166 174 164 172 168 176
225 233 229 237 227 235 231 239 226 234 230 238 228 236 232 240
289 297 293 301 291 299 295 303 290 298 294 302 292 300 296 304
353 361 357 365 355 363 359 367 354 362 358 366 356 364 360 368
17 25 21 29 19 27 23 31 18 26 22 30 20 28 24 32
81 89 85 93 83 91 87 .95 82 90 86 94 84 92 88 96

145 153 149 157 147 155 151 159 146 154 150 158 148 156 152 160
209 217 213 221 211 219 215 223 210 218 214 222 212 220 216 224
273 281 277 285 275 283 279 287 274 282 278 286 276 284 280 288
337 345 341 349 339 347 343 351 338 346 342 350 340 348 344 352
49 57 53 61 51 59 55 63 50 58 54 62 52 60 56 64
113 121 Ill 125 115 123 119 127 114 122 118 126 116 124 120 128
177 185 181 189 179 187 183 191 178 186 182 190 180 188 184 192
241 249 245 253 243 251 247 255 242 250 246 254244 252 248 256

312 320305 313 309 317 307 315 311 319 306 ^3l4	 318 - 3D8 316 .
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Flgwe 15.33 Data scrambler function and timing.

PH sequence offset
Pilot channel. A pilot channel is transmitted all times on Walsh

function WO by the base station. Pilot ?N sequence offset is used for
identif'ing each base station. Time offset may be revised within a
CDMA cellular system.

Sync channel. The sync channel is an encoded, interleaved, spread,
and modulated spread signal. The sync channel uses the same pilot
PN sequence offset as the pilot channel for a given base station.

Receiver at MS. 
T

he MS demodulation process shall perform compli-
mentary operations to the BS modulation process. The MS shall pro-
vide a minimum of thur processing elements. Three of them are ca-
pable of tracking and demodulating multipath components of the
forward CDM channel. At least one element shall be a searcher ele-
ment capable of scanning and estimating the signal strength at each
pilot PN sequence offset. The signal strength of the pilot is used to
select the desired BS during the idle or initialization stage. Also, the
signal strength of the pilot is used for the MS to determine when the
handoff shall be requested and which new BS is the candidate. The
information on handoff will be sent to the BS via the reverse signaling
traffic channel (see Table 15.14). The multiplex option is the same on
both the forward traffic channel and the reverse traffic channel.
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20 ms 96 Walsh symbols = 16 power control groups
St

6 Walsh symbols
Reverse	 I/

traffic	 I	 I	 I	 I	 I 	 '10'11 I	 1	 I1
channel	 0 I 2 3 '	 6 7 8 9  	 12 13 14 15
1.25ms-0-	 :---	 _

Base Station: 1) Measure signal strength
2)Converts measurement to power control bit
3)Transmits power control bit 	 -

•—*4 l--- Round trip
-	 delay	 24 modulation symbols

Forward	
111111	 IA	 iii

traffic
channel	 C) 1 2 3 4 5 5 7 8 9 10 II 12 13 14 15

125 ms	 /	 N
Long code b

Power control bit
(two modulationuse.,__br scrarnbltn symbols)

\	 Value 
L__

transmitted

	

1 1 10 1 1 1 1 L1'O 1 1	 \r$,,tla 15

'0 1 2 3 456 7 8 910 12 14 I

16 possible starting power	 Notused
:-- for power —0-

control bit positions	 control bits

	

125 ms = 24 modulation symbols	 •

Figure 15.34 Randomization of power control bit positions.

Forward traffic channel frames. There are 14 categories for multiplex op-

tion 1. Among those categories, 12 are listed in Table 15.14 and are
considered good frames. Categories 9 and 10 are bad frames:

Category 9: 9600-bps frame, primary traffic only, with bit errors

Category 10: Insufficient frame quality

15.3.4 Authentication,
encryption, and privacy

Authentication refers to the process by which the base station con-
firms the identity of the mobile station, i.e., the identical sets of shared

secret data. SSD is a 128-bit pattern in the MS. SSD-A consists of 64

bits and SSD-B consists of 64 bits. SSD-A supports the authentication
procedure initialized with mobile station specific information, random
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TABLE 15.14 Reverse and Forward Traffic Channel Information Bits for Multiplex
Option 1

Format bits	 Primary	 Signaling Secondary Categories
traffic	 traffic	 traffic	 of

received
Transmit Mixed Traffic Traffic

	

rate	 mode type mode	 bits.	 bits/	 bits/	 traffic
channel

	

(bits/sec) (MM) (TT) (TM) 	 frame	 frame	 frame	 frame
-	 -	 171	 0	 0	 1

'1'	 0'	 00'	 60	 88	 0	 2

0'	 '01 	 40	 128	 0	 3

'1'	 '0'	 10'	 16	 152	 0	 4

	

9600	 *1	 10'	 11'	 0	 168	 0	 5

	

•	 '1'	 '1'	 '00'	 80	 0	 88	 11

	

'01'	 40	 -0	 128	 12

	

10'	 16	 0	 152	 13

	

•	 '1'	 '1'	 '11'	 0	 0	 168	 14

	

4800	 -	 -	 -	 80	 0	 0	 6

	

2400	 -	 -	 -	 40	 0	 0	 7

	

1200	 -	 .	 -	 16	 0	 0	 8

data and the mobile station's A key (64 bits long). A key may be also
called PIN. SSD-B supports CDMA voice privacy and message
confidentiality.

The purposes for using authentication are (1) MS registration, (2)
MS origination, and (3) MS termination. When the information ele-
ment AUTH in the system parameters overhead message is set to 1
and the MS attempts to register, originate, or terminate, then the
auth-signature procedure is executed, and AUTHR is obtained (see
Fig. 15.35) and sent with RANDC (eight most significant bits of RAND
confirmation) and COUNT to the base station for validation.

Authentication of MS data bursts

1. The BS sends an SSD update message on either the paging chan-
nel or the forward traffic channel. In the SSD update message there
is a RANDSSD field which is used for the computation of SSD at the
home location register/ authentication center (HLR/AUC). (The A key
is stored at the MS and the HLR/AUC) The MS shall then execute
the SSD generation procedure by using RANDSSIJ, ESN, and A key
to produce SSD-A-New and SSD-B-New.
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Figure 15.35 Authentication parameters for base station validation.

2. The MS shall select a 32-bit random number RANDBS to BS in
a base station challenge order via the access channel or reverse traffic
channel.

3. Both BS and MS shall execute an auth-signature procedure by
using SSD-A-New and RANDBS, and both obtain an 18-bit AUTHBS.

4. The BS sends the AUTHBS in the base station challenge order
confirmation on the paging channel or the fonvard traffic channel.

5. The MS compares the two AUTF[BS, one from its own MS and
one from the BS. If the comparison is successful, it sets SSD-A and
SSD-B to SSD-A-New and SSD-B-New, respectively. Also, the MS shall
send an SSD update confirmation order to the 85 indicating the suc-
cessful comparison. If the comparison is not successful, it discards the
two new SSDs and sends an SSD update rejection order to the BS,
indicating unsuccessful comparison.

On receipt of the SSD update confirmation order, the 85 sets SSD-
A and SSD-8 to the values received from the HLR/AUC. The SSL)
update message flow is shown in Fig. 15.36.

Signaling message encryption. In an effort to protect sensitive sub-
scriber information (such as PIN), the availability of encryption al-
gorithm information is governed under the U.S. International Traffic
and Arms Regulation (ITAR) and export administratioli regulations.
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Figure 15.36 SSD update message flow.

Messages shall not be encrypted if authentication is not performed.
Signaling message encryption is controlled for each calfindividually.

Voice privacy. Voice privacy is provided in the CDMA system by
means of the private long-code mask used for PN spreading. Voice
privacy control is provided on the traffic channels only. All calls are
initiated by using the public long-code mask for PN spreading. To in-
itiate a transition to the private or public long-code mask, either the
BS or the MS sends a long-code transition request order on the traffic
channel.



Dêgltal Cellular Systems	 529

15.3.5 Malfunction detection
The BS detects the malfunction of an MS by asking the MS to respond
to the lock order, lock until power-cycled order, and maintenance re-
quired order. This feature identifies the malfunctional MS and pre-
vents the MS from contaminating the CDMA system by sending a
signal to disconnect the MS transmit power.

15.3.6 Call processing
MS call processing consists of the following states:

MS initialization state

• The MS selects which system to use.	 -

• It acquires the pilot channel of a CDMA system within 20 ms.
• It obtains system configuration and timing information for a CDMA

system.
• It synchronizes its timing to that of a CDMA system.

MS idle state

• The MS shall perform paging channel monitoring procedures. The
paging channel is divided into 200-ms slots called paging channel
slots. Paging and control messages for an MS operating in the non-
slotted mode can be received in an array of the paging channel slots.
Therefore, the nonslotted mode of operation requires the MS to mon-
itor all slots. An MS operating in the slotted mode generally moni-
tors the paging channel for one or two sloth per slot cycle. The MS
can control the length of the slot cycle.

• Unless otherwise specified in the requirements for processing a spe-
cific message; the MS shall transmit an acknowledgement in re-
sponse to any message received that is addressed to the MS.

• The MS shall maintain all active registration timers.

The CDMA system supports nine different forms of registration:
Autonomous registrations:

1. Power-up registration. The mobile station registers when it powers
on, switches from using the alternate serving system, or switches
from using the analog system.

2. Power-down registration. The mobile station tegisters when it pow-
ers off if previously registered in the current serving system.
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3. Timer-based registration. The mobile station registers when a timer

	

expires.	 -	 1
4. Distance-based registhztióii The thobile station registers when the

distande between the trént base station and the base station in
:Which it last registered exceeds a threshold.

5. Zone-based registration . 'The mobile station registers when it enters
a new zone.

Registrations under different requests:

6. Parameter-change registration. The mobile station registers when
certain of its stored parameters change.

7. Ordered registration. The mobile station registers when the-base
station requests it.

8. Implicit registration. When a mobile station successfully sends an
origination message or page response message, the base station can
infer the mobile station's location, causing an implicit registration.

9. Traffic channel registration. Whenever the base station has regis-
tration information for a mobile station that has been assigned to
a traffic channel, the base station can notify the mobile station that
it is registered.

System access state. The MS sends messages to the BS on the access
channel and receives messages from the base station on the paging
channel. The entire process of sending one message and receiving ac-
knowledgment for that message is called an access attempt. Each
transmission in the access attempt is called an access probe. The mo-
bile station transmits the same message in each access probe in an
access attempt. Each access probe consists of an access channel pre-
amble and an access channel message capsule. There are two types of
messages sent on the access channel: a response message and a re-
quest message. The access attempt ends after an acknowledgment is

	

received. -	 --.,-	 -

MS control on the traffic channel state. The mobile station communi-
cates with the BS using the forward and reverse traffic channels.
There are five ftmctions:

I. The MS verifies that it can receive the forward traffic channel and
begins transmitting on the reverse traffic channel.

2. The MS waits for an order on an alert with information message.
3. The MS waits for the user to answer the call.
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4. The MS's primary service option application exchanges primary
traffic packets with the base station.

5. The MS disconnects the call.

15.3.7 Handoff procedures

Types of handofls. The MS supports four handoff procedures:

1. Soft handoff. The MS commences communication with a new base
station without interrupting communication with the old base sta-
tion. Soft handoff means an identical frequency assignment be-
tween the old BS and new BS. Soft handoff provides different-site
selection diversity to enhance the signal.

2.CDMA.to.CDMA hard handoff. The MS transmits between two
base stations with different frequency assignments.

3.CDMA-to-analog handoff. The MS is directed from a forward traffic
channel to an analog voice channel with a different frequency
assignment.

4. Softer handoff. Handoffs between sectors within a cell.

Pilot sets. The information obtained from the pilot channel is used for
the handoff. A pilot is associated with the forward traffic channels in
the same forward CDMA channel. A pilot channel is identified by a
pilot sequence offset- Each pilot channel is assigned to a particular
BS. The MS can obtain four sets of pilot channels: -

1. Active set. The pilot associated with the forward traffic channels
assigned to the MS.

2.Candidate set. The pilots that are not in the active set but are
received by MS with sufficient strength.

3.Neighbor set. The pilots that are not in the active set or the can-
didate set and are likely candidates for handoff.

4. Remaining set. The set in the current system on the current CDMA
frequency assignment, excluding the above three sets.

Pilot requirement

1. The base station specified for each of the above pilots sets the
search window in which the mobile station is to search for usable
multipath components of the pilots in the set.

2. The MS assists the base station in the handoff process by mea-
suring and reporting the strengths of received piloth.
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3. - A handoff drop timer shall be maintained for each pilot in the ac-
tive set and candidate set. When the signal strength level is below
TDROP (also called T-DROP), T-TDROP is set to zero, i.e.,it ex-
pires within 100 mi. There are 15 T-TDROP value?Th'ehighest
value of T-TDROP is 319 s. When the MS receives a signal strength
level from the neighboring cell exceeding a given TADD (also called
TJiDD) level in decibels, the soft handoff starts. When the MS
receives a signal strength level from the home cell below TDROP,
the soft handoff ends. Thehandoff action would take place after
the received level frdm the home cell is below the TOROP. If the

- time between TAUD and TDROP is very short, the T-TDROP time
has to be longer. Also, in certain circumstances, it is preferable to
reduce the 'call drops and sacrifice voice quality.

4. The MS shall measure the arrival time for each pilot reported to
the base station. The time of the earliest arriving usablemultipath
component of the pilot is used to measure relative to the MS's time
reference in units of PN chips.

5. Soft handoff
a. All forward traffic channels associated with pilots in the active

set of the MS carry modulation symbols identical to those of the
power control subchannel. When the active set contains more
than one pilot, the MS should provide diversity combining of the
associated forward traffic channels. The MS shall provide for
differential propagation delays from zero to at least 150 p.s.

b. For reverse traffic channel power control during soft handoff, the
handoff direction message identifies sets of forward traffic chan-
nels that carry identical closed-loop power control subchannels,
A set consists of one or more forward traffic channel transmis-
sions with identical power control information. The MS will ob-
tain at most one power control bit from each set of identical
closed-loop power control subchannels. If the power control bits
obtained from all sets are equal to 0, the MS shall increase its
power; if they are equal to 1, the MS shall decrease its power.

c. The typical message exchanges between the MS and the BS dur-
ing handoff are shown in Fig. 15.37. There are seven messages
during the soft handoffs. The first message that the MS sends
is a pilot strength measurement message when the neighboring
pilot strength exceeds TADD. The soft handoff starts. The sev-
enth message is that the MS should move pilot from the active
set to the neighboring set and send a handoff completion mes-
sage. The soft handoff is then completed.

The pilot strength measurement triggered bya candidate pilot is
shown in Fig. 15.38. During the soft handoff starts, the two pilots P1
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I	 1(3)	 1	 ii.'	 Time
(1)	 (2)	 (4) (5) (6) (7)

	

Neighbor candidatel	 Active	 Neighbor
Set	 Sal I	 Set	 u	 Set

Le— Sorthandonperiod el.
T-TDROP

(1) Pilot strength exceeds T_ADD. Mobile station sends a plot strength
measurement message and transfers pilot to the candidate set.

(2) Base station sends a handofi direction message.

(3) Mobile station transfers pilot to the active set and sends a I-larrdoff
completion message.

(4) Pilot strength drops below T_DROP. Mobile station starts the handoff
drop timer.

(5) Uandolf drop timer expires. Mobile station sends a pilot strength
measurement message.

(6) Base station sends a handoff direction message.

(7) Mobile station moves pilot from the active set to the neighbor set and
sends a handoff completion message.

FIgure 15.37 Handoff threshold example.

and P2 are indicated in the active set. There is a P. in the candidate

set that is stronger than a pilot in the active set only if the difference

between their respective strengths is at least T-Comp (level in deci-

bels) as shown in Fig. 15.38.

15.4 Miscellaneous Mobile Systems

In the previous sections, GSM, NA-TDMA, and CDMA were intro-
duced. This action will briefly introduce other systems such as PHP
PDC, CT-2, DECT, CDPD, PCN, and PCS.
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10	 tj	 t2	
nine

Candidate set: Pilot P0

Active set: Pilots P1 , P2

t0 - Pilot strength measurement message sent, '0> T_ADD

t j - Pilot strength measurement message sent, P0 > P1 + T_COMP

t2 - Pilot strength measurement message sent, P0 > P2 + T_COMP

Figure it38 Pilot strength measurements triggered by a candidate pilot.

15.4.1 TDD Systems

Time-division duplexing (TDD) systems are digital systems and use
only one carrier to transmit and ieceive information. There are two
kinds of TDD systems (see Fig. 15.39):

• TDD/FDMA—each carrier serves only oneuser.
• TDD/TDMA—each carrier can have many time slots and each slot

can serve one user. Then N transmit time slots can serve N users.

A TDI) system is used when only one chunk of spectrum is allocated.
In cellular systems, there are two chunks of spectrum, separated by
20 MHz. In each cellular channel, the base transmit frequency and
the mobile transmit frequency are 45 MHz apart. Therefore, the sep-
aration in frequency between transmitting and receiving is adequate
to avoid interference. In TDD there is no separation in frequency be-
tween transmitting and receiving, but a separation in time interval.

lot P0

Oct '°2

hot P1
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TDD/FDMA

T	 Fl	 T	 A	 T	 A	 I	 A	 T	 A

TDOITDMA

I1 I2I3I4I5I6 I7I8I1 I2I3I4I5I6I71 8IhI2I3N

T	 R	 T
• Remarks

• All cell sites have to be synchronized in order to eliminate the near-far
interference from nieghboring sites

• The guard time in IDO slot would be longer than in regular TDMA slots
• The diversity scheme can be applied at one end to some both ends
• Do not increase spectrum efficiency from a traffic/capacity point of view

Figure 15.39 Time-division duplexing.

The advantages of TDD are as follows:

1. When only one chunk of spectrum is available, TDD is the best
utilization of spectrum.

2. Diversity can be applied at one end (terminal) to serve both ends,
since the fading characteristics of one carrier are the same when
received at both ends. At the base station, the information on se-
lecting antennas for the space-diversity selective combining re-
ceiver can be used to switch to one of two transmitting antennas.
Thus the mobile unit (or portable unit) can achieve the same di-
versity gain with a nondiversity receiver.

One of the concerns is that the TDD system has to be a synchronized
system with a master clock. Otherwise, when one BS transmits and
another ES receives, equivalent cochannel (co-time slot) interference
occurs. Another concern is that the signal structures of TDD and of a
frequency duplexing division (FUD) are different. Therefore, the two
systems should not coexist in the same area because of their mutual
interference.

In this section, several TDD systems will be briefly described.

Personal handy phone (PHP) system'. FHP is a 'wireless communica-
tion TDID system.which supports personal communication services
(PCS). It uses small, low-complexity, lightweight terminals called per-
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sons1 station (PSs). PHI' can he used for public telepoint (a portable
phone booth), wireless PBX, home cordless telephone; and walkie-
talkie (PS-to-PS) comunication.

PHP features wider coverage per cell; operation in a mobile outdoor
environment; fastS td distributed control of handoff; enhanced au-
thentication, encryption, and privacy; and circuit- and packet-oriented
data services. PHI' system is also called P115 (personal handy phone
system).	 -

Transmission parameters

• Full duplex system
• Voice coder-32 kbps adaptive differential pulse-code modulation

(ADPCM).
• Duplexing—TDD. The portable and base units transmit and receive

on the same frequency but different time slots. The slot arrange-
ment is shown in Fig. 15.40.

• Multiple access—TDMA-TDD, up to four multiplexed circuits.
• Modulation—qr/4 DQPSK, roil-off rate = 0.5.
• Data rate-192 ksps (or 384 kbps).	 -
• Spectrum allocation-1895 to 1918.1 MHz. This spectrum has been

allocated for private and public use.

TDMA-TDD	 A	 5 rns	 IN.

cs ->Ps 10 ,	 1 0 la
HI api in fl

I 1 I Dliii_I 0
T vansnission R: reception, 1: de, Ti-. FU: Coresponcing IrwwnlsslonfreceØon slot

Figure 15.40 Slot arrangement (corresponding to 32 kbps).



Digital Cellular Systems	 537

• Carrier frequency spacing-300 kHz.

• Carrier frequency— 1895.15 MHz or 1895.15 + N-300 kHz where N

is an integer.
Function channel structure The control channel consists of the following

logical channels:

1. Broadcast control channel. BCCH is a one-way downlink channel
for broadcasting control information from CS to PS.

2. Common control channel. CCCH sends out the control information
for call connection.
a. Paging channel. PCH is a one-way downlink channel.
b. Signaling control channel. SCCH is a bidirectional point-to-

point channel.
3. User packet channel. UPCH is a bidirectional point-multipoint

channel that sends control signal information and user packet data.
4. Associated control channel. ACCH is a bidirectional channel that

is associated with the TCH. It carries out control information and
user packet data. There is a SACCH and a FACCH.

The traffic channel is a point-to-point bidirectional channel and is
used for transmitting user information.

Carrier Structure

Control carrier. A carrier in which only common usage slots can be
assigned to study intermittent transmission in a cordless station
(CS).
Communications carrier. A carrier in which the user can perform
communication through the individual assigned slot. It also can al-
locate common usage slots for a communications carrier.

Carrier for direct communication between personal stations. A car-
rier providing direct communication without going through a CS.
The connection control and conversation can be carried out on the
same slot.

Structure and Interfaces of PHP system. The structure of PHP is shown
in Fig. 15.41a. The CS is connected to the telecommunications circuit
equipment. The interfaces of PHP are shown in Fig. 15.41b. There are

three interface points:

Urn is the interface point between personal station and cell station
or between personal station and personal statton. Conforms to the
standard.
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1mL1. J Telecommunications
Circuit Equipment

Regulated point (Urn point)
(a)

L. TelecOmmunicatiOnsCell station (CS) circuit equipment
I TelecomrnuflicaliOflSCell station (CS) rcircuit equipment

Telecommunicadons[ceu station (CS) fr circuit equipment
TelecommunicatiOns

Cell station (C}— circuit equipment

R	 Urn
(b)

Flgtn 15.41 System structure and interface of FlIP. (a) Structure of per-
sonal handy phone system; (b) interface points.

R is the interface point between I interface nonconforming terminal
and mobile terminal equipment or terminal 4dapter. Outside scope
of the standard.
S is the interface point between I interface conforming terminal or
terminal adapter TA and mobile terminal equipment 'FE.

The five different classes of PS in Fig. 15.41 are defined as follows:

P80, P84, P85 Personal station, including integrated man/machine utter-
face of terminals, etc.

P81, P82	 Personal station with I interface.

P83	 Personal station without I interface.

Terminal equipment TEl is with I interface, and TE2 is without I
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interface. TA is .theinterfaceconversiofl equipment for non–I interface
and I interface.

Cordless phone 2 (Ct-2)." CT-2 was developed by GPT Ltd. in the
United Kingdom and was the first TDD system for mobile radio com-
munications. All the other TDD systems such as PHI' and DECT
adopted CT-2's structure. CT-2 is a portable payphone booth. Calls can
be dialed out but not dialed in, and there is no handoff.

System structure. The structure is the same as P1W in Fig. 15.41.

• The CS is called the telepoint or phone zone

• Carrier frequency-864.1 to 868.1 MHz
• Total spectrum-4 MHz
• Channel access—FDMA/TDI)

• Number of channels-40
• Channel bandwidth-100-kHz spacing
• Handset output power-1 to 10 mW

Characteristics

• Overall data rate-72 kbps
• Data rate per speech channel-32 kbps
• Speech coding—ADPCM

• Modulation—GMSK

Cordless phone 3 (CT-3). Originally called DCT900, CT-3 was devel-
oped by Ericsson as an upgrade from the CT-2 version.

System structure

• Time slots-64
• Two-way call system—call send and call delivery
• Slow-speed handoff
• Caller authentication
• Encryption
• Roaming

Characteristics

• Handset effective radiated power (ERP)-80 mW
• Modulation—filtered minimum-shift keying (MSK)
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• Spectrum range-8 MHz
• Frequency-800 td 1000 MHz
• Bandwidth-1 MHz
• RF output power--80 mW peak, 5 mW average
• Number of sloth per frame—S

• Overall data rate-640 kbps
• Data rate per speech code-32 kbps
• Speech coding—ADPCM

Digital European cordless telecommunication system (DECD.'° DEC'F is
a European standard system. It is a CT-2—like system, and the appli-
cations are slightly different from the cellular system.

Applications

1. Use the public network to mobile communications within the home
and the immediate vicinity.

2. Provide business communications locally- In this case, the PSTN
has been replaced by the PBX. The base station has been renamed
the radio fixed port (RFP), also called a cluster controller. The RFP
can be treated as the microcell site.

3. Provide mobile public access. It is a PCS application. The system
monitors the location of the active handsets and provides call de-
livery capability, like a cellular system.

4. Local loop. Using DECT to provide wireless local loops is a cost-
effective alternative to running copper wires to residential
premises.

System structure

• Duplex method—TDD
• Access method—TDMA
• 1W power of handset-10 mW
• Channel bandwidth-1.725 MHz/channel
• Number of carriers-5 (a multiple-carrier system)

• Frequency-1800 to 1900 MHz

Characteristics

• Frame 10 ins
• Time slots-12
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Fix to Portable	 Notable to Fix

El	 111112	
231

10 ms

• Bit rate 38.8 kb/slot

• Modulation—GFSK (Gausian FSK)

• Handoff—Yes

1&4.2 Other full-duplexed systems
We have addressed the full-duplexed system such as GSM, NA-TDMA,
and CDMA in the previous sections. In this setion PDC, PCN, and
PCS will be briefly described.

Personal digital cellular (PDC). 18' 1 ° PDC is a standard system in Japan.
The system is a TDMA cellular system operating at 800 MHz and 1.5
GHz which used to be called Japanese digital system (JDC). 1.5 0Hz
PDC was in service publicly in Osaka in 1994. The PDC network ref-
erence model is shown in Fig. 15.42. This system provides nine inter-
faces among the cellular network. Urn is the air interface, which was
standardized. Interfaces B, C, D, E, J, K, and 1-I were defined by cel-
lular carriers in Japan. Interface A is an option for operators.

B.. I OLE	 liE

MS

HLR

MSC

(Mt MobS iamtq Wwo* kSdss
M& Mobile 9on
OS: Ba.Stn
MS Mobis — - On
ItS Hon. Location Rsflt&
Gift Oils Locton R

Figure 15.42 poe network reference model.
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Signaling structure. The signaling structure of P1)0 has three layers
(Fig. 15.43). The liii I layer consists of threb functional -entities: call
control, mobility management, and radio transmission management.
In general, the structure of PDC is very similar to that of NA-TDMA.

System structure

• Multiplex access—TDMA
• Number of time slots-3

Characteristics

• 800 MHz

810-826 MHz
940-956 MHz;

• 1500 MHz

1429-1441 MHz
1453-1465 7411z
1477-1489 MHz
1561-1513 Mhz

• Modulation—'zr/4, DQPSK
• Speech coder—VSELP

Rn
Raft
TMOINUIDWOR
Is---.--

OM

• ta En Oa
• —

Figtn 15.43 Subscriber line signaling structure model.



Digital Cellular Systems	 543

Personal communication network (PCN). The PCN system was first in-
itiated by Lord Young in 1988. The characteristics of PCN are as
follows:

1. Operational frequency-1.7 to 1.88 GHz (1710-1785 MHz and
1805-1880 MHz)

2. Uses 30 GHz or up for microwave backbone system

3. Covers both small cells and large cells (rural areas)

4. Coverage inside and outside buildings

5. Handover

6. Call delivery

7. Portable handset

8. Uses intelligent network

PCN uses the DCS-1800 system, which is similar to GSM, but up-
converts the frequency to 1.7-1.88 GHz. Therefore, the network struc-
ture, the signaling structure, and the transmission characteristics are
similar between PCN and GSM, but the operational frequencies are
different.

Personal communication seMce.2' See Appendix 15.1 for (2) broadband
PCS designated in major trading areas (MTA), (1) MTA in the U.S.
and (3) basic trading areas (BTA) in the U.S.

Ever since cellular systems were deployed in 1983 in the United
States, the rapidly growing wireless communication systems have
faced limitations of spectrum utilization. However, the trend is toward
personal communications and includes wireless communications for
pedestrians and for in-building communications. In 1989 Lord Young
of the United Kingdom was promoting a PCN system operating at 1.8
GHz. PCN uses a GSM version of cellular communication. The spec-
trum range is 1710-1785 MHz and l805-1880 MHz.

In 1991 the FCC issued a Notice of Proposed Rule Making, Docket
No. 90-134, considering allocating spectrum between 1.85 and 2.2
GHz. The FCC has now allocated 120 MHz of spectrum into seven
bands as shown in Fig. 15.44 for wideband PCS and narrowband PCS
allocated spectrum.

There are now many systems, such as GSM, NADC, CDMA, PCN,
and DECT, as described in this chapter, that are being considered as
candidates to be adapted as the future PCS syflem. How to improve
the equalizer for the TDMO and reduce the intererence for COMA
are the major concerns. However, users want to carry one unit with
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Wideband PCS - for cellular-like systems
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1500	 1850 1870	 1900 UV 1930 1950 1970 1990

UV unlicensed voice
liD unlicensed data

Narrowband PCS - for two-way paging systems

Five 50 kHz channels paired with 50 kHz channels
I  I	 I

901.00	 .05	 .1	 .15	 .20 901.25	 940.00	 .05	 .1	 .15	 .20 940.25 MHz

Three 50 kHz channels paired with 12.5 kHz channels
riTl	 &	 [	 I	 I

901.751 t\ .901.7875	 930.40 .45	 .50 930.55 MHz
.7625 .7750

Three 50 kHz unpaired channels

	

940.75 .80	 .85 940.0014Hz

Figure 15.44 FCC's PCS allocation.

which they can place a call to wherever they want and receive calls
wherever they may be. Of course, the unit has to be small in size, light
in weight, and provide long talking time.

15.4.3 Noncellular systems
There are three systems that can be mentioned in this section: CDPD,
MIRS, and satellite mobile systems.

Cellular digital packet data (CDPD) systemP'" CDPL) is a packet switch-
ing system which uses idle voice channels from the cellular system
band to carry out traffic. This system can be assigned a dedicated
channel or it can hop to idle channels.

In the network reference model of CDPD in Fig. 15.45, acronyms
are defined as follows:

SIM	 Subscriber identity module
SU	 Subscriber unit (also can be indicated as mobile-end station (M-

ES)]
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Figure 15.45 CDPI) network reference model.

EIR	 Equipment identity register
MDBS	 Mobile data base station
MPG	 Mobile data gateway
MM	 Network interface manager
DHTLR	 Data home location register
NAX	 Network address translator
DSM	 Data service manager (also can be indicated as mobile data infor-

mation station (MD, IS)]
DS	 Data service
NG	 Network gateway

The network in Fig- 1545 is self-explanatory. There are two commu-
nication interfaces, called reference points, identified with a letter (e.g.,
A or Urn). On a given reference point there may be many physical
devices to transport the signal such as routes switches, multiplexers,
demultiplexers, and modems.

System operation. The MDBS is collocated at the cellular --ell site.
DSM is a control center for CDPD. DSM operates independently from
the MTSO of cellular systems. In the MDBS, a forward-link logical
channel is always on to send the overhead message or send the data
to the user. There are two set-ups:

1. For a dedicated channel setup: The MS, at the initialization stage,
scans the assigned N CDPD channels to loèk on a strong CDPD
channel. The CDPD channel will be changed while the MS is mov-
ing from one cell to another cell.
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2. For a frequency-hopping channel setup: There is a device called a
sniffer installed ii the MDBS. The sniffer monitors the cellular
control channels on both the forward and reverse links and chooses
an idle cellular channel for CDPD.

Transmission structure

• Roaming support
• Security and authentication across the airlink
• Forward channel block: Reed-Solomon (63,41) data symbols
• Reverse channel block: 8-bit delay maximum plus dotting sequence

(38 bits) plus reverse sync work (22 bits); Reed-Solomon (63,47) data
symbols

• Frequency-agile with in-band control
• Channel hopping and dedicated channel
• Cell transfer controlled by M-ES (SU in Fig. 15.45).
• Power control	 -
• AMPS-compatible
• Essentially transparent to AMPS
• Modulation—GMSK (same as GSM)
• Data rate-19.2 kbps
• Link protocol—LAPD
• Point-to-point, broadcast, and multicast delivery

Mobile integrated radio system (MIRS). MIRS is a cellular-like system
developed by Motorola to operate at the special mobile radio (SMR)
band shown in Fig. 1546. MJRS system is called by the manufactur-
ers. The system providers call this system ESMR (enhanced SMR).
The SMR band is in the Part 90 of FCC CFR In the private sector.

EMSR	 Cellular	 ESMA	 Cellular
Mobile Tx	 Base Rec	 Base Tx	 Mobile Rec A

• M	 Ji I 	 1 1 181.1	 Mit Al B

800 810 820 830 840 I 850 880 870 880 890 900
A

Mobile Ix	 Base Tx

A	 Ce1!LIr '" a	 02-1E, e45-848.5 MHz	 s69880. 890-891.5 MHZ

B	 Cellular band B	 835-845, 846.5-849 Mhz	 880-890,8915-894 MHz Mhz

ESMA	 806-1 MHz -	 851-866MHZ

F,gwe 1t46 Cellular and ESMR spectrum.
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Public inforthafiohoithitèYsteth iilixnited. Howeveh the operational
function isthe same as the'èellular system. Since many existing SMR
systems are still in opáation, th& MIRS frequency channels in the
'SMR band are restricted depending on the area in which they opekate.
Therefore, a special frequency assignment arrangement will be im-
posed in the MIRS system.

A top-level system spedfication is as follows:

• Full-duplex communication system
• Frequency-806 to 824 MHz (mobile transmitter), 851 to 869 MHz

(base transmitter)
• Channel- bandwidth-25 KHz-
• Multiple access—TDMA
• Number of time slots-6
• Rate of speech coder-4.2 kbps/slot
• Modulation-16 QAM (quadrature AM)
• Speech coder—VSELP
• No equalizer is implemented
• Handoff
• Transmission rate-6.5 kbps/slot
• Forward error correction-3 kbps
• Interleaving

Mobile satellite communications. In the future, mobile satellite com-
munications will enhance terrestrial radio communication, either in
rural areas or in global communication to become a broad sense PCS
system. Mobile satellite communications is classified by three satellite
altitude position. One uses stationary satellites which are 22,000 mi
above the earth. Another uses low-earth-orbit (LEO) satellites which
are 400 to 800 nil above the earth. The third uses medium-earth-orbit
satellites (MEO) anywhere between the stationary satellite altitude
and LEO satellite altitude.

Stationary satellites. To cover the entire earth, only four stationary sat-
ellites are required. The required number of stationary satellites is
low and the life span is 10 to 15 years. Thus the cost is low. linmarsaP
is introduced to PCS. However, the time delay due to the long range
can be 0.25 s (two ways) and does not include the other delays such
as signal processing and network routing. Also, at high latitudes, the
stationary satellite has a low elevation angle as seen from the earth.
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TARLE 15.15 Comparative Low.Earth-Orbltlrlg Mobile Satellite Service Applications

System	 L0raLIQUALCOMM	 Motorola	 TRW	 Constellation	 Ellipsat
characteristics 	 GWBALSTAR	 IRIDIUM	 ODYSSEY	 ARIES (b)	 ELLIPSO (c)

Number Of	 48	 66	 12	 48	 24
satellites
ConstellatiOn	 750	 421	 5600	 550	 1767 x230

altitude (NM)
Unique feature	 Transponder	 Onboard Transponder Transponder Transponder

Processing

Circuit capacity	 6500	 3835	 4600	 100	 1210

CDMA	 TOMA	 COMA FDMNCDMA COMA
modulation
GatewaysiflUS	 6	 2	 2	 5	 6

Gateway	 C-band existing New Ka-Band New Ka-band Unknown 	 Unknown

Global	 Global	 Global	 Global	 Northern
Coverage	

I	

hemisphere

For instance, in Chicago, the elevation angle is 19°. Under this con-,

dition, the buildings and the hills block the direct path between the
satellite and the mobile. This causes multipath fading and shadow
loss. Also, the transmit power and size of antenna to send the signal

up to the satellite from a mobile station is limited.

LEO satellites. Many LEO satellites are required to cover the earth.

The Iridium2' system (Motorola) needs 66 satellites, and Globalstae

needs 48 satellites. The average satellite life is 5 years. The cost of

utilizing LEO mobile satellite systems is high. The satellite will circle
the earth with a period between 1 to 2 h, depending on the satellite
altitude. Handoffs between satellite antenna spot beams and between
satellites may create difficulties for switching signals in space. How-

ever, there is no noticeable delay in talk time, and the mobile transmit

power is not an issue. A comparison of LEO mobile satellite service

applications among different systems is shown in Table 15.15.

MEO Satellites. MEO satellites may share the advantages and dis-

advantages of both stationary satellites and LEO satellites. Odyssey

Personal Communication Satellite System26 developed by TRW be-

longs to MEO satellites.
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APPENDIX 15.1 Major Wading Areas In the United States (froth Rand McNaII S
Company

No.	 ' Major trading area

01	 Atlanta
03	 Birmingham
05	 Boston-Providence
07	 Buffalo-Rochester
09	 Charlotte-Greensboro-Greenville-Raleigh
11	 Chicago
13	 Cincinnati-Dayton
15	 Cleveland
17	 Columbus
19	 Dallas-Fort Worth
21	 Denver
23	 Des Moines-Quad Cities
25	 Detroit
27	 El Paso-Albuquerque
29	 Honolulu
31	 Houston
33	 Indianapolis
35	 Jacksonville
37	 Kansas City
39	 Knoxville

41	 Little Rock
43	 Los Angeles-San Diego
45	 Louisville-Lexington-Evansville
47	 Memphis-Jackson
49	 Miami-Fort Lauderdale
51	 Milwaukee
53	 Minneapolis-St Paul
55	 Nashville
57	 New Orleans-Baton Rouge
59	 New York

61	 Oklahoma City
63 Omaha
65	 Philadelphia
67	 Phoenix
69	 Pittsburgh
71	 Portland
73	 Richmond-Norfolk
75	 St. Louis
77	 Salt Lake City
79	 San Antonio
81	 San Francisco-Oakland-San Jose
83	 Seattle
85	 Spokane-Billings
87	 Tampa-St Petersburg-Orlando
89	 Tulsa
91	 Washington-Baltimore
93	 Wichita

Abbrev,

Am
But
B OS-PRO
B UP-ROe
C-G-G-R
CHI
Cm-DAY
CLEV
COL
DAL-YW.
DEN
DES-Q.C.
DET
ELF-AL
HON
HOU
IND
JAX
K.C.
KNOX
L.R.
LA.-aD.
L-L-E
MEM-JAI(
MIA-F.L
MJLW
MPLS-S.P.
NASH
NO-BR
N.Y.
O.C.
OMA
PHIL
PHOE
P611
FOR
RICH-NOR
StL.
S.L.C.
SANT
SF-O-SJ
SEAT
SPOK-B114
T-SP-O
TUL
WASH-BAL
WICH

Number
of basic
areas

14
10
14
4

23
18
9

10
6

22
12
13
18
8
4
6

11
7
9
a

9
7
9

11
5

16
23

3
13
20

8
7

11
7

12
9
7

12
8
6

13
11
11
7
4
9
8

US. Total	 487
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Broadband PCS Major Trading Area Designations (fruit? FCC)

Market no.	 Major trading area

M 001
M 002
M 003
M 004
N 005
M 006
M 007
M 008
M 009
M 010
M 011
M 012
M 013
N 014
M 015
M 016
Al 017
M 018
M 019
N 020
M 021
M 022
M 023
1,1024
1,1025
M 026
N 027
1,1028
M 029
Al 030
A1031
N 032
1,1033
M 034
M 035
M 036
1,1037
M 038
M 039
N 040
1,1041
M 042
M 043
N 044
N 045
N 046
N 047
M 048
M 049
M 050
M 051

New York
Los Angeles-San Diego
Chicago
San Francisco-Oakland-San Jose
Detroit

Dallas-Fort Worth
Boston-Providence
Philadelphia
Washington-Baltimore
Atlanta
Minneapolis-St. Paul
Tampa-St Petersburg-Orlando
Houston
Miami-For Lauderdale
Cleveland
New Orleans-Baton Rouge
Cincinnati-Dayton
St. Louis
Milwaukee
Pittsburgh
Denver
Richmond-Norfolk
Seattle (Excluding Alaska)
Puerto Rico-US. Virgin Islands
Louisville-Lexington-Evansville
Phoenix
M emphis-Jackson
Birmingham
Portland
Indianapolis
Des Moines-Quad Cities
San Antonio
Kansas City
Buffalo-Rochester
Salt Lake City
Jacksonville
Columbus
El Paso-Albuquerque
Little Rock
Oklahoma City
Spokane-Billings
Nashville
Knoxville
Omaha
Wichita
Honolulu
Tulsa
Alaska
Guam-Northern Mariana Islands
American Samoa
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Wang Areas in the United States

No.	 -	 Basic trading area

001	 Aberdeen, SO
002 -	 'Aberdeen, WA
003	 Abilene, TX
004	 Ada, OK
005	 Adrian, MT

006	 Albany-Tifton, GA
007	 Albany-Schenectady, NY
008	 Albuquerque, NM
009	 Alexandria, LA
010	 Allentown-Bethlehem-Easton, PA

011	 Alpena, ML
012	 Altoona, PA
013	 Amarillo, TX
014	 Anchorage, AX
015	 Anderson, IN
016	 Anderson, SC
017	 Anniston., AL
018	 Appleton-Oshkosh, WI
019	 Ardmore, OK
020	 Asheville-Hendersonville, NC

021	 Ashtabula, OH
022	 Athens, GA
023	 Athens, OH
024	 Atlanta, GA
025	 Atlantic City, NJ
026	 Augusta, GA
027	 Austin, TX
028	 Bakersfield, CA
029	 Baltimore, MD
030	 Bangor, ME

031
	

Bartleavifle, OK
032
	

Baton Rouge, LA
033
	

Battle Creek, MI
034
	

Beaumont-Port Arthur, TX
035
	

Beckley WV
036
	

Bellingham, WA
037
	

Bemidji, MN
038
	

Bend, OR
039
	

Benton Harbor, Ml

04e
	

Big Spring, TX

041
	

Billings, MT
042
	

Biloxi-Gulfport-Pascagoula, MS
043
	

Binghamton, NY
044
	

Birmingham, AL
045
	

Bismarck, ND
046
	

Bloomington, IL
047
	

Bloomington-Bedford, IN
048
	

Bluefield, WV
049
	

Blytheville, AR
050
	

Boise-Nampa, ID
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asic Trading Areas In the United States

No.	 Basic trading area

051	 Boston,-MA
052	 Bowling Green-Glasgow, KY
053	 Bozeman, MT
054	 Brainerd, MN
055	 Bremerton, WA
056	 Brownaville-Harlingen, TX
057	 Brownwood, TX
058	 Brunswick, GA
059	 Bryan-College Station, TX
060	 Buffalo-Niagara Falls, NY

061	 Burlington, IA
062	 Burlington, NC
062	 Burlington, VT
064	 Butte, MT
065	 Canton-New Philadelphia, OR
066	 Cape Girardeau-Sikeston, MO
067	 Carbondale-Marion, IL
068	 Carlsbad, NM
069	 Casper-Gillette, WY
070	 Cedar Rapids, IA

071	 Champaign-Urbana, IL
072	 Charleston, SC.
073	 Charleston, WV
074	 Charlotte-Gastonia, NO
075	 Charlottesville, VA
076	 Chattanooga, TN
071	 Cheyenne, WY
078	 Chicago, IL
079	 Chico-Oroville, CA
080	 Chillicothe, OH

081	 Cincinnati, OH
082	 Clarksburg-Elkins, WV
083	 Clarksville, TN-Hopkinsville, KY
084	 Cleveland-Akron, OW
085	 Cleveland, TN
086	 Clinton, IA-Sterling, IL
087	 Clovis, NM
088	 Coffeyville, KS
089	 Colorado Springs, CO
090	 Columbia, MO

091	 Columbia, SC
092	 Columbus, GA
093	 Columbus, IN
094	 Columbus-Starkville, MS
095	 Columbus, OH
096	 .	 Cookeville, TN
097	 Coos Bay-North Bend, OR
098	 Corbin, KY
099	 Corpus Christi, TX
100	 Cumberland, Ml)
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Basic Trading Areas In the United States

No.	
Basic trading area

101	 DaiIaa-Foit Worth, TX
102	 ±Jalton, GA -
103	 Denville'. IL
104	 , DanvilleYA
105	 Davenport, IA-Moline, IL
106	 DaytnSpringfleld, OH
107	 Daytona Beach, FL
108	 Decatur, AL
109	 Decatur.EffiflgbaD, IL
110	 Denver, CO

111	 Dee Moines, IA
112	 Detroit, MI
113	 Dickinson, ND
114	 Dodge City, KS
115	 Dothan.EnterPriS, AL
116	 Dover, DE
117	 Du Boja-Cienilield, PA
118	 Dubuque, IA
119	 Duluth, MN

	

120	 Dyersburg-Union City, TN

	

121	 Eagle Pass-Del Rio, TX

	

122	 East Liverpool-Salem, OH

	

123	 Eau Claire, WI

	

124	 El Centro-Calexico, CA

	

125	 El DoradoMagTrnlia-Camdefl. AR

	

126	 Elkhart, IN

	

127	 ElmiraCorning-HOrflelI, NY

	

128	 El Paso, TX

	

129	 Emporia, KS

	

130	 Enid, OK

	

131	 Erie, PA

	

132	 Escanaba, MI

	

133	 Eugene-Springfield, OR

	

134	 Eureka, CA

	

135	 Evansville, IN

	

136	 Fairbanks, AX

	

137	 Fairmont, WV

	

138	 Fargo, ND

	

139	 Farmington, NM-Durango, CO

	

140	 yettaviMe-Spriflgdale-R0. AR

	

141	 Fayettevule-I.ombeltOfl, NC

	

142	 Fergus Falls, MN

	

143	 Findlay-Tiffin, OH

	

144	 EagstaffAZ

	

145	 Flint, MI
146	 -	 Florence. AL
147	 Florenee,'SC
148	 Fond du Las. WI
149	 Fort Collins-Loveland, CO
150	 FbrtDodje,IA	 ____
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Basic 1adlng Areas in the United States

No.	 Basic trading area

151	 Fort Myers, FL.
152	 Fort Pierce-Vero Beach-Stuart, FL
153	 Fort Smith, AR
154	 Fort Walton Beach, FL
155	 Fort Wayne, IN
156	 Fredericksburg, VA
157	 Fresno, CA
158	 Gadsden, AL
159	 Gainesville, FL
160	 Gainesville, GA

161	 Galesburg, IL
162	 Gallup, NM
163	 Garden City, KS
164	 -	 Glens Falls, NY
165	 Goldsboro-Kinston, NC
166	 Grand Forks, ND
167	 Grand Island-Kearney, NE
168	 Grand Junction, CO
169	 Grand Rapids, MI
170	 Great Bend, KS
171	 Great Falls, MT
172	 Greeley, CO
173	 Green Bay; WI
174,	 Greensboro-Winston-Salem-High Point, NC
175	 Greenville-Greenwood, MS
176	 Greenville-Washington, NC
177	 Greenville-Spartanburg, SC
178	 Greenwood, SC
179	 Hagerstown, MD-Chambenburg, PA-Martinsburg, WV
180	 Hammond, LA
181	 Harrisburg, PA
182	 Harrison, AR
183	 Harrisonburg, VA
184	 Hartford, CT
185	 Hastings, NE
186	 Hattiesburg, MS
187	 Hays, KS
188	 Helena, MT
189	 Hickory-Lenoir'Morganton, NC
190	 Hilo, HI
191	 Hobbs, NM
192	 Honolulu, HI
193	 Hot Springs, AR
194	 Houghton, Ml
195	 Houma-Thibodaux, LA
196	 Houston, TX
197	 Huntington, WV-Ashland, KY
198	 Huntsville, AL
199	 Huron, SD
200	 Hutchinson, KS
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Basic Trading Areas in the United States

	

Nq.	 Basic trading area

	

201
	

Hyannis MA

	

202
	

Idaho Falls, ID

	

203
	

Indiana, PA

	

204
	

Indianapolis, IN

	

205
	

Iowa City, IA

	

206
	

Iron Mountain, ,fl

	

207
	

Ironwood, MI

	

205
	

Ithaca, NY

	

209
	

Jackson, MI

	

210
	

Jackson, MS

	

211	 Jackson, TN

	

212	 Jacksonville, FL

	

213	 Jacksonville, IL	 -

	

214	 Jacksonville, NC

	

215	 Jamestown NY-Warren, PA-Dunkirk, NY

	

216	 Janesville-Beloit, WI

	

217	 Jefferson City, MO

	

218	 Johnstown, PA

	

219	 Jonesboro-Paragould, AR

	

220	 Joplin, MO-Miami, OK

	

221	 Juneau-Ketchikan, AK

	

222	 Kahului-Wailuku-Lahajna, HI

	

223	 Kalamazoo, MI

	

224	 Kalispell, ?blT
	225	 Kankakee, IL

	

226	 Kansas City. MO

	

227	 Keene, NH

	

228	 Kennewick-Pasco-Richland, WA

	

229	 Kingsport, TN-Johnson City TN-Bristol, VA-TN

	

230	 Kirksville, MO

	

231	 Klamath Falls, OR

	

232	 Knoxville, TN

	

233	 Kokomo-Logansport, IN

	

234	 La Crosse, W7-Winona, l.{N

	

235	 Lafayette, IN

	

236	 Lafayette-New Iberia, LA

	

237	 La Grange, GA

	

238	 Lake Charles, LA

	

239	 Lakeland-Winter Haven, FL

	

240	 Lancaster, PA

	

241	 Lansing, Ml

	

242	 Laredo, TX

	

243	 La Salle-Peni-Ottawa-Streator, IL

	

244	 -	 Las Cruces, NM

	

245	 Las Vegas, NV

	

246	 Laurel, MS
247	 Lawrence, KS
248	 Lawton-Duncan, OK
249	 Lebanon-Claremont, NH
250	 Lewiston-Moseow, ID
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Basic Trading Areas In the United States

No.	 Basic trading area

251	 Lewiston-Auburn, ME
252	 Lexington, KY
253	 Liberal, KS
254	 L&hue, HI
255	 Lima, OH
256	 Lincoln, NE
257	 Little Rock. AR
258	 Logan, UT
259	 Logan, WV
260	 Longview-Marshall, TX

261	 Longview, WA
262	 Los Angeles, CA
263	 Louisville, KY
264	 Lubbock, TX
265	 Lulkin-Nacogdoches, TX
266	 Lynchburg, VA
267	 McAlester, OK
268	 McAllen, TX
269	 McCombBroOkhaVen, MS
270	 McCook, NE

271	 Macon-Warner Robins, GA
272	 Madison, WI
273	 MadisoaviUe, KY
274	 Manchester-Nashua-Concord, NH
275	 Manhattan-Junction City, KS
276	 Manitowoc, WI
277	 Mankato-Fairmont, MN
278	 Mansfield, OH
279	 Marinette, WI-Menominee, MI
280	 Marion, IN

281	 Marion, OH
282	 Marquette, MI
283	 Marshalltown, IA
284	 Martinaville, VA
285	 Mason City, IA
286	 Mattoon, IL
287	 Meadville, PA
288	 Medford-Grants Pass, OR
289	 Melbourne-TitusVille, FL
290	 Memphis, TN

291	 Merced, CA
292	 Meridian, MS
293	 Miami-Fort Lauderdale, FL
294	 Michigan City-La Porte, IN
295	 Middlesboro-Harlan, KY
296	 Midland, TX
297	 Milwaukee, WI
298	 Minneapolis-St. Paul, MN
299	 Minot, ID
300	 Missoula, MT
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Basic Trading Areas in the United States

No.	 -	 Basic trading area

301	 Mitchell, SD
302	 MobileAL .
303	 Modesto, CA
304	 Mourns, LA -
305	 Montgomery ALAL
306	 Morgantown, WV
307	 Mount Pleaäant. MI
308	 Mount vernonCentraha, IL
309	 Muncie, IN
310	 Muskegon, MIT

311	 Muskogee. OK
312	 Myrtle Beach, SC
313	 Naples, FL
814	 Nashville, TN
315	 Natchez, MS
316	 New Bern, NC
317	 New Castle, PA
318	 New Haven-Waterbury-Meriden, CT
319	 New London-Norwich, CT
320	 New Orleans, LA

321	 New York, NY
322	 Nogales, AZ
323	 Norfolk, NE
324	 Norfolk-Virginia Beach-Newport News-Hampton. VA
325	 North Platte, NE
326	 Ocala, FL
327	 Odessa, TX
328	 Oil City-Franklin, PA
329	 Oklahoma City, OK
330	 Olean, NYBradford, PA

331	 Olympia-Centralia, WA
332	 Omaha, NE
333	 Oneonta, NY
334	 -	 Opelika-Auburn, AL
335	 Orangeburg, SC
336	 Orlando, FL
337	 Ottumwa, IA
338	 Owensboro, KY
339	 KY
340	 Panama City, FL

341	 Paris, TX
342	 Parkersburg, WVMadetta, OH
343	 Pensacola, FL
344	 Peoria, IL
345	 Petoskey, MT
346	 Philadelphia, PA-Wilmington, DE-Trunton, NJ
347	 Phoenix, AZ
348	 Pine Bluff, .AR
349	 Pittsburgh-Parsons, KS
350	 Pittsburgh. PA
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Basic Trading Areas in the United States

No.	 Basic trading area

351	 Pittsfield, MA
352	 Plattsburgh, NY
353	 Pocatello, ID
354	 Ponca City, OK
355	 Poplar Bluf MO
356	 Port Angeles, WA
357	 Portland-Brunswick, ME
358	 Portland, OR
359	 Portsmouth, OH
360	 Pottsville, PA

361	 Poughkeepsie-Kingston, NY
362	 Prescott, AZ
363	 Presque Isle, ME
364	 Providence-Pawtucket, RI-New Bedford-Fall River, MA
365	 Provo-Orem, UT
366	 Pueblo, CO
367	 Quincy, 11-Hannibal, MO
368	 Raleigh-Durham, NC
369	 Rapid City, 513
370	 Reading, PA

371	 Redding, CA
372	 Reno, NV
373	 Richmond, IN
374	 Richmond-Petersburg, VA
375	 Riverton, WY
376	 Roanoke, VA
377	 Roanoke Rapids, NC
378	 Rochester-Austin-Albert Lea, MN
379	 Rochester, NY
380	 Rockford, IL

381	 Rock Springs, WY
382	 Rocky Mount-Wilson, NC
383	 Rolls, MO
384	 Rome, GA
385	 Roseburg, OR
386	 Roswell, NM
387	 Russellville, AR
388	 Rutland-Bennington, VT
389	 Sacramento, CA
390	 Saginaw-Bay City, MI

391	 St. Cloud, MN
392	 St. George, UT
393	 St. Joseph, MO
394	 St. Louis, MO
395	 Salem-Albany-Corvallis, OR
396	 Sauna, KS
397	 Salinas-Monterey, CA
398	 Salisbury, MD
399	 Salt Lake City-Ogden, UT
400	 San Angelo, TX
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Basic Trading Areas in the United States	 ,.

No-	 -	 - .-	 --	 Basic trading area

401	 San Antonio, TX
402	 San Diego, CA- -
403	 Sandusky,OH -
404	 San Francisco-Oakland-San Jose, CA
405	 - San Luis Obispo, CA
406	 Santa Barbara-Santa Maria, CA
407	 - Santa Fe, NM
408	 -Sarasota-Bradenton, FL
409	 Sault Ste. Marie, MI
410	 Savannah, GA

411	 - Scottsblyfl NE	 -
412.	 -	 -	 Scranton-Wilkes-Barre-Hazleton. PA
413	 Seattle-Tacoma, WA
414	 Sedalia, MO
415	 Selma, AL
416	 Sharon, PA
417	 Sheboygan, W1
418	 Sherman-Denison, TX
419	 Shreveport, LA
420	 Sierra Vista-Douglas, AZ

421	 Sioux City, IA
422	 Sioux Falls, SD
423	 Somerset, KY
424	 South Bend-Mishhwaka, IN
425	 Spokane, WA
426	 Springfield, IL
427	 Springfield-Holyoke, MA
428	 Springfield, MO
429	 State College, PA
430	 Staunton-Waynesboro, VA

431	 - Steubenville. OH-Weirton, WV
432	 Stevens Point-Marshfield-Wisconsin Rapids, WI
433	 Stillwater, OK
434	 Stockton, CA
435	 Stroudsburg, PA
436	 Sumter, SC
437	 Sunbury-Shamokin, PA
438	 .	 Syracuse. NY
439	 Tallahassee, FL
440	 Tampa-St. Petersburg-Clearwater, FL

441	 Temple-Killeen, TX
442	 Terre Haute, IN
443	 Texarkana, TX-AR
444	 Toledo, OH
445	 Topeka, KS
446	 Traverse City, Ml
447	 Tucson, AZ
448	 Tulsa, OK
449	 Tupelo-Corinth, MS
450	 Tuscaloosa, AL
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Basic Trading Areas In the United States

No.
	 Basic trading area

451	 Twin Falls, lD

452	 TyleçTX

453	 Utica-Rome, NY

454	 Valdosta, GA

455	 Vicksburg, MS

456	 Victoria, TX
451	 Vinconnes-WaSlSt°Th, IN

458	 VisaJiaPorteMIleHaflf0L CA

459	 Waco, TX
460	

Walla Walla, WA-PEndletOn, OR

461	 Washington, DC
462	 Waterloo-Cedar Falls, IA

463	 -	 Watertown, NY

464	 , Watertown, SD

465	 Waterville-Augusta, ME

466	 Wausau-Rhinelander, WI

467	 Waycross, CA

468	 Wenatchee, WA

469	 West Palm Beach-Boca Raton, FL

470	 West Plains, MO•

Wheeling, WV
Wichita, KS
Wichita Falls, TX
Williamson, wV.Pikeville. KY
williaxnspoxt, PA
Williston, MD
Wilimar-Marshall, MN

- Wilmington, NC
Winchester, VA

MA

Worthington, MN
Yakiina,WA	 -
York-Hanover, PA
Youngstown-Warren, OH
Yuba city-Marysville, CA
Yuma, AZ

0 sville-Cambridge. OH

471
472
473
474
475
476
477
478
479
480

481
482
483
484
485
4-86
487


