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1 INTRODUCTION 

Cancer is a major human health problem 
worldwide and is the second leading cause of 
death in the United States (1). Over the past 
30 years, significant progress has been 
achieved in understanding the molecular basis 
of cancer. The accumulation of this basic 
knowledge has established that cancer is a va- 
riety of distinct diseases and that defective 
genes cause these diseases. Further, gene de- 
fects are diverse in nature and can involve ei- 
ther loss or gain of gene functions. A number 
of inherited syndromes associated with in- 
creased risk of cancer have been identified. 

This chapter will review our current under- 
standing of the mechanisms of cancer develop- 
ment, or carcinogenesis, and the genetic basis 
of cancer. The roles of gene defects in both 
germline and somatic cells will be discussed as 
they relate to genetic and sporadic forms of 
cancer. Specific examples of oncogenes, or can- 
cer-causing genes, and tumor suppressor 
genes will be presented, along with descrip- 
tions of the relevant pathways that signal nor- 
mal and cancer phenotypes. 

While cancer is clearly associated with an 
increase in cell number, alterations in mecha- 
nisms regulating new cell birth, or cell prolif- 
eration, are only one facet of the mechanisms 
of cancer. Decreased rates of cell death, or ap- 
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optosis, are now known to contribute to cer- 
tain types of cancer. Cancer is distinctive from 
other tumor-forming processes because of its 
ability to invade surrounding tissues. This 
chapter will address mechanisms regulating 
the important cancer phenotypes of altered 
cell proliferation, apoptosis, and invasiveness. 

Recently, it has become possible to exploit 
this basic information to develop mechanism- 
based strategies for cancer prevention and 
treatment. The success of both public and pri- 
vate efforts to sequence genomes, including 
human and other organisms, has contributed 
to this effort. Several examples of mechanism- 
based anti-cancer strategies will be discussed. 
Finally, potential strategies for gene therapy 
of cancer will also be addressed. 

2.1 Normal-Precancer-Cancer Sequence 

Insight into tumor development first came 
from epidemiological studies that examined 
the relationship between age and cancer inci- 
dence that showed that cancer incidence in- 
creases with roughly the fifth power of elapsed 
age (2). Hence, it was predicted that at least 
five rate-limiting steps must be overcome be- 
fore a clinically observable tumor could arise. 
It is now known that these rate-limiting steps 
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are genetic mutations that dysregulate the ac- 
tivities of genes that control cell growth, reg- 
ulate sensitivity to programmed cell death, 
and maintain genetic stability. Hence, tumor- 
igenesis is a multistep process. 

Although the processes that occur during 
tumorigenesis are only incompletely under- 
stood, it is clear that the successive accumula- 
tion of mutations in key genes is the force that 
drives tumorigenesis. Each successive muta- 
tion is thought to provide the developing tu- 
mor cell with important growth advantages 
that allow cell clones to outgrow their more 
normal neighboring cells. Hence, tumor devel- 
opment can be thought of as Darwinian evolu- 
tion on a microscopic scale with each succes- 
sive generation of tumor cell more adapted to 
overcoming the social rules that regulate the 
growth of normal cells. This is called clonal 
evolution (3). 

Given that tumorigenesis is the result of 
mutations in a select set of genes, much effort 
by cancer biologists has been focused on iden- 
tifying these genes and understanding how 
they function to alter cell growth. Early efforts 
in this area were lead by virologists studying 
retrovirus-induced tumors in animal models. 
These studies led to cloning of the first onco- 
genes and the realization that oncogenes, in- 
deed all cancer-related genes, are aberrant 
forms of genes that have important functions 
in regulating normal cell growth (4). In subse- 
quent studies, these newly identified onco- 
genes were introduced into normal cells in an 
effort to reproduce tumorigenesis in vitro. Im- 
portantly, it was found that no single onco- 
- 

gene could confer all of the physiological traits 
of a transformed cell to a normal cell. Rather 
this required that at least two oncogenes act- 
ing cooperatively to give rise to cells with the 
fully transformed phenotype (5). This obser- 
vation provides important insights into tu- 
morigenesis. First, the multistep nature of tu- 
morigenesis can be rationalized as mutations 
in different genes with each event providing a 
selective growth advantage. Second, oncogene 
cooperativity is likely to be cause by the re- 
quirement for dysregulation of cell growth at 
multiple levels. 

Fearon and Vogelstein (6) have proposed a 
linear progression model (Fig. 1.1) to describe 
tumorigenesis using colon carcinogenesis in 

humans as the paradigm. They suggest that 
malignant colorectal tumors (carcinomas) 
evolve from preexisting benign tumors (ade- 
nomas) in a stepwise fashion with benign, less 
aggressive lesions giving rise to more lethal 
neoplasms. In their model, both genetic [e.g., 
adenomatous polyposis coli (APC) mutations] 
and epigenetic changes (e.g., DNA methyl- 
ation affecting gene expression) accumulate 
over time, and it is the progressive accumula- 
tion of these changes that occur in a preferred, 
but not invariable, order that are associated 
with the evolution of colonic neoplasms. Other 
important features of this model are that at 
least four to five mutations are required for 
the formation of a malignant tumor, in agree- 
ment with the epidemiological data, with 
fewer changes giving rise to intermediate be- 
nign lesions, that tumors arise through the 
mutational activation of oncogenes and inac- 
tivation of tumor suppressor genes, and that it 
is the sum total of the effect of these mutations 
on tumor cell physiology that is important 
rather than the order in which they occur. 

An important implication of the multistep 
model of tumorigenesis is that lethal neo- 
plasms are preceded by less aggressive inter- 
mediate steps with predictable genetic alter- 
ations. This suggests that if the genetic defects 
which occur early in the process can be identi- 
fied, a strategy that interferes with their 
function might prevent development of more 
advanced tumors. Moreover, preventive screen- 
ing methods that can detect cells with the 
early genetic mutations may help to identify 
these lesions in their earliest and most curable 
stages. Consequently, identification of the 
genes that are mutated in cancers and eluci- 
dation of their mechanism of action is impor- 
tant not only to explain the characteristic phe- 
notypes exhibited by tumor cells, but also to 
provide targets for development of therapeu- 
tic agents. 

2.2 Carcinogenesis 

Carcinogenesis is the process that leads to ge- 
netic mutations induced by physical or chem- 
ical agents. Conceptually, this process can be 
divided into three distinct stages: initiation, 
promotion, and progression (7). Initiation in- 
volves an irreversible genetic change, usually 
a mutation in a single gene. Promotion is gen- 
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Figure 1.1. Adenoma-carcinoma sequence. Fearon and Vogelstein (6) proposed this classic model 
for the multistage progression of colorectal cancer. A mutation in the APC tumor suppressor gene is 
generally considered to be the initiation event. This is followed by the sequential accumulation of 
other epigenetic and genetic changes that eventually result in the progression from a normal cell to 

Normal 

a metastatic tumor. 

Hyper- 

erally associated with increased proliferation 
of initiated cells, which increases the popula- 
tion of initiated cells. Progression is the accu- 
mulation of more genetic mutations that lead 
to the acquisition of the malignant or invasive 
phenotype. 

In the best-characterized model of chemical 
carcinogenesis, the mouse skin model, initia- 
tion is an irreversible event that occurs when a 
genotoxic chemical, or its reactive metabolite, 
causes a DNA mutation in a critical growth 
controlling gene such as Ha-ras (8). Out- 
wardly, initiated cells seem normal. However, 
they remain susceptible to promotion and fur- 
ther neoplastic development indefinitely. 
DNA mutations that occur in initiated cells 
can confer growth advantages, which allow 
them to evolve andlor grow faster bypassing 
normal cellular growth controls. The different 
types of mutations that can occur include 
point mutations, deletions, insertions, chro- 
mosomal translocations, and amplifications. 
Three important steps involved in initiation 
are carcinogen metabolism, DNA repair, and 
cell proliferation. Many chemical agents must 
be metabolically activated before they become 
carcinogenic. Most carcinogens, or their active 
metabolites, are strong electrophiles and bind 
to DNA to form adducts that must be removed 
by DNA repair mechanisms (9). Hence, DNA 
repair is essential to reverse adduct formation 
and to prevent DNA damage. Failure to repair 
chemical adducts, followed by cell prolifera- 
tion, results in permanent alterations or mu- 
tation(~) in the genome that can lead to onco- 
gene activation or inactivation of tumor 
suppressor genes. 

colon proliferation 1.- adenoma Early !Intermediate adenoma adenoma Late 
Carcinoma 1 Metastasis 

cell 

Promotion is a reversible process in which 
chemical agents stimulate proliferation of ini- 
tiated cells. Typically, promoting agents are 
nongenotoxic, that is they are unable to form 
DNA adducts or cause DNA damage but are 
able to stimulate cell proliferation. Hence, ex- 
posure to tumor promoting agents results in 
rapid growth of the initiated cells and the 
eventual formation of non-invasive tumors. In 
the mouse skin tumorigenesis model, applica- 
tion of a single dose of an initiating agent does 
not usually result in tumor formation. How- 
ever, when the initiation step is followed by 
repeated applications of a tumor promoting 
agent, such as 12-0-tetradecanoyl-phorbol- 
13-acetate (TPA), numerous skin tumors arise 
and eventually result in invasive carcinomas. 
Consequently, tumor promoters are thought 
to function by fostering clonal selection of cells 
with a more malignant phenotype. Impor- 
tantly, tumor formation is dependent on re- 
peated exposure to the tumor promoter. Halt- 
ing application of the tumor promoter 
prevents or reduces the frequency with which 
tumors form. The sequence of exposure is im- 
portant because tumors do not develop in the 
absence of an initiating agent even if the tu- 
mor promoting agent is applied repeatedly. 
Therefore, the genetic mutation caused by the 
initiating agent is essential for further neo- 
plastic development under the influence of the 
promoting agent. 

Progression refers to the process of acquir- 
ing additional mutations that lead to malig- 
nancy and metastasis. Many initiating agents 
can also lead to tumor progression, strong sup- 
port for the notion that further mutations are 
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needed for cells to acquire the phenotypic 
characteristics of malignant tumor cells. Some 
of these agents include benzo(a)pyrene, 
p-napthylamine, 2-acetylaminofluorene, 
aflatoxin B,, dimethylnitrosamine, 2-amino-3- 
methylimidazo(4,5-flquinoline (IQ), benzi- 
dine, vinyl chloride, and 4-(methylnitros- 
amino)-1-(3-pyridy1)-1-butanone (NNK) (10). 
These chemicals are converted into positively 
charged metabolites that bind to negatively 
charged groups on molecules like proteins and 
nucleic acids. This results in the formation of 
DNA adducts which, if not repaired, lead to 
mutations (9) (Fig. 1.2). The result of these 
mutations enables the tumors to grow, invade 
surrounding tissue, and metastasize. 

Damage to DNA and the genetic mutations 
that can result from them are a central theme 
in carcinogenesis. Hence, the environmental 
factors that cause DNA damage are of great 
interest. Environmental agents that can cause 
DNA damage include ionizing radiation, ultra- 
violet (W) light, and chemical agents (11). 
Some of the DNA lesions that can result in- 
clude single-strand breaks, double-strand 
breaks, base alterations, cross-links, insertion 
of incorrect bases, and additionldeletion of 
DNA sequences. Cells have evolved several 
different repair mechanisms that can reverse 
the lesions caused by these agents, which has 
been extensively reviewed elsewhere (12). 

The metabolic processing of environmental 
carcinogens is also of key importance because 
this can determine the extent and duration to 
which an organism is exposed to a carcinogen. 
Phase I and phase I1 metabolizing enzymes 

will be replicated, resulting in an ini- 
tiated cell. 

play important roles in the metabolic activa- 
tion and detoxification of carcinogenic agents. 
The phase I enzymes include monooxygen- 
ases, dehydrogenases, esterases, reductases, 
and oxidases. These enzymes introduce func- 
tional groups on the substrate. The most im- 
portant superfamily of the phase I enzymes 
are the cytochrome P450 monooxygenases, 
which metabolize polyaromatic hydrocarbons, 
aromatic amines, heterocyclic amines, and ni- 
trosamines. Phase I1 metabolizing enzymes 
are important for the detoxification and excre- 
tion of carcinogens. Some examples include 
epoxide hydrase, glutathione-S-transferase, 
and uridine 5'-diphosphate (UDP) glucuro- 
nide transferase. There are also some direct 
acting carcinogens that do not require meta- 
bolic activation. These include nitrogen mus- 
tard, dimethylcarbamyl chloride, and p-pro- 
piolactone. 

2.3 Genetic Variability and Other Modifiers 
of Tumorigenesis 

2.3.1 Genetic Variability Affecting Cancer. 
Different types of cancers, as well as their se- 
verity, seem to correlate with the type of mu- 
tation acquired by a specific gene. Mutation 
"hot spots" are regions of genes that are fre- 
quently mutated compared with other regions 
within that gene. For example, observations 
that the majority of colon adenomas are asso- 
ciated with alterations in the adenomatous 
polyposis coli (APC) have been based on im- 
munohistochemical analysis of p-catenin lo- 
calization and formation of less than full 
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Figure 1.3. Diagram of APC protein regions, relating risk of intestinal carcinogenesis to length of 
APC peptide translated. APC contains 2833 amino acids. Mutation hot spot regions are found in areas 
between amino acids 1500-2000. Three genetically altered mouse models of APC-dependent intes- 
tinal carcinogenesis have been developed. Min mice have a stop codon mutation in codon 850 of the 
murine APC homolog. Two transgenic mice, APCA7I6 and APCA1635, also have been developed. 
Intestinal tumor number in these models is inversely related to size of the APC peptide translated. 

length APC protein production after in vitro 
translation of colonic mucosal tissue RNA. 
These studies have not documented specific 
gene mutations in APC. This is important, be- 
cause it is known from animal studies that the 
location of APC mutations can have a dra- 
matic effect on the degree of intestinal carci- 
nogenesis. Thus, it is possible that colon ade- 
noma size, and subsequent risk of colon cancer 
could be dictated by location of specific muta- 
tions in APC (Fig. 1.3). 

As suggested by the model depicted in Fig. 
1.3, high risk might be associated with muta- 
tions causing stop codons in the amino termi- 
nal end of the protein. Low risk might be as- 
sociated with mutations resulting in peptides 
of greater length. Current research is testing 
the hypothesis that specific genetic alterations 
in APC alone may be sufficient as a prognostic 
factor for risk of adenoma recurrence and sub- 
sequently, colon cancer development. 

One type of genetic alteration that is gain- 
ing increasing attention is the single nucleo- 
tide polymorphism (SNP). This polymorphism 

results from a single base mutation that leads 
to the substitution of one base for another., 
SNPs occur quite frequently (about every 0.3- 
1 kb within the genome) and can be identified 
by several different techniques. A common 
method for the analysis of SNPs is based on 
the knowledge that single-base changes have 
the capability of destroying or creating a re- 
striction enzyme site within a specific region 
of DNA. Digestion of a piece of DNA, contain- 
ing the site in question, with the appropriate 
enzyme can distinguish between variants 
based on the resulting fragment sizes. This 
type of analysis is commonly referred to as 
restriction fragment length polymorphism 
(RFLP). 

The importance of analyzing SNPs rests on 
the premise that individuals with a nucleotide 
at a specific position may display a normal 
phenotype, whereas individuals with a differ- 
ent nucleotide at this same position may ex- 
hibit increased predisposition for a certain dis- 
ease or phenotype. Therefore, many studies 
are being conducted to determine the fre- 
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Figure 1.4. Influence of specific genetic changes on ODC promoter activity. These data were derived 
from transient transfection experiments in human colon tumor-derived HT29 cells. The arrow in 
this figure 1.4 shows the SNP. The SNP occurs between two E-boxes that are located 3' of the 
transcription start site. The effects of this genetic change are taken from Guo et al. (56). It is 
important to point out that the constructs used to assess the promoter activity of the polymorphic 
region containing the SNP and E-boxes 2 and 3 contained some of the 5' promoter region, but not 
E-box 1 (56).  The constructs used to assess the role of E-box 1 in HT-29 contained the major, c-myc 
unresponsive allele between E-boxes 2 and 3. 

quency of specific SNPs in the general popula- 
tion and to use these findings to explain phe- 
notypic variation. 

For example, a recent study found an asso- 
ciation between a polymorphism leading to an 
amino acid substitution (aspartate to valine) 
in codon 1822 of the APC gene and a reduced 
risk for cancer in people eating a low-fat diet 
(13). The variant valine had an allele fre- 
quency of 22.8% in a primarily Caucasian con- 
trol population. This non-truncating muta- 
tion has not yet been shown to have functional 
significance. If functional, such a polymor- 
phism could cooperate with single allele trun- 
cating mutations that occur with high fre- 
quency in sporadic colon adenomas (14), to 
increase colon cancer risk. This polymorphism 
is especially interesting, because dietary fac- 
tors, specifically fat consumption, may con- 
tribute to risk in only specific genetic subsets. 

2.3.2 Genetic Variability in c-myc-Depen- 
dent Expression of Ornithine Decarboxylase. 
The proliferation-associated polyamines are 
essential for cell growth but may contribute to 
carcinogenesis when in excess. Various stud- 
ies have shown that inhibition of polyamine 
synthesis impedes carcinogenesis. Ornithine 
decarboxylase (ODC), the first enzyme in poly- 

amhe  synthesis, may play a key role in tumor 
development. Therefore, elucidation of the 
mechanisms by which ODC is regulated is es- 
sential. The literature indicates that ODC is a 
downstream mediator of APC and suggests 
that ODC may be an APC modifier gene. Thus, 
polymorphisms in the ODC promoter affect- 
ing c-myc-dependent ODC transcription 
could be a mechanism of genetic variability of 
APC-dependent carcinogenesis. 

O'Brien and colleagues (15) have measured 
the incidence in several human subgroups of a 
SNP in a region of the ODC promoter, 3' of the 
transcription start site, that is flanked by two 
E-boxes (CACGTG) (Fig. 1.4). The E-box is a 
DNA sequence where specific transcription 
factors bind. The two resulting alleles are 
identified by a polymorphic PstI RFLP. The 
minor allele (A at position +317) is homozy- 
gous in 6-10% of individuals, whereas the ma- 
jor allele (G at position +317) is homozygous 
or heterozygous in 90-94% of these groups. 
They have also measured functionality of the 
polymorphisms. When ODC promoter-re- 
porter constructs are expressed in rodent 
cells, the minor allele confers 3-8 times the 
promoter activity compared with the major al- 
lele. Further, expression of the minor allele is 
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enhanced by c-myc expression to a greater ex- 
tent than the major allele. 

2.4 Epigenetic Changes 

Gene function can be disrupted either through 
genetic alterations, which directly mutate or 
delete genes, or epigenetic alterations, which 
alter the state of gene expression. Epigenetic 
mechanisms regulating gene expression in- 
clude signal transduction pathways, DNA 
methylation, and chromatin remodeling. 
Methylation of DNA is a biochemical addition 
of a methyl group at position 5 of the pyrimi- 
dine ring of cytosine in the sequence CG. This 
modification occurs in two ways: (1) from a 
preexisting pattern on the coding strand or (2) 
by de novo addition of a methyl group to fully 
unmethylated DNA. Cleavage of DNA with 
the restriction endonuclease HpaII, which 
cannot cut the central C in the sequence 
CCGG if it is methylated, allows detection of 
methylated sites in DNA. Small regions of 
DNA with methylated cytosine, called "CpG 
islands," have been found in the 5'-promoter 
region of about one-half of all human genes 
(including most housekeeping genes). 

There are three DNA methyltransferases 
(Dnmt), Dnmtl, Dnmt3a, and Dnmt3b, that 
have been identified in mammalian cells (16). 
The most abundant and ubiquitous enzyme, 
Dnmtl, shows high affinity for hemimethyl- 
ated DNA, suggesting a role of Dnmtl in the 
inheritance of preexisting patterns of DNA 
methylation after each round of DNA replica- 
tion. The other two enzymes, Dnmt3a and 
Dnmt3b, are tissue specific and have been 
shown to be involved in de novo methylation. 
De novo CpG island methylation, however, is 
not a feature of proliferating cells, and can be 
considered a pathologic event in neoplasia. 

Over the years, a number of different 
methyl-CpG binding proteins, such as methyl- 
CpG-binding domain-containing proteins 
(MBD1-4) were identified (17) that compete 
with transcription factors and prevent them 
from binding to promoter sequences. These 
methyl-CpG binding factors can also recruit 
histone deacetylases (HDACs), resulting in 
condensation of local chromatin structure 
(Fig. 1.5). This makes the methylated DNA 
less accessible to transcription factors and re- 
sults in gene silencing. 

Gene expression is inhibited by DNA meth- 
ylation. DNA methylation patterns dramati- 
cally change at different stages of cell develop- 
ment and differentiation and correlate with 
changes in gene expression (18). Demethyl- 
ation releases gene expression in the first days 
of embryogenesis. Later, de novo methylation 
establishes adult patterns of gene methyl- 
ation. In differentiated cells, methylation sta- 
tus is retained by the activity of the Dnmtl 
enzyme. In normal tissues, DNA methylation 
is associated with gene silencing, chromosome 
X inactivation (191, and imprinting (20). Be- 
cause the most normal methylation takes 
place within highly repeated transposable ele- 
ments, it has been proposed that such methyl- 
ation plays a role in genome defense by sup- 
pressing potentially harmful effects of 
expression at these sites. 

Neoplastic cells are characterized by simul- 
taneous global DNA hypomethylation, local- 
ized hypermethylation that involves CpG is- 
lands and increased HDAC activity (21). 
Hypomethylation has been linked to chromo- 
somal instability in vitro and it seems to have 
the same effect in carcinogenesis (22). 5-Meth- 
ylcytosine is a relatively unstable base because 
its spontaneous deamination leads to the for- 
mation of uracil. Such changes can also con- 
tribute to the appearance of germline muta- 
tions in inherited disease and somatic 
mutations in neoplasia. Aberrant CpG island 
hypermethylation in normally unmethylated 
regions around gene transcription start sites, 
which results in transcriptional silencing of 
genes, suggests that it plays an important role 
as an alternate mechanism by which tumor 
suppressor genes are inactivated in cancer 
(21). Hypermethylated genes identified in hu- 
man cancers include the tumor suppressor 
genes that cause familial forms of human can- 
cer when mutated in the germline, as well as 
genes that are not fully documented tumor 
suppressors (Table 1.1). Some of these genes, 
such as APC, the breast cancer gene BRCA-1, 
E-cadherin, mismatch repair gene hMLd31, 
and the Von Hippel-Lindau gene can exhibit 
this change in non-familial cancers. 

Recent studies indicate that promoter hy- 
permethylation is often an early event in tu- 
mor progression. It has been shown in the 
colon that genes that have increased hyper- 
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Figure 1.5. Effect of methylation and histone deacetylation on gene expression. When a gene is 
active, the promoter region is occupied by transcription factors that direct production of messenger 
RNA. De novo methylation has minimal effects on gene expression. However, methylated DNA 
attracts methyl-binding proteins (MBP). These methyl-binding proteins in turn attract a protein 
complex that contains histone deacetylase (HDAC). This results in inhibition of messenger RNA 
synthesis, and no functional protein can be made from the gene. Through the action of MBP and 
HDAC, the DNA structure changes to a compact, "condensed chromatin" configuration, which re- 
sults in permanent inhibition of messenger RNA and protein synthesis (silencing). 

methylation in the promoter region in normal 
tissue as a function of aging are the same as 
genes with the highest rate of promoter hyper- 
methylation in tumors (9). Interestingly, this 
group of genes does not include classic tumor 
suppressor genes. Some genes, such as the es- 
trogen receptor where age-related hypermeth- 
ylation in the colon was first discovered, may 
be important for the modulation of cell growth 
and differentiation in the colonic mucosa. 

Promoter hypermethylation of genes, 
which are normally unmethylated at all ages, 
has also been found early in tumorigenesis. 
These epigenetic alterations can produce the 
early loss of cell cycle control, altered regula- 
tion of gene transcription factors, disruption 
of cell-cell interactions, and multiple types of 
genetic instability, which are all characteristic 
of neoplasia. For example, hypermethylation 
of the APC gene has recently been reported for 
a subset of colon cancers (23). Hypermethyl- 
ation of hMLH1, which is associated with mi- 
crosatellite instability in colon, endometrial, 

and gastric neoplasia, has been seen in early, 
stages of cancer progression (24). Finally, hy- 
permethylation of the E-cadherin promoter 
frequently occurs in early stages of breast can- 
cer and can trigger invasion (25). 

Loss of gene function through epigenetic 
changes differs from genetic changes in terms 
of its consequences for tumor biology. First, 
gene function loss caused by aberrant pro- 
moter methylation may manifest in a more 
subtle, selective advantage than gene muta- 
tions during tumor progression. Second, al- 
though promoter hypermethylation causing 
gene silencing is usually stable in cancer cells, 
this change, unlike mutation, is potentially re- 
versible. It has become evident that not only 
the mutagens, but various factors influencing 
cell metabolism, particularly methylation, lie 
at the origin of carcinogenesis. 

Silencing of gene expression by methyl- 
ation may be modulated by biochemical or bi- 
ological manipulation. It has been shown that 
pharmacological inhibition of methyltrans- 
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Table 1.1 Hypermethylated Genes in Cancer 

Gene Function Type of Tumor 

Familial Cancers 
APC 
BRCAl 
E-cadherin 
hMLHl 

Other Cancers 
Androgen receptor 
C-ABL 
Endothelin receptor B 
Estrogen receptor a 
FHIT 
GST-.TI. 
MDRl 
06-MGMT 
pl4lARF 
pl51CDKN2B 
Progesterone receptor 
Retinoic acid receptor p 
THBSl 

Signal transduction 
DNA repair 
Adhesion and metastasis 
DNA mismatch repair 

Cell cycle regulation 
Cell cycle regulation 
Cytoskeletal organization, angiogenesis 

inhibition 

Growth and differentiation 
Tyrosine kinase 
Growth and differentiation 
Transcription 
Detoxification 
Drug transport 
Drug transport 
DNA repair 
Cell cycle regulation 
Cell cycle regulation 
Growth and differentiation 
Growth and differentiation 
Angiogenesis inhibition 

Metastasis 

Colon cancer 
Breast cancer 
Multiple cancers 
Colon, gastric, and endometrial 

cancer 
Multiple cancers 
Retinoblastoma 
Renal-cell cancer 

Prostate cancer 
Chronic myelogenous leukemia 
Prostate cancer 
Multiple cancers 
Esophageal cancer 
Prostate cancer 
Acute leukemias 
Multiple cancers 
Colon cancer 
Malignant hematologic disease 
Breast cancer 
Colon and breast cancer 
Colon cancer, glioblastoma 

multiforme 
Multiple cancers 

ferases resulted in reactivation of gene expres- 
sion in vitro (26) and prevented tumor growth 
in animal models (27). These studies gener- 
ated interest in the clinical uses of hypomethy- 
lating agents in humans. 

3 MOLECULAR BASIS OF CANCER 
PHENOTYPES 

Cancer is a multistep process that requires the 
accumulation of multiple genetic mutations in 
a single cell that bestow features characteris- 
tic of a neoplastic cell. Typically, tumor cells 
differ from normal cells in that they exhibit 
uncontrolled growth. Because features that 
distinguish tumor from normal cells may be 
key to understanding neoplastic cell behavior 
and may ultimately lead to therapies that can 
target tumor cells, considerable effort has 
been directed at identifying the phenotypic 
characteristics of in vitro-transformed cells 
and of tumor cells derived from natural 
sources. This work has resulted in a list of 

properties that are characteristic of tumor 
cells and that are now known to be the bas& 
for the behaviors exhibited by neoplastic cells. 
Some of the features that will be discussed in 
detail include immortality, decreased depen- 
dence on growth factors to support prolifera- 
tion, loss of anchorage-dependent growth, loss 
of cell cycle control, reduced sensitivity to ap- 
optotic cell death, and increased genetic insta- 
bility. Other morphological and biochemical 
characteristics used to identify the trans- 
formed phenotype are cytological changes, al- 
tered enzyme production, and the ability to 
produce tumors in experimental animals (28). 

3.1 Immortality 

Normal diploid fibroblasts have a limited ca- 
pacity to grow and divide both in vivo and in 
vitro. Even if provided with optimal growth 
conditions, in vitro normal cells will cease di- 
viding after 50-60 population doubling5 and 
then senesce and die. In contrast, malignant 
cells that have become established in culture 
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proliferate indefinitely and are said to be im- 
mortalized. The barrier that restricts the life 
span of normal cells is known as the Hayflick 
limit and was first described in ex~eriments . 
that attempted immortalization of rodent 
cells (29). Normal embryo-derived rodent 
cells, when cultured in vitro, initially divide 
rapidly. Eventually, however, these cultures 
undergo a crisis phase during which many of 
the cells senesce and die. After extended main- 
tenance, however, proliferation in the cultures 
increases and cells that can divide indefinitely 
emerge. The molecular changes that take 
place during crisis have revealed at least two 
important restrictions that must be overcome 
for cells to become immortalized and both of 
these changes occur in natural tumor cells. 

One barrier to cellular immortalization is 
the inability of the DNA replication machin- 
ery to efficiently replicate the linear ends of 
DNA at the 5' ends, which leadsto the short- 
ening of the chromosome. In bacteria, the end- 
replication problem is solved with a circular 
chromosome. In human cells. the ends of chro- 
mosomes are capped with 5-15 kb of repetitive 
DNA sequences known as telomeres. Telo- 
meres serve as a safety cap of noncoding DNA 
that is lost during normal cell division without 
consequence to normal function of the cell. 
However, because telomere length is short- 
ened with each round of cell division, indefi- 
nite proliferation is impossible because even- 
tually the inability to replicate chromosomal 
ends nibbles into DNA containing vital genes. 

Telomeres seem to be lengthened during 
gametogenesis as a consequence of the activity 
of an enzyme called telomerase. Telomerase 
activity has been detected in normal ovarian 
epithelial tissue. More importantly, telomer- 
ase activity is elevated in the tumor tissue but " 

not the normal tissue from the same patient. 
This implies that one mechanism by which tu- 
mor cells overcome the shortening telomere 
problem and acquire the capacity to prolifer- 
ate indefinitely is through abnormal up-regu- 
lation of telomerase activity. The finding that 
telomerase activity is found almost exclusively 
in tumor cells is significant because it suggests 
that this enzyme may be a useful therapeutic 
target (30). Therapies aimed at suppressing 
telomerase would eliminate a feature essential 
for tumor cell survival and would be selective. 

A second feature of immortalization is loss 
of growth control by elimination of tumor sup- 
pressor activity. Recent evidence suggests 
that inactivating mutations in both the Rb 
and p53 tumor suppressor genes occurs dur- 
ing crisis. Both of these genes are discussed in 
more detail later in this chapter and both func- 
tion to inhibit cell proliferation by regulating 
cell cycle progression. Consequently, loss of 
tumor suppressor function also appears to be a 
critical event in immortalization. 

3.2 Decreased Dependence on Growth 
Factors to Support Proliferation 

Cells grown in culture require media supple- 
mented with various growth factors to con- 
tinue proliferating. In normal human tissues, 
growth factors are generally produced extra- 
cellularly at distant sites and then are either 
carried through the bloodstream or diffuse to 
their nearby target cells. The former mode of 
growth factor stimulation is termed endocrine 
stimulation, and the latter mode, paracrine 
stimulation. However, tumor cells often pro- 
duce their own growth factors that bind to and 
stimulate the activity of receptors that are also 
present on the same tumor cells that are pro- 
ducing the growth factor. This results in a con- 
tinuous self-generated proliferative signal 
known as autocrine stimulation that drives 
proliferation of the tumor cell continuously 
even in the absence of any exogenous prolifer- 
ative signal. Autocrine stimulation is mani- 
fested as a reduced requirement for serum be- 
cause serum is the source of many of the 
growth factors in the media used to propagate 
cells in vitro. 

Because of the prominent role that growth 
factors and their cognate receptors play in tu- 
mor cell proliferation, they have also become 
favorite therapeutic targets. For example, the 
epidermal growth factor receptor (EGFR) is 
known to play a major role in the progression 
of most human epithelial tumors, and its over- 
expression is associated with poor prognosis. 
As a consequence, different approaches have 
been developed to block EGFR activation 
function in cancer cells, including anti-EGFR 
blocking monoclonal antibodies (MAb), epi- 
dermal growth factor (EGF) fused to toxins, 
and small molecules that inhibit the receptor's 
tyrosine kinase activity (RTK). Of these, an 



orally active anilinoquinazoline, ZD1839 
("Iressa") shows the most promise as an anti- 
tumor agent by potentiating the antitumor ac- 
tivity of conventional chemotherapy (31). 

3.3 Loss of Anchorage-Dependent Growth 
and Altered Cell Adhesion 

Most normal mammalian cells do not grow, 
but instead undergo cell death if they become 
detached from a solid substrate. Tumor cells, 
however, frequently can grow in suspension or 
in a semisolid agar gel. The significance of the 
loss of this anchorage-dependent growth of 
cancer cells relates to the ability of the parent 
tumor cells to leave the primary tumor site 
and become established elsewhere in the body. 
The ability of cancer cells to invade and metas- 
tasize foreign tissues represents the final and 
most difficult-to-treat stage of tumor develop- 
ment, and it is this change that accompanies 
the conversion of a benign tumor to a life- 
threatening cancer. 

Metastasis is a complex process that re- 
quires the acquisition of several new charac- 
teristics for tumor cells to successfully colo- 
nize distant sites in the body. Epithelial cells 
normally grow attached to a basement mem- 
brane that forms a boundary between the ep- 
ithelial cell layers and the underlying support- 
ing stroma separating the two tissues. This 
basement membrane consists of a complex ar- 
ray of extracellular matrix proteins including 
type IV collagen, proteoglycans, laminin, and 
fibronectin, which normally acts as a barrier 
to epithelial cells. A common feature of tumor 
cells with metastatic potential is the capacity 
to penetrate the basement membrane by pro- 
teolysis, to survive in the absence of attach- 
ment to this substrate, and to colonize and 
grow in a tissue that may be foreign relative to 
the original tissue of origin. 

Consequently, metastasis is a multistep 
process that begins with detachment of tumor 
cells from the primary tumor and penetration 
through the basement membrane by degrada- 
tion of the extracellular matrix (ECM) pro- 
teins. This capacity to proteolytically degrade 
basement membrane proteins is driven, in 
part, by the expression of matrix metallo- 
proteinases. Matrix metalloproteinases, or 
MMPs, are a family of enzymes that are either 
secreted (MMPs 1-13, 18-20) or anchored in 
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the cell membrane (MMPs 14-17) (Table 1.2). 
Regulation of MMPs occurs at several levels: - 
transcription, proteolytic activation of the zy- 
mogen, and inhibition of the active enzyme 
(32). MMPs are typically absent in normal 
adult cells, but a variety of stimuli, such as 
cytokines, growth factors, and alterations in 
cell-cell and cell-ECM interactions, can induce 
their expression. The expression of MMPs in 
tumors is frequently localized to stromal cells 
surrounding malignant tumor cells. Most of 
the MMPs are secreted in their inactive (zy- 
mogen) form and require proteolytic cleavage 
to be activated. In some cases. MMPs have 
been shown to undergo mutual and/or autoac- 
tivation in vitro (33). 

Several lines of evidence implicate MMPs 
in tumor progression and metastasis. First, 
MMPs are overexpressed in tumors from a va- 
riety of tissues and the expression of one, ma- 
trilysin, is clearly elevated in invasive prostate 
cancer epithelium (3436). Second, reduction 
of tissue inhibitor of matrix metalloprotein- 
ases-1 (TIMP-1) expression in mouse fibro- 
blasts (Swiss 3T3), using antisense RNA tech- 
nology, increased the incidence of metastatic 
tumors in immunocompromised mice. Simi- 
larly, overexpression of the various MMPs has 
provided direct evidence for their role in me- 
tastasis. Importantly, synthetic MMP inhibi- 
tors have also been produced and they lead to 
a reduction in metastasis in several experi- 
mental models of melanoma, colorectal carci- 
noma, and mammary carcinoma, suggesting a 
mechanism by which the invasive potential of 
tumors may be reduced (37). 

Once tumor cells escape through the base- 
ment membrane, they can metastasize " 

through two major routes, the blood and lym- 
phatic vessels. Tumors originating in different 
parts of the body have characteristic patterns 
of invasion. Some tumors, such as those of the 
head and neck, spread initially to regional 
lymph nodes. Others, such as breast tumors, 
have the ability to spread to distant sites rela- 
tively early. The site of the primary tumor 
generally dictates whether the invasion will 
occur through the lymphatic or blood vessel 
system. The cells that escape into the vascula- 
ture must evade host immune defense mecha- 
nisms to be successfully transported to re- 
gional or distal locations. Tumor cells then 



3 Molecular Basis of Cancer Phenotypes 

Table 1.2 MMPs 

MMP Common Name Substrates Cell Surface 

1 collagenase-1, interstitial collagen I, 11,111, VII, X, IGFBP Yes 
collagenase 

2 gelatinase A gelatin, collagen I, IV, V, X, laminin, IGFBP, yes 
latent TGF-P 

3 stromelysin-1 collagen 111, IV, V, IX, X, gelatin, unknown 
E-cadherin, IGFBP, fibronectin, 
elastin, laminin proteoglycans, perlecan, 
HB-EGF, proIvIMP-13 

7 matrilysin 

8 collagenase-2, neutrophil 
collagenase 

9 gelatinase B 

11 stromelysin-3 
12 metalloelastase 
13 collagenase-3 

16 MT3-MMP 
17 MTCMMP 

18/19 RASI-1 
20 Enamelysin 

laminin, fibronedin, gelatin, collagen IV, Yes 
proteoglycans FasL, proMMP-1, HB-EGF 

collagen I, 11,111, VII, X unknown 

collagen I, IV, V, X, gelatin, IGFBP, latent 
TGF-b 

collagen 111, IV, IX, X, gelatin, larninin, 
proteoglycans, proMMP-1, proMMP-13 

IGFBP, a-1-antiprotease 
elastin, proMMP-13 
collagen I, 11,111, IV, VII, X, XN, 

fibronectin, proMMP-9, tenascin, aggrecan 
gelatin, collagen I, fibrin, proteoglycans, 

laminin, fibronectin, proMMP-2 
larninin, fibronectin, proMMP-2, proMMP- 

13, tenascin 
gelatin, collagen 111, fibronectin, proMMP-2 
unknown 

yes 

unknown 

unknown 
unknown 
unknown 

Yes 

Yes 

Yes 
Yes 

unknown unknown 
amelogenin unknown 

exit blood vessels and escape into the host tis- 
sue by again compromising a basement mem- 
brane, this time the basement membrane of 
the blood vessel endothelium. Projections 
called invadopodia, which contain various pro- 
teases and adhesive molecules, adhere to the 
basement membrane, and this involves mem- 
brane components such as laminin, fibronec- 
tin, type IV collagen, and proteoglycans. The 
tumor cells then produce various proteolytic 
enzymes, including MMPs, which degrade the 
basement membrane and allow invasion of the 
host tissue. This process is referred to as ex- 
travasation. 

The interaction between cells and extracel- 
lular matrix proteins occurs through cell-sur- 
face receptors, the best characterized of which 
is the fibronectin receptor that binds fibronec- 
tin. Other receptors bind collagen and lami- 
nin. Collectively these receptors are called in- 
tegrins, and their interaction with matrix 
components conveys regulatory signals to the 

cell (38). They are heterodimeric molecules 
consisting of one of several alpha and beta sub- 
units that may combine in any number of per- 
mutations to generate a receptor with distinct 
substrate preferences. Changes in the expres- 
sion of integrin subunits is associated with in- 
vasive and metastatic cells facilitating inva- 
sion by shifting the cadre of integrins to 
integrins that preferentially bind the de- 
graded subunits of extracellular matrix pro- 
teins produced by MMPs. Hence, integrin ex- 
pression has served as a marker for the 
invasive phenotype and may be a logical target 
for novel therapies that interfere with the 
progress of advanced tumors. 

In addition to their role in invasion, the 
evidence also indicates that MMPs may play a 
role in tumor initiation and in tumorigenicity. 
Expression of MMP-3 in normal mammary ep- 
ithelial cells led to the formation of invasive 
tumors (39). A proposed mechanism for this 
initiation involves the ability of MMP-3 to 



cleave E-cadherin. E-cadherin is a protein in- 
volved in cell-cell adhesion together with 
other proteins such as p-catenin and a-cati- 
nin. Loss of E-cadherin function is known to 
lead to tumorigenicity and invasiveness as a 
result of loss of cellular adhesion. Interest- 
ingly, inhibition of MMP-7 and MMP-11, us- 
ing antisense approaches, did not affect inva- 
siveness or metastatic potential in vitro. 
However, tumorigenicity was altered (40). 
Matrilysin, MMP-7 messenger RNA (mRNA), 
are present in benign tumors and malignant 
tumor cells of the colon. The relative level of 
matrilysin expression correlates with the 
stage of tumor progression. 

3.4 Cell Cycle and Loss of Cell 
Cycle Control 

Proliferation is a complex process consisting 
of multiple subroutines that collectively bring 
about cell division. At the heart of prolifera- 
tion is the cell cycle, which consists of many 
processes that must be completed in a timely 
and sequence specific manner. Accordingly, 
regulation of cell cycle events is a multifaceted 
affair and consists of a series of checks and 
balances that monitor nutritional status, cell 
size, presence or absence of growth factors, 
and integrity of the genome. These cell cycle 
regulatory pathways and the signal transduc- 
tion pathways that communicate with them 
are populated with oncogenes and tumor sup- 
pressor genes. 

Cell division is divided into four phases: GI, 
S, G2, and M (Fig. 1.6). The entire process is 
punctuated by two spectacular events, the 
replication of DNA during S phase and chro- 
mosome segregation during mitosis or M 
phase. Of the four cell cycle phases, three can 
be assigned to replicatingcells and only the G1 
phase, and a related quiesent phase, GO, are 
nonreplicative in nature. Normal cycling cells 
that cease to proliferate enter the resting 
phase, or GI, and their exit into the replicative 
phases is strongly dependent on the presence 
of growth factors and nutrients. However, 
once the cells enter the replicative phase of the 
cell cycle, they become irrevocably committed 
to completing cell division. Hence, the condi- 
tions that lead to exit from G1 and entry into S 
are tightly regulated and are frequently mis- 
regulated in neoplastic cells that exhibit un- 
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controlled proliferation. Studies first con- 
ducted by Arthur Pardee revealed the 
existence of a point in G1 that restricted the 
passage of cells into S phase, and this was pos- 
tulated to be controlled by a labile protein fac- 
tor (41). Passage across this restriction point, 
or R point, is now known to be sensitive to 
aowth factor stimulation. - 

Movement through the cell cycle is con- 
trolled by two dasses of cell cycle proteins, 
cyclins and cycli$ dependent kinases (CDKs), 
which physically: associate to form a protein 
kinase that drives the cell cycle forward (42). 
At least 8 cyclins and 12 CDKs have been iden- 
tified in mammalian cells. The name "cyclin" 
derives from the characteristic rise and fall in 
abundance of cyclin B as cells progress 
through the cell cycle. The accumulation of 
cyclin proteins occurs through cell cycle-de- 
pendent induction of gene transcription, but 
elimination of cyclins occurs by carefully reg- 
ulated degradation that is enabled through 
protein sequence tags known as destruction 
boxes and PEST sequences. Although not all 
of the cyclin types exhibit this oscillation in 
protein quantity, those cyclins that play key 
roles in progression through the cell cycle (cy- 
clins E, A, and B) are most abundant during 
discrete phases of the cell cycle. Cyclin D l  is 
synthesized during G1 just before the restric- 
tion point and plays an important role in reg- 
ulation of the R point. Cyclin E is most abun- 
dant during late G1 and early S and is 
essential for exit from G1 and progression into 
S phase. Elevated levels of these two G1 cyc- 
lins can result in uncontrolled proliferation. 
Indeed, both cyclin Dl  and cyclin E are over- 
expressed in some tumor types, suggesting 
that the cyclins and other components of the 
cell cycle may be useful therapeutic targets 
(43). 

The second component of the enzyme com- 
plex is CDK that, as the name implies, re- 
quires an associated cyclin to become active. 
At least 12 of the protein kinases have been 
isolated from humans, Xenopus, and Drosoph- 
ila, and are numbered according to a stan- 
dardized nomenclature beginning with CDK1, 
which for historical reasons, is most fre- 
quently referred to as cell division cycle 2 
(cdc2). Unlike the cyclins, abundance of the 
CDK proteins remains relatively constant 
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roughout the cell cycle. Instead, their activ- 
r changes during different phases of the cell 
cle in accordance with whether or not an 
tivating cyclin is present and whether or not 
e kinase itself is appropriately phosphory- 
Led. Both cyclins and CDKs are highly con- 
rved from yeast to man and function simi- 
dy, suggesting that the cell cycle is 
ntrolled by a universal cell cycle engine that 
erates through the action of evolutionarily 
nserved proteins. Hence, drug discovery 
ldies aimed at identifying agents that regu- 
;e the cell cycle may be performed in model 
ganisms, such as yeast, C. elegans, and Dro- 
ohila with some assurance that the targeted 
xhanisms will also be relevant to humans. 
It is now clear that specific cyclinlcdk com- 
?xes are required during specific stages of 
e cell cycle. Cyclin Dl/cdk4,6 activity is es- 
ntial for crossing the restriction point and 
shing cells into replication. A major sub- 
.ate of the cyclin Dl/cdk4,6 complex is the 
tinoblastoma (Rb) tumor suppressor pro- 
n, which when phosphorylated by this ki- 
se complex, is inactivated. This frees the cell 
)m the restrictions on cell proliferation im- 
sed by the Rb protein. It is this event that is 
lieved to be decisive in the stimulation of 
ding cells to undergo proliferation. Cyclin 

Figure 1.6. Model of the cell cycle and 
the cyclinlcdk complexes that are re- 
quired a t  each cell cycle phase. CyclinDI 
cdk4-6 complexes suppress Rb function 
by phosphorylating the protein allowing 
transition across the restriction R-point. 
P53 suppresses cell cycle progression by 
stimulating the expression of the cyclin 
dependent kinase inhibitor p21, which 
binds with and inactivates a variety of 
cyclinkdk complexes. 

EIcdk2 plays a role later in the cell cycle for 
proliferating cells by pushing them from G1 
into S phase. Cyclin E is overexpressed in 
some breast cancers where it mav enhance the " 

proliferative capacity of tumor cells. Cyclin 
A/cdk2 sustains DNA replication and is there- 
fore required during S phase. Cyclin Blcdc2 is 
required by cells entering mitosis up through 
metaphase. At the end of metaphase, cyclin B 
is degraded, and cdc2 becomes inactivated, al- 
lowing mitotic cells to progress into anaphase 
and to complete mitosis. Sustaining the activ- 
ity of cyclin BIcdc2 causes cells to arrest in 
metaphase. Hence, it is the collective result 
brought about by the activation and deactiva- 
tion of cyclinlcdk complexes that pushes pro- 
liferating cells through the cell cycle. 

Superimposed on the functions of the cell 
cycle engine is a complex network of both pos- 
itive and negative regulatory pathways. Im- 
portant negative regulators are the cyclin de- 
pendent kinase inhibitors or CKIs. There are 
two families of CKIs, the Cip/Kip family and 
the INK4 family (44). The CipIKip family con- 
sists of three members, p21/Cipl/wafl/Sdil, 
p211Kip1, and p57/Kip2. All of the proteins in 
this family have broad specificity and can bind 
to and inactivate most of the cvclinlcdk com- " 

plexes that are essential for progression 



through the cell cycle. p2lWa, the first discov- 
ered and best characterized member of the 
Cip/Kip family, is stimulated by the p53 tumor 
suppressor protein in response to DNA dam- 
age and halts cell cycle progression to allow for 
DNA repair (45). The INK4 family of CKIs 
contains four member proteins, pl6/INK4a, 
p15/INK4b, p18/INK4c, and plSIINK4d. Un- 
like the Cip/Kip family, the INK4 proteins 
have restricted binding and associate exclu- 
sively with cdk416. Consequently, their princi- 
pal function is to regulate cyclin Dllcdk416 ac- 
tivity, and therefore, the phosphorylation 
status of the Rb tumor suppressor. pl6IINK4a 
is itself a tumor suppressor that is frequently 
mutated in melanoma (46). Indeed, at least 
one component of the pl6lcyclin Dl/Rb path- 
ways is either mutated or deregulated in some 
fashion in over 90% of lung cancers, emphasiz- 
ing the importance of this pathway in regulat- 
ing tumor cell proliferation. 

Transit through the cell cycle is regulated 
by two types of controls. In the first type, the 
cumulative exposure to specific signals, such 
as growth factors, is assessed and if the sum of 
these signals satisfies the conditions required 
by the R point, proliferation ensues. In the 
second. feedback controls or check~oints mon- 

A 

itor whether the genome is intact and whether 
previous cell cycle steps have been completed. 
At least five cell cycle checkpoints have been 
identified, two that monitor integrity of the 
DNA and halt cell cycle progression in either 
GI or G2, one that ensures DNA synthesis has 
been completed before mitosis begins, one 
that monitors completion of mitosis before al- 
lowing another round of DNA synthesis, and 
one that monitors chromosome alignment on 
the equatorial plate before initiation of ana- 
phase. Of these, the two checkpoints that 
monitor integrity of DNA have been the most 
extensively studied, and as might be expected, 
these checkpoints and the genes that enforce 
them are critically important for the response 
that cells mount to genotoxic stresses. Abroga- 
tion of checkpoints leads to genomic instabil- 
ity and an increased mutation frequency (47). 

Progress in elucidating the mechanisms of 
checkpoint function reveals that a number of 
checkpoint genes are frequently mutated in 
human cancers. For example, the p53 tumor 
suppressor functions as a cell cycle checkpoint 
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that halts cell cycle progression in G1 by in- 
wafl ducing the expression of the p21 gene in 

the presence of damaged DNA (45). The p53 
gene is frequently mutated in human cancers 
and consequently, most tumor cells lack the 
DNA damage-induced p53-dependent G1 
checkpoint, increasing the likelihood that mu- 
tations will be propagated in these cells. Be- 
cause p53 also promotes apoptosis, the lack of 
p53 in these cells also makes them more resis- 
tant to the DNA damage-induced apoptosis. 
Because most chemotherapeutic agents kill 
cells through DNA damage-induced apoptosis, 
tumor cells with mutant p53 are also more 
resistant to conventional therapies (48). 

3.5 Apoptosis and Reduced Sensitivity 
to Apoptosis 

Apoptosis is a genetically controlled form of 
cell death that is essential for tissue remodel- 
ing during embryogenesis and for mainte- 
nance of the homeostatic balance of cell num- 
bers later in adult life. The importance of 
apoptosis to human disease comes from the 
realization that disruption of the apoptotic 
process is thought to play a role in diverse hu- 
man diseases ranging from malignancy to neu- 
rodegenerative disorders. Because apoptosis is 
a genetically controlled process, much effort 
has been spent on identifying these genetic 
components to better understand the apopto- 
tic process as well as to identify potential ther- 
apeutic targets that might be manipulated in 
disease conditions where disruption of apopto- 
sis occurs. 

Although multiple forms of cell death have 
been described, apoptosis is characterized by 
morphological changes including cell shrink- 
age, membrane blebbing, chromatin conden- 
sation and nuclear fragmentation, loss of 
microvilli, and extensive degradation of chro- 
mosomal DNA. In general, the apoptotic pro- 
gram can be subdivided into three phases: the 
initiation phase, the decisiodeffector phase, 
and the degradationlexecution phase (Fig. 
1.7). In the initiation phase, signal transduc- 
tion pathways that are responsive to external 
stimuli, such as death receptor ligands, or to 
internal conditions, such as that produced by 
DNA damage, are activated. During the ensu- 
ing decisiodeffector phase, changes in the mi- 
tochondrial membrane occur that result in 
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Figure 1.7. Mitochondria-mediated apoptosis. Mitochondria-mediated apoptosis is divided into 
three phases. Mitochondrial stress stimulates signal transduction and constitutes the initiation 
phase. During the second phase, changes in the structure of the mitochondrial membrane make it 
permeable to large proteins, allowing the release of cytochrome c and induction of the third and final 
phase, during which degradation of cellular proteins occurs. 

disruption of the mitochondrial membrane po- 
tential and ultimately loss of mitochondrial 
membrane integrity. A key event in the deci- 
sionleffector phase is the release of cyto- 
chrome c into the cytoplasm and activation of 
proteases and nucleases that signal the onset 
of the final degradatiordexecution phase. An 
important concept in understanding apoptosis 
is that the mitochrondrion is a key target of apo- 
ptotic stimuli and disruption of mitochondrial 
function is central to subsequent events that 
lead to degradation of vital cellular components. 

Of the signal transduction pathways that 
initiate apoptosis, the best understood at the 
molecular level involves the death receptors 
including Faslcluster of differentiation 95 
(CD95), tumor necrosis factor receptor 1 
(TNFRl), and death receptors 3,4, and 5 (DR 
3,4,5) (Fig. 1.8). All death receptors share an 
amino acid sequence known as the death do- 
main (DD) that functions as a binding site for 
a specific set of death signaling proteins. Stim- 
ulation of these transmembrane rece~tors can . 
be induced by interaction with its cognate li- 
gand or by binding to an agonistic antibody, 
which results in receptor trimerization and re- 
cruitment of intracellular death molecules 
and stimulation of downstream signaling 
events. Here death receptors are classified as 
either CD95-like (FasICD95, DR4, and DR5) 
or TNFR1-like (TNF-R1, DR3, and DR6) 
based on the downstream signaling events 
that are induced as a consequence of receptor 
activation. 

Activation of FasICD95 leads to clustering 
and recruitment of Fas-associated death do- 

main (FADD; sometimes called Mortl) to the 
FaslCD95 intracellular DD (49). FADD con- 
tains a C-terminal DD that enables it to inter- 
act with trimerized Fas receptor as well as an 
N-terminal death effector domain (DED), 
which can associate with the prodomain of the 
serine protease, caspase-8. This complex is re- 
ferred to as the death-inducing signaling com- 
plex (DISC). As more procaspase-8 is recruited 
to this complex, caspase-8 undergoes trans- 
catalytic cleavage to generate active protease. 
Activation of TNFR1-like death receptors re- 
sults in similar events except that the first pro- 
tein to be recruited to the activated receptor is 
the TNFR-associated death domain (TRADD) 
adaptor protein that subsequently recruits 
FADD and procaspase-8. Signaling through 
the TNFR1-like receptors is more complex 
and includes recruitment of other factors that 
do not interact with FasICD95. For example, 
TRADD also couples with the receptor inter- 
acting protein (RIP), which links stimulation 
of TNFRl to signal transduction mechanisms, 
leading to activation of nuclear factor-kappa B 
(NF-KB). Because RIP does not interact with 
FasICD95, this class of receptors does not ac- 
tivate NF-kappa B. 

The critical downstream effectors of death 
receptor activation are the caspases, and these 
are considered the engine of apoptotic cell 
death (50). Caspases are a family of cysteine 
proteases with at least 14 members. They are 
synthesized in the cells as inactive enzymes 
that must be processed by proteolytic cleavage 
at aspartic acid residues. These cleavage sites 
are between the N-terminal prodomain, the 
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Figure 1.8. Apoptosis-receptor-mediated and mitochondrial apoptosis cascades. Trimerization of 
the Fas receptor initiates recruitment of the death domain-containing adaptor protein FADD, which 
binds to procaspase-8 promoting trans-catalytic cleavage of prodomain. Caspase-8 initiates the 
caspase cascade by acting on downstream effector caspases 3 and 7. In mitochondria-mediated 
apoptosis cytochrome c, release is a key event in apoptosis and is stimulated by Bax and suppressed 
by Bcl-2. The released cytochrome c binds with Apaf-1 and in conjunction with dATP induces a 
conformational change in Apaf-1 that permits oligomerization into a ~700-kDa  complex, which is 
called the apoptosome complex and is capable of recruiting caspases-9, -3, and -7. 

large P20, and small PI0 domains. The acti- 
vated proteases cleave other proteins by recog- 
nizing an aspartic acid residue at the cleavage 
site and are consistent with an auto- or trans- 
cleavage processing mechanism for activation 
when recruited to activated death receptors. 

Importantly, biochemical studies support 
the notion of a caspase hierarchy that consists 
of initators and effectors that are activated in 
a cascade fashion. Initiator caspases such as 
caspase-8 and -9 are activated directly by apo- 
ptotic stimuli and function, in part, by activat- 
ing effector caspases such as caspase-3, -6, and 
-7 by proteolytic cleavage. It is the effector 
caspases that result in highly specific cleavage 
of various cellular proteins and the biochemi- 
cal and morphological degradation associated 
with apoptosis. 

In contrast to death receptor-mediated ap- 
optosis that functions through a well-defined 

pathway, mediators of stress-induced apopto- 
sis such as growth factors, cytokines, and DNA 
damage activate diverse signaling pathways 
that converge on the mitochondrial mem- 
brane (51). Many proapoptotic agents have 
been shown to disrupt the mitochondrial 
membrane potential (Aqm),  leading to an in- 
crease in membrane permeability and release 
of cytochrome c into the cytosol. Cytochrome c 
release is a common occurrence in apoptosis 
and is thought to be mediated by opening of 
the permeability transmembrane pore com- 
plex (PTPC), a large multiprotein complex 
that consists of at least 50 different proteins. 
The cytosolic cytochrome c interacts with ap- 
optosis activating factor-1 (Apaf-1), dATPI 
ATP, and procaspase-9 to form a complex 
known as the apoptosome. Cytochrome c and 
dATP/ATP stimulate Apaf-1 self-oligomeriza- 
tion and trans-catalytic activation of pro- 
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caspase-9 to the active enzyme. Active 
caspase-9 activates effector caspases-3 and -7 
and leads to the cellular protein degradation 
characteristic of apoptosis. 

As release of cytochrome c can have dire 
consequences for viability of the cell, its re- 
lease is tightly regulated. Indeed, a whole fam- 
ily of proteins, of which B-cell lymphoma-2 
(Bcl-2) is the founding member, that share ho- 
mology in regions called the Bcl-2 homology 
domains are dedicated to regulation of cyto- 
chrome c release from the mitochondria (52). 
Both positive regulators (Bax, Bak, Bik, and 
Bid) that promote apoptosis and negative reg- 
ulators (Bcl-2 and Bcl-x,), which suppress ap- 
optosis, act by regulating permeability of the 
mitochondria1 membrane to cytochrome c. 
Bcl-2 family members have been found in both 
the cytosol and associated with membranes. 
Bax is normally found in the cytosol, but sub- 
cellular localization changes during apoptosis. 
Bax has been shown to insert into the mito- 
chondrial membrane where, because of its 
structure that is similar to other pore-forming 
proteins, it is thought to promote release of 
cytochrome c. Bcl-2 functions by inhibiting in- 
sertion of Bax into the mitochondrial mem- 
brane. Hence, a key factor that determines 
whether a cell will undergo apoptosis is the 
ratio of proapoptotic to antiapoptotic Bcl-2 
family proteins. 

Because apoptosis serves to eliminate cells 
with a high neoplastic potential, cancer cells 
have evolved to evade apoptosis primarily 
through two mechanisms. In the first of these, 
Bcl-2, which suppresses apoptosis, is overex- 
pressed. The Bcl-2 oncogene was first identi- 
fied as a break point in chromosomal translo- 
cations that frequently occurred in B-cell- 
derived human tumors. Characterization of 
the rearrangements revealed that the Bcl-2 
gene is overexpressed by virtue of being placed 
adjacent to the powerful IgH promoter. Clon- 
ing of the Bcl-2 gene and overexpression in 
cells of B-cell lineage reduced the sensitivity of 
these cells to apoptosis and allowed them to 
survive under conditions that ordinarily 
caused normal cells to die. 

The second mechanism that provides can- 
cer cells with resistance to apoptosis is the 
suppression of the Fas receptor. As with other 
receptors, mutations can occur in either the 

ligand binding domain or in the intracellular 
domain interfering with activation of the 
death signaling pathway. More recently a 
novel mechanism for suppressing Fas-recep- 
tor activation has been identified in which 
cancer cells synthesize decoy receptors to 
which ligands can bind but are unable to in- 
duce apoptosis (53). 

3.6 Increased Genetic Instability 

A hallmark of tumor cells is genetic instability 
that is manifested at the chromosomal level as 
either aneuploidy (the gain or loss of one or 
more specific chromosomes) or polyloidy (the 
accumulation of an entire extra set of chromo- 
somes). Acquisition of extra chromosomes is 
one mechanism by which extra copies of a 
growth promoting gene can be acquired by 
cancer cells, providing them with a selective 
growth advantage. Structural abnormalities 
are also common in advanced tumors that lead 
to various types of chromosomal rearrange- 
ments. Translocations and random insertion 
of genetic material into one chromosome from 
another can place genes that are not normally 
located adjacent to one another in close prox- 
imity usually leading to abnormal gene ex- 
pression. Some of these rearrangements are 
routinely observed in some cancers such as in 
Burkitt's lymphoma where rearrangements 
involving chromosome 8 and 14 lead to abnor- 
mal expression of the c-myc protooncogene as 
a consequence of being placed adjacent to the 
immunoglobulin heavy chain promoter. 

In chronic myelogenous leukemia (CML), 
an abnormal chromosome known as the Phil- 
adelphia chromosome results from a translo- 
cation involving chromosomes 9 and 22. The 
genes for two unrelated proteins, c-Abl and 
Bcr, a tyrosine kinase, and a GTPase activat- 
ing protein (GAP), are spliced together, form- 
ing a chimeric protein that results in a power- 
ful and constitutively active kinase that drives 
proliferation of the cells in which it is ex- 
pressed. 

Other forms of genetic instability include 
gene amplification. Under normal conditions, 
all DNA within the cell is replicated uniformly 
and only once per cell cycle. However, in can- 
cer cells some regions of a chromosome can 
undergo multiple rounds of replication such 
that multiple copies of a growth-promoting 



gene($ is obtained. These can result in chro- 
mosomes with regions of DNA that stain uni- 
formly during karyotype analysis of a tumor 
cell or in the production of extrachromosomal 
DNA-containing bodies known as double 
minute chromosomes. A typical example of 
this type of amplification targets the N-myc 
gene, which is amplified in ~ 3 0 %  of advanced 
neuroblastomas (54). 

More subtle changes at the sequence level 
affecting growth-controlling genes is also com- 
mon in human tumors. Mutations can occur as 
a consequence of either defects in DNA repair 
or decreased fidelity during DNA replication. 
The components of these pathways are critical 
for maintenance of genome integrity and in- 
herited mutations in the genes of DNA repair 
proteins and proteins that repair misrepli- 
cated DNA explains some inherited cancer- 
prone syndromes (55). 

3.7 Angiogenesis 

Without the production of new blood vessels, 
tumor growth is limited to a volume of a few 
cubic millimeters by the distance that oxygen 
and other nutrients can diffuse through tis- 
sues. As tumor size increases, intratumoral 0, 
levels fall and the center of the mass becomes 
hypoxic, leading to up-regulation of the hyp- 
oxia inducible factor (HIF1). HIFl is a het- 
erodimeric transcription factor composed of a 
constitutively expressed HIF-1 beta subunit 
and an 0, regdatable HIF-1 alpha subunit 
(56). Under normoxic conditions, levels of 
HIFl are kept low through the actions of the 
VHL tumor suppressor protein, which func- 
tions as a ubiquitin ligase that promotes deg- 
radation through a proteosome mediated 
pathway (57). An important transcriptional 
target of HIFl is the VEGF growth factor, 
which in conjunction with other cytokines, in- 
duces neovascularization of tumors and allows 
them to grow beyond the size limitation im- 
posed by oxygen diffusion. This increased pro- 
duction of proangiogenic factors and reduc- 
tion of anti-angiogenic factors is known as the 
"angiogenic switch" and is a significant mile- 
stone in tumorigenesis that leads to the devel- 
opment of more lethal tumors. 

Angiogenesis is the sprouting of capillaries 
from preexisting vessels during embryonic de- 
velopment and is almost absent in adult tis- 
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sues with the exception of transient angiogen- 
esis during the female reproductive cycle and 
wound healing, and the soluble factor that 
plays a critical role in promoting angiogenesis 
is vascular endothelial growth factor (VEGF) 
(58). VEGF was first implicated in angiogene- 
sis when it was identified as a factor secreted 
by tumor cells, which caused normal blood 
vessels to become hyperpermeable (59). The 
following evidence supports a role for VEGF in 
tumor angiogenesis. 

1. VEGF is present in almost every type of 
human tumor. It is especially high in con- 
centration around tumor blood vessels and 
in hypoxic regions of the tumor. 

2. VEGF receptors are found in blood vessels 
within or near tumors. 

3. Monoclonal neutralizing antibodies for 
VEGF can suppress the growth of VEGF- 
expressing solid tumors in mice. These lack 
any effect in cell culture where angiogene- 
sis is not needed. 

Ferrara and Henzel (60) identified VEGF 
as a growth factor capable of inducing prolif- 
eration of endothelial cells but not fibroblasts 
or epithelial cells. Inhibition of one of the iden- 
tified VEGF receptors, FLK1, inhibit8 the 
growth of a variety of solid tumors (61). Simi- 
larly, the injection of an antibody to VEGF 
strongly suppresses the growth of solid tu- 
mors of the subcutaneously implanted human 
fibrosarcoma cell line HT-1080 (62). 

There are several forms of VEGF that seem 
to have different functions in angiogenesis. 
These isoforms are VEGF, VEGF-B, VEFG-C, 
and VEGF-D. VEGF-B is found in a variety of 
normal organs, particularly the heart and 
skeletal muscle. It can form heterodimers 
with VEGF and can affect the availability of 
VEGF for receptor binding (63). VEGF-D 
seems to be regulated by c-fos and is strongly 
expressed in the fetal lung (64). However, in 
the adult it is mainly expressed in skeletal 
muscle, heart, lung, and intestine. VEGF-D is 
also able to stimulate endothelial cell prolifer- 
ation (65). 

VEGF-C is about 30% homologous to 
VEGF. Unlike both VEGF and VEGF-B, 
VEGF-C does not bind to heparin. It is able to 
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increase vascular permeability and stimulate 
the migration and proliferation of endothelial 
cells, although at a significantly higher con- 
centration than VEGF. VEGF-C is expressed 
during embryonal development where lym- 
phatics sprout from venous vessels (66). It is 
also present in adult tissues and may play a 
role in lymphatic endothelial differentiation. 
Flt-4, the receptor for VEGF-C, is expressed in 
angioblasts, veins, and lymphatics during em- 
bryogenesis, but it is mostly restricted to the 
lymphatic endothelium in adult tissues. Be- 
cause of these expression patterns, VEGF-C 
and Flt-4 may be involved in lymphangiogen- 
esis. This is the process of lymphatic genera- 
tion. Lymphatic vasculature is very important 
because of its involvement in lymphatic drain- 
age, immune function, inflammation, and tu- 
mor metastasis. 

Other cytokines and growth factors also 
play an important role in promoting angiogen- 
esis. Some of these act directlv on endothelial " 

cells, whereas others stimulate adjacent in- 
flammatory cells. Some can cause migration 
but not division of endothelial cells such as 
angiotropin, macrophage-derived factor, and 
TNFa, or stimulate proliferation such as EGF, 
acidic and basic fibroblast growth factors 
(aFGF, bFGF), transforming growth factor P 
(TGFP), and VEGF (67). Tumors secrete these 
factors, which stimulate endothelial migra- 
tion, proliferation, proteolytic activity, and 
capillary morphogenesis (68). 

Several angiogenic factors have been iden- 
tified that can be secreted from tumors. Many 
of these are growth factors that are described 
as heparin-binding growth factors. Specifi- 
cally, these include VEGF, FGFs, TGF-P, and 
the hepatocyte growth factor (HGF). The 
binding of these factors to heparin sulphate 
proteoglycans (HSPG) may be a mechanism 
for bringing the growth factors to the cell sur- 
face and presenting them to their appropriate 
receptors in the proper conformation. This fa- 
cilitates the interaction between the growth 
factors and receptors. Studies have shown 
that tumor growth is adversely affected by 
agents that block angiogenesis (69) but is 
stimulated by factors that enhance angiogen- 
esis (70). 

Angiogenesis may be useful as a prognostic 
indicator. Tumor sections can be stained im- 

munohistochemically for angiogenic determi- 
nants, such as VEGF, to determine the density 
of vasculature within the tumor, and there is a 
strong correlation between high vessel density 
and poor prognosis (71). This correlation im- 
plies a relationship between angiogenesis and 
metastasis. 

4 CANCER-RELATED GENES 

4.1 Oncogenes 

Oncogenes are derived from normal host 
genes, also called protooncogenes, that be- 
come dysregulated as a consequence of muta- 
tion. Oncogenes contribute to the transforma- 
tion process by driving cell proliferation or 
reducing sensitivity to cell death. Historically, 
oncogenes were identified in four major ways: 
chromosomal translocation, gene amplifica- 
tion, RNA tumor viruses, and gene transfer 
experiments. Gene transfer experiments con- 
sist of transfecting DNA isolated from tumor 
cells into normal rodent cells (usually NIH- 
3T3 cells) and observing any morphological 
changes. These morphological changes be- 
came the hallmarks for cell transformation, 
the process of becoming tumorigenic. As pre- 
viously discussed, the characteristics of trans- 
formed cells are as follows: ( 1 )  the ability to* 
form foci instead of a monolayer in tissue cul- 
ture; (2) the ability to grow without adherence 
to a matrix, or "anchorage-independent 
growth"; and (3) the ability to form tumors 
when injected into immunologically compro- 
mised animals. 

There are seven classes of oncogenes, clas- 
sified by their location in the cell and their 
biochemical activity (Table 1.3). All of these 
oncogenes have different properties that can 
lead to cancer. The classes of oncogenes are 
growth factors, growth factor receptors, mem- 
brane-associated guanine nucleotide-binding 
proteins, serine-threonine protein kinases, cy- 
toplasmic tyrosine kinases, nuclear proteins, 
and cytoplasmic proteins that affect cell sur- 
vival. 

4.1.1 Growth Factors and Growth Factor 
Receptors. Cell growth and proliferation are 
subject to regulation by external signals that 
are typically transmitted to the cell in the 
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Table 1.3 Oncogenes 
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Oncogenes Protein Function Neo~lasm(s) 

Growth Factors 
sis 
int-2 
trk 

Growth Factor Receptors 
erb-B1 

erb-B2/HER2/neu 
fms 
ros 

Tyrosine kinases 
bcr-abl 

src 
lck 

Serine-Threonine protein kinases 
raf 
mos 

Guanine nucleotide binding proteins 
H-ras 

Cytoplasmic proteins 
bcl-2 

Nuclear proteins 
mYc 
jun 
fos 

Platelet-derived growth factor 
Fibroblast growth factor 
Nerve growth factor 

Epidermal growth factor receptor 

Heregulin 
Hematopoietic colony stimulating factor 
Insulin receptor 

Tyrosine kinase 

'I'yrosine kinase 
Tyrosine kinase 

Serine-threonine kinase 
Serine-threonine kinase 

GTPase 

GTPase 

GTPase 

Anti-apoptotic protein 

Transcription factor 
Transcription factor (AP-1) 
Transcription factor (AP-1) 

fibrosarcoma 
breast 
neuroblastoma 

squamous cell 
carcinoma 

breast carcinoma 
sarcoma 
astrocytoma 

chronic myelogenous 
leukemia 

colon 
colon 

sarcoma 
sarcoma 

melanoma; lung, 
pancreas 

leukemias; colon, 
lung, pancreas 

carcinoma of the 
genitourinary 
tract and thyroid; 
melanoma 

non-Hodgkin's B-cell 
lymphoma . 

Burkitt's lymphoma 
osteosarcoma 
sarcoma 

form of growth factors that bind to and acti- 
vate specific growth factor receptors. Predict- 
ably, one class of oncogenes consists of growth 
factors that can stimulate tumor cell growth. 
In normal cells and tissues, growth factors are 
produced by one cell type that then act on an- 
other cell type. This is termed paracrine stim- 
ulation. However, many cancer cells secrete 
their own growth factors as well as express the 
cognate receptors that are stimulated by those 
factors. Because of this autocrine stimulation, 
cancer cells are less dependent on external 
sources of growth factors for proliferation and 
their growth is unregulated. Examples of on- 
cogenic growth factors include v-sis, which is 
the viral homolog of the platelet-derived 
growth factor (PDGF) gene. PDGF stimulates 

the proliferation of cells derived from connec- 
tive tissue such as fibroblasts, smooth muscle 
cells, and glial cells. Thus, tumors caused by 
excess stimulation by v-sis include fibrosarco- 
mas and gliomas. 

The receptors that interact with growth 
factors are also another large family of onco- 
genes. Growth factor receptors are composed 
of three domains: an extracellular domain 
that contains the ligand binding domain that 
interacts with the appropriate growth factor, a 
hydrophobic transmembrane domain, and a 
cytoplasmic domain that typically contains a 
kinase domain that can phosphorylate ty- 
rosine residues in other proteins. Hence, these 
receptors are frequently referred to as recep- 
tor tyrosine kinases (RTK). It is this kinase 
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Figure 1.9. Ras signaling pathway. Growth factor (GF) binds to its receptor and initiates dimeriza- 
tion and autophosphorylation. Grb2 interacts with SOS, which activates ras by promoting the GTP- 
bound form. Ras recruits Raf to the plasma membrane and initiates the RaftMAPK signaling cascade. 
Protein kinase C also stimulates this pathway as well as another cascade of stress-activated kinases 
(SEWJNK). Both of these signaling pathways promote cell proliferation by stimulating the transcrip- 
tion of genes like cyclooxygenase-2, activator protein-1, and nuclear factor-KB. Ras also signals 
phosphoinositol-3-kinase and Akttprotein kinase B for cell survival. 

activity that is essential to the intracellular 
signaling that is stimulated by an activated 
receptor and in all oncogenic receptors muta- 
tions that lead to constitutive intracellular 
signaling promote unregulated cellular prolif- 
eration. RTKs can become oncogenically acti- 
vated by mutations in each of the protein do- 
mains. Genetic mutations that result in the 
production of an epidermal growth factor re- 
ceptor (EGFR) lacking the extracellular li- 
gand binding domain leads to constitutive sig- 
naling. This oncogenic EGFR is known as 
erb-B1 (Fig. 1.9). 

Normally, EGF binds to the extracellular 
portion of the EGFR and causes dimeriza- 
tion of the intracellular part of the receptor 
and association with adaptor proteins, Son 
of Sevenless (SOS), and growth factor recep- 
tor binding protein 2 (Grb 2). These proteins 
interact through src-homology (SH) do- 

mains SH2 and SH3, respectively. Through 
an unknown mechanism, the SOS-Grb 2 
complex activates the oncogene ras. Ras in- 
duces an intracellular cascade of kinases to 
promote proliferation. These signaling cas- 
cades become constitutive when the extra- 
cellular portion of the EGFR becomes trun- 
cated, as in the case of erb-B1. Oncogenic 
activation of a related RTK, erb-B2, occurs 
as a consequence of a single point mutation 
that falls within the transmembrane region 
of this receptor (72). This mutated receptor 
is frequently found in breast cancers. Fi- 
nally, mutations in the cytoplasmic kinase 
domain can also cause constitutive activity 
leading to constitutive signaling. 

4.1.2 G Proteins. In many cases, signaling 
that is initiated by growth factors activating 
their receptors passes next to membrane asso- 
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ciated guanine nucleotide-binding proteins, 
which when activated by mutation, constitute 
another class of oncogenes. The prototypical 
member of this family of oncogenes is the ras 
oncogene. There are three ras genes in this 
family of oncogenes, which include H-ras, K- 
ras, and N-ras. These genes differ in their ex- 
pression patterns in different tissues. All have 
been found to have point mutations in human 
cancers including liver, colon, skin, pancre- 
atic, and lung cancers, which lead to constitu- 
tive signaling of genes involved in prolifera- 
tion, cell survival, and remodeling of the actin 
cytoskeleton. Ras is a small molecular weight 
protein that is post-translationally modified 
by attachment of a farnasyl fatty acid moiety 
to the C-terminus. Because this post-transla- 
tional modification is essential for activity of 
the ras oncogenes, this process has become a 
target for drug development aimed at interfer- 
ing with ras activity (73). 

Ras binds both guanosine 5'4riphosphate 
(GTP) and guanosine 5'-diphosphate (GDP) 
reversibly but is only in the activated state and 
capable of signaling when bound to GTP. The 
activated, GTP-bound form of ras signals a va- 
riety of mitogen-induced and stress-induced 
pathways, leading to transcription of genes 
necessary for cell growth and proliferation 
(74). Mitogens such as growth factors can ac- 
tivate ras through the epidermal growth fac- 
tor receptor, and stress factors affecting ras 
include ultraviolet light, heat, and genotoxins. 
Guanine nucleotide exchange factors (GEFs) 
foster ras activation by promoting the ex- 
change of GDP for GTP. In contrast, GTPase 
activating proteins (GAPs) suppress ras activ- 
ity by promoting GTP hydrolysis by ras, re- 
sulting in the GDP-bound inactive form of ras 
(75). Importantly, because GAPs function to 
suppress cell proliferation, they can be 
thought of as tumor suppressors. Indeed, the 
neurofibromatosis gene, NF-1, is a GAP that 
acts as a tumor suppressor gene and can be 
inherited in a mutated and nonfunctional 
form giving rise to the Von Recklinghausen 
neurofibromatosis or neurofibromatosis type 
1 cancer syndrome (76). 

4.1.3 Serine/Threonine Kinases. Once acti- 
vated, ras then transmits the growth signal to 
a third class of signaling molecules that is 

comprised of the serinelthereonine kinases. 
The best studied of these serine-threonine 
protein kinases is the raf oncogene, which is 
activated when it is recruited to the plasma 
membrane by ras (77). Raf then initiates a cas- " . . 

cade of mitogen-induced protein kinases 
(MAPKs), which culminate in the nucleus 
with the activation of genes containing Elk-1 
transcription factor binding sites. Raf can also 
directly activate protein kinase C, which sig- 
nals another set of kinases that phosphorylate 
the c-jun transcription factor. 

Another ras effector gene is phosphoinosi- 
to1 3-kinase (PI-3K), which initiates a signal- 
ing pathway for cell survival (78). PI-3K 
phosphorylates phosphatidalinositol (3,4,5)- 
triphosphate (PtdIns-3,4,5-P3), an important 
intracellular second messenger, thus aiding in 
the transmission of signals for proliferation to 
the nucleus. PI-3K consists of a catalytic sub- 
unit, p110, and a regulatory subunit, p85, and 
there are five isoforms of each subunit. PI-3K 
phosphorylates protein kinase B (AktPKB) 
on serine and threonine residues, which in 
turn modulate cellular processes like glycoly- 
sis and translation initiation and elongation. 
AktPKB also phosphorylates Bad, a pro-apop- 
totic protein. When Bad is phosphorylated, it 
is sequestered by the 14-3-3 protein, rendering 
it incapable of binding to the anti-apoptotic 
protein, bcl-2, and thus, results in apoptosis. 
Akt's phosphorylation of Bad serves to inhibit 
apoptosis and promote cell survival. This has 
deleterious effects for the organism because 
tumor cells are not permitted to undergo apo- 
ptosis and will survive and divide. 

PI-3K has been linked to the develo~ment . 
of colon cancer by a study showing that genetic 
inactivation of the pllogamma catalytic sub- 
unit of PI-3K leads to the development of in- 
vasive colorectal adenocarcinomas in mice 
(79). This pathway is not completely separate 
from the Raf/MAPK pathway, because Akt has 
been found to inhibit Raf activity. In fact, none 
of the aforementioned ras-mediated pathways 
operate completely independently; there are 
multiple examples of crosstalk between these 
signaling pathways. 

4.1.4 Nonreceptor Tyrosine Kinases. In ad- 
dition to growth factor receptors, other nonre- 
ceptor kinases target protein tyrosines for 
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phosphorylation and can become activated as 
oncogenes. Indeed, one of the first oncogenes 
to be discovered, src, is the best characterized 
member of a family of proteins that have on- 
cogenic potential. The src family of proteins 
are post-translationally modified by attach- 
ment of a myristate moiety to the N-terminus, 
which enables association with the dasma . 
membrane. The members of the src family of 
proteins exhibit 75% homology at the amino 
acid level with the greatest degree of similarity 
found in three regions that have been labeled 
src homology domains 1, 2, and 3 (e.g., SH1, 
SH2, and SH3). The SH1 domain encompases 
the domain that contains kinase activity. The 
SH2 and SH3 domains are located adiacent to " 

and N-terminal to the kinase domain and 
function to promote proteidprotein interac- 
tions. The SH2 domain binds with phosphor- 
ylated tyorsines, whereas the SH3 domain has 
affmity for the proline rich regions of proteins. 
Importantly, SH2 and SH3 domains are found 
in a large number of other proteins that are 
involved in intracellular signaling and that 
have oncogenic potential, and the structure of 
these domains are strongly conserved. Be- 
cause SH2 and SH3 domains serve to potenti- 
ate signal transduction, they have also become 
targets for drug discovery programs aimed at 
disrupting the constitutive signaling gener- 
ated by oncogenic activity (80). 

A second oncogenic protein tyrosine kinase 
of considerable clinical importance is the Bcr- 
Abl oncogene. The Bcr-Abl protein is a chi- 
meric fusion protein formed by a reciprocal 
translocation involving chromosomes 9 and 
22. This chromosomal rearrangement is diag- 
nostic for the hematopoietic malignancy, 
chronic myelogenous leukemia (CML), and 
the rearranged chromosome is known as the 
Philadelphia chromosome (81). The c-Abl 
gene maps to chromosome 9 and is a tyrosine 
kinase, whereas the BCR gene is now known 
to be GTPase-activating protein (GAP), which 
when fused to Abl results in an unregulated 
tyrosine kinase that functions to promote cel- 
lular proliferation (82). The bcr-abl protein in- 
teracts with SH2 domains on Grb 2 and relo- 
cates to the cytoskeleton and initiates ras 
signaling, a primary mode of tumorigenic po- 
tential. Bcr-abl reduces growth factor depen- 
dence, alters adhesion properties, and en- 

hances viability of CML cells. Consequently, 
the kinase activity of Bcr-Abl is a primary fac- 
tor in stimulating the proliferation of CML 
cells, and therefore, has become the target for 
drug therapies aimed at combating this can- 
cer. Indeed, the drug ST1571 has been spectac- 
ularly successful in the clinic at causing remis- 
sion of this disease (83). 

4.1.5 Transcription Factors as Oncogenes. 
Another class of oncogenes are those that en- 
code nuclear proteins, or transcription factors. 
Two examples of this class of oncogenes are 
AP-1 and c-myc. Activator protein-1 (AP-1) 
consists of Fos family members (c-fos, fos B, 
Fra 1, and Fra 2) and Jun family members 
(c-jun, jun B, and jun D), which can dimerize 
through a lucine rich proteidprotein interac- 
tion domain known as the leucine zipper (84). 
Fos-jun heterodimers are the most active, jun- 
jun homodimers are weakly active, and fos-fos 
homodimers form only in extremely rare cir- 
cumstances. These dimers bind to AP-1 DNA 
binding sites, which are also called the tumor 
promoter TPA-responsive element (TRE) or 
glucocorticoid response element (GRE). AP-1 
can be activated by ionizing and ultraviolet 
irradiation, DNA damage, cytokines, and oxi- 
dative and cellular stresses (85). 

AP-1 has several functions in the cell, in- 
cluding the promotion of cell proliferation and 
metastasis. AP-1 is a nuclear target for growth 
factor-induced signaling such as the afore- 
mentioned EGFR-mediated kinase cascade. 
AP-1-regulated genes include genes necessary 
for metastasis, and invasion like the MMPs 
matrilysin and stromelysin, as well as collage- 
nase two proteins that aid in cell migration 
through connective tissue. 

Deregulation of c-myc often occurs either 
by gene rearrangement or amplification in hu- 
man cancers. Here again the hematologic can- 
cers are instructive. In Burkitt's lymphoma, a 
frequent reciprocal translocation between 
chromosomes 8 and 14 leads to juxtaposition- 
ing of the myc gene adjacent to the Ig heavy 
chain promoter/enhancer complex, causing 
uncontrolled expression and production of the 
myc protein (86). Translocations between 
chromosomes 2 and 8 and between 8 and 22 
also occur and involve other immunoglobulin 
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producing gene complexes. In all cases the 
overproduction of myc results in uncontrolled 
cell proliferation. 

Myc overexpression also occurs in solid tu- 
mors, but is usually the result of gene amplifi- 
cation (87). The oncogenic potential of c-myc 
has been studied most widely as it pertains to 
the development of colon cancer. Both c-myc 
RNA and protein are overexpressed at the 
early and late stages of colorectal tumorigene- 
sis. The cause for this overexpression is still 
unknown, but a strong possibility may be that 
it is regulated by the APC pathway. The APC 
tumor suppressor gene is mutated in approxi- 
mately 90% of colorectal tumors, both spo- 
radic and inherited forms. AF'C will be dis- 
cussed in detail in the "tumor suppressor" 
section of this chapter. 

He et al. (88) found that when APC expres- 
sion was induced in stably transfected APC-'- 
colon cancer cells (using an inducible metallo- 
thionine promoter linked to the APC gene), 
they observed a time-dependent decrease in 
the RNA and protein levels of c-myc. This sug- 
gested that c-myc may be regulated by AF'C 
through the p-cateninlT-cell factor-4 (Tcf-4) 
transcription complex. They also showed that 
constitutive expression of mutant P-catenin 
(mutated so that it is insensitive to APC) in 
embryonic kidney cells resulted in a signifi- 
cant increase of c-myc expression. Analysis of 
the c-myc gene revealed two possible Tcf-4 
transcription factor binding sites. Mobility 
shift assays demonstrated that Tcf-4 binds to 
both of the potential binding sites, leading to 
c-myc gene expression. Expression of domi- 
nant-negative Tcf-4 in HCT116 (mutant 
p-catenin) or SW480 (mutant AF'C) reduced 
endogenous levels of c-myc (88). 

The c-myc protein binds to DNA through 
its basic, helix-loop-helixlleucine zipper do- 
main. Many target genes of c-myc have been 
identified that are involved in cell growth and 
proliferation. Some of these genes include 
ODC, cell cycle genes cyclins A, E, and Dl, as 
well as cdc2, cdc25, eukaryotic initiation fac- 
tor 4E (eIF4E), heat shock protein 70 (hsp70), 
and dihydrofolate reductase. Overexpression 
of c-myc may therefore affect the transcrip- 
tion of these genes, thus promoting hyperpro- 
liferation and tumorigenesis. 

C-myc is also found to be amplified in pro- 
myelocytic leukemia and small cell lung can- 
cer. The c-myc protein requires dimerization 
with Max to initiate transcription, and Max 
homodimers serve as an antagonist of tran- 
scription. The formation of Mad-Max dimers 
also suppresses transcription. It is also inter- 
esting to note that the full oncogenic potential 
of c-myc relies on cooperation with other on- 
cogenes like ras. 

4.1.6 Cytoplasmic Proteins. Bcl-2 is an ex- 
ample of a cytoplasmic oncogene that has anti- 
apoptotic potential. Increased production of 
bcl-2 protein is seen in a variety of tumor types 
and is associated with poor prognosis in carci- 
nomas of the colon and prostate. The function 
of bcl-2 is explained in detail in the "apopto- 
sis" section of this chapter. 

4.2 Tumor Suppressor Genes 

In contrast to oncogenes, tumor suppressor 
genes can directly or indirectly inhibit cell 
growth. Those that directly inhibit cell growth 
or promote cell death are known as "gatekeep- 
ers" and their activity is rate limiting for tu- 
mor cell proliferation. Hence, both copies of 
gatekeeper tumor suppressors must be func- 
tionally eliminated for tumors to develop. This 
characteristic requirement is a hallmark of tu- 
mor suppressor genes. Mutations that inacti- 
vate one allele of a gatekeeper gene can be 
inherited through the germline, which in con- 
junction with somatic mutation of the remain- 
ing allele, leads to cancer predisposition syn- 
dromes. For example, mutations of the APC 
gene lead to colon tumors. Somatic mutations 
that inactivate both gatekeeper alleles occur 
in sporadic tumors. 

Those tumor suppressor genes that do not 
directly suppress proliferation, but function to 
promote genetic stability are known as "care- 
takers." Caretakers function in DNA repair 
pathways and elimination of caretakers re- 
sults in increased mutation rates. Because nu- 
merous mutations are required for the full 
development of a tumor, elimination of care- 
taker tumor suppressors can greatly acceler- 
ate tumor progression. As with gatekeepers, 
mutations can be inherited through the germ- 
line and can give rise to cancer predisposition 
syndromes. An example of a caretaker gene is 
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Table 1.4 Tumor Suppressor Genes 

TS Gene Protein Function Neoplasm(s) 

APC cell adhesion colon 
BRCA 1 transcription factor breast and ovary 
BRCA 2 DNA repair breast and ovary 
CDK4 cyclin D kinase melanoma 
hMLHl DNA mismatch repair HNPCCa 

hMSH2 DNA mismatch repair HNPCC 
hPMSl DNA mismatch repair HNPCC 
hPMS2 DNA mismatch repair HNPCC 
MENlb Ret receptor thyroid 
NF1 GTPase neuroblastoma 
~ 5 3  transcription factor colon, lung, breast 
Rb cell cycle checkpoint retinoblastoma 
WT-1 transcription factor childhood kidney 

"Hereditary non-polyposis colon cancer. 
*Multiple endocrine neoplasia. 

MSH2, which functions in the mismatch DNA 
repair system, and inherited mutations in this 
gene gives rise to the hereditary nonpolyposis 
colorectal cancer (HNPCC) syndrome (Table 
1.4). 

4.2.1 Retinoblastoma. Retinoblastoma 
(Rb) is a childhood disease. There are both he- 
reditary and nonhereditary forms of the dis- 
ease. Approximately 60% of patients develop 
the nonhereditary form and present with uni- 
lateral tumor development (one eye is af- 
fected). About 40% of Rb patients have a germ- 
line mutation that predisposes them to the 
disease. Of these patients, 80% of the cases are 
bilateral, 15% are unilateral, and about 5% are 
asymptomatic carriers of the mutation. It is an 
autosomal dominant trait and is caused by 
mutations in the Rb gene on chromosome 13. 
Abnormalities of the Rb gene have also been 
seen in breast, lung, and bladder cancers. 

Retinoblastoma arises when both of the Rb 
alleles are inactivated. In the inherited form, 
one parental chromosome carries a defect 
(most often a deletion) at the Rb locus. A sec- 
ond somatic mutation must occur in retinal 
cells to cause the loss of the other (normal) Rb 
allele. In sporadic cases, both of the parental 
chromosomes are normal and both Rb alleles 
are lost as a result of individual somatic muta- 
tions. Approximately one-half of all retino- 
blastoma cases show a deletion at the Rb locus. 
The locus is very large, >I50 kb, and there- 

fore may be more susceptible to mutations be- 
cause it is such a large target. 

Rb was the first human tumor suppressor 
gene identified, and the loss of RB protein 
function leads to malignancy. The RB protein 
is localized in the nucleus where it is either 
phosphorylated or unphosphorylated (Fig. 
1.10). When unphosphorylated, RB binds to 
the E2F transcription factor and prevents 
transcriptional activation of E2F target genes. 
This normally occurs during the M and early 
G1 phases of the cell cycle. During late GI, S, 
and G2 phases, RB is phosphorylated. When 
phosphorylated, RB can no longer bind to 
E2F. This release from inhibition allows E2F 
to activate transcription of S-phase genes and 
the cell cycle progresses. When loss of RB func- 
tion occurs because of various mutations in 
the Rb gene, the cell cycle becomes deregu- 
lated, and uncontrolled cell division results. 
This is because RE can no longer bind to and 
inhibit E2F. Therefore, the transcription fac- 
tor can constitutively activate its target genes. 
This ultimately leads to tumor development 
(89). 

4.2.2 p53. The p53 tumor suppressor is ac- 
tivated in response to a wide variety of cellular 
stresses including DNA damage, ribonucle- 
otide depletion, redox modulation, hypoxia, 
changes in cell adhesion, and the stresses cre- 
ated by activated oncogenes. The p53 protein 
functions as a transcription factor that, when 
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M-phase and early GI Late GI, S, and G, phases 

Cyclin DlCdk4 
+ P + 

Rb sequesters and inhibits the function of E2F Phosphorylated Rb releases E2F 

I which is then free to bind to its target genes 

Transcription of E2F target 
genes is inhibited 

Transcription of S phase genes 

I 
Cell cycle progression 

Figure 1.10. Cell cycle control by the retinoblastoma (Rb) tumor suppressor protein. Unphosphor- 
ylated Rb negatively regulates progression into the S phase of the cell cycle by binding to the E2F 
transcription factor. In this complex, E2F is prevented from activating transcription of its target 
genes. During late G1, Rb is phosphorylated by the cyclin D/Cdk4 complex and can no longer seques- 
ter the E2F transcription factor. E2F then binds to its target S-phase genes, promoting their tran- 
scription and allowing the cell cycle to progress. 

activated, stimulates the expression of a vari- 
ety of effectors that bring about growth arrest, 
promote DNA repair, and stimulate cell death 
by apoptosis. Collectively these activities act 
to maintain genomic stability. Elimination of 
p53 function leads to increased rates of muta- 
tion and resistance to apoptosis. Thus, p53 sits 
a t  the crux of several biochemical pathways 
that are disrupted during tumorigenesis. Con- 
sequently, mutations in p53 are the most fre- 
quent genetic change encountered in human 
cancers. 

p53 activity can be eliminated by at least 
three mechanisms. The most common event 
that leads to a nonfunctioning protein is mu- 
tation of the p53 gene, which occurs in about 
50% of all sporadic human tumors. As with 
other tumor suppressors, mutations can occur 
in somatic tissues or can be inherited through 
the germline. Inherited p53 mutations give 
rise to the Li-Fraumeni syndrome in which 
affected individuals develop bone or soft-tis- 
sue sarcomas at an early age. In addition, non- 
mutational inactivation of p53 can occur in the 
presence of viral transforming antigens. For 

example, the simian virus 40 (SV40) large T 
antigen binds with p53 and forms an inactive 
complex, whereas the papilloma virus E6 pro- 
tein eliminates p53 by causing premature deg- 
radation of the protein through the 26s pro- 
teosome. Clearly, the interaction between 
these transforming antigens and p53 is critical 
because viral antigens that are incapable of 
doing so lose their transforming ability. The 
third mechanism by which p53 activity can be 
eliminated is by cytoplasmic sequestration. 
p53 that is unable to enter the nucleus cannot 
- 

induce the exvression of downstream effector 
genes that are necessary for mounting the cel- 
lular response to genotoxic stress. 

Activation of p53 by ionizing radiation (IR) 
and other DNA damaging agents involves a 
complex set of interdependent post-transla- 
tional modifications that control protein1 
protein associations, protein turnover, and 
subcellular localization. Under normal condi- 
tions, levels of p53 are kept minimal by ubiq- 
uitination and proteosome-mediated degrada- 
tion that contributes to the short half-life 
(3-20 min) of the protein. A key player in 
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maintenance of low p53 levels is mdm2. Mdm2 
performs this function by interacting with p53 
at its N-terminus and targets p53 for proteo- 
some-mediated degradation. Exposure to IR 
results in a series of, as yet incompletely un- 
derstood, phosphorylation events in p53's N- 
terminus, which inhibits Mdm2 binding and 
results in increased intracellular p53 levels. 
Mdm2 and p53 function in a feedback loop 
where activated p53 stimulates the expression 
of Mdm2, which in turn reduces the duration 
of up-regulated p53 activity. Overexpression 
of Mdm2 suppresses p53 by preventing its ac- 
cumulation in response to DNA damage. Con- 
sequently, Mdm2 can function as an onco- 
gene that acts in much the same way as the 
papilloma virus E6 protein. In fact, Mdm2 is 
overexpressed in some tumors such as 
osteosarcomas. 

The p53 protein can be divided into three 
structural domains that are essential for tu- 
mor suppressor function. The N-terminus 
consists of a transactivation domain that in- 
teracts with various basal transcription fac- 
tors and cellular and viral proteins that mod- 
ify its function. The central domain contains 
the sequence specific DNA binding activity. 
Most mutations in the p53 gene fall within 
this domain that disrupts the structure of this 
region and eliminates DNA binding activity. 
The importance of DNA binding is empha- 
sized by the fact that mutations accumulate 
preferentially in several amino acids that are 
involved in directly contacting DNA. The C- 
terminus has been assigned several activities 
including non-specific DNA binding activity, 
acting as a binding site for other p53 mole- 
cules, and formation of p53 tetramers, and 
functioning as a pseudosubstrate domain that 
occludes the central DNA binding domain. 

Because of the frequency with which p53 is 
mutated in human tumors, much attention 
has been directed at developing methods that 
compensate for the loss of wild-type function 
or can reactivate wild-type p53 activity in mu- 
tant proteins. For example, strategies aimed 
at manipulating the conformation of mutant 
proteins have led to the discovery that pep- 
tides that bind the C-terminus can reactivate 
wild-type function in some mutant proteins. 
Strategies that take advantage of the vast 
knowledge of virus biology and p53 function 

have lead to the construction of viral vectors 
that can introduce a wild-type p53 into tumor 
cells. One clever approach takes advantage of 
the fact that adenoviruses with a defective 
E1B 55K protein cannot replicate in normal 
human cells. For adenoviruses to replicate in 
cells, they must suppress p53 activity, which 
functions to limit the uncontrolled DNA repli- 
cation that is required for production of virus 
genomes. However, adenoviruses with a defec- 
tive E1B 55K gene can replicate in tumor cells 
because they lack a functional p53. Thus, 
these viruses kill tumor cells specifically and 
leave normal cells untouched (90). 

4.2.3 Adenomatous Polyposis Coli. The tu- 
mor suppressor gene, APC, is mutated in al- 
most 90% of human colon cancers and 30% of 
melanoma skin cancers. The inherited loss of 
APC tumor suppressor function results in fa- 
milial adenomatous polyposis (FAP). FAP pa- 
tients develop hundreds to thousands of colon 
polyps by their second or third decade of life. 
By age 40, one or two of these polyps usually 
develops into a malignant carcinoma, and 
thus, many of these patients choose to have a 
colectomy to prevent carcinoma formation. 
Mutations in APC occur in the majority of spo- 
radic colon cancers too. 

APC mutation is an earlv event in colon " 

carcinogenesis, and is therefore, considered to 
be the initiating event. Loss of this tumor sup- 
pressor gene results in constitutive activity of 
the oncogene, c-myc, through an intricate col- 
lection of protein-protein interactions. Briefly, 
APC interacts with other cellular proteins, in- 
cluding the oncogene p-catenin (Fig. 1.11). 
Axin, an inhibitor of Wnt signaling, forms a 
complex with glycogen synthase kinase 3P 
(GSK3p), p-catenin, and APC and stimulates 
the phosphorylation of p-catenin by GSK3P, 
thus causing down-regulation of gene expres- 
sion mediated by P-cateninlTcf complexes 
(91). Dissociation of the axin, GSK3p, p-cate- 
nin, and APC complex by Wnt family members 
leads to stabilization of p-catenin and activa- 
tion of Tcf-mediated transcription. Deletion of 
APC alleles, or mutations causing truncations 
in APC that influence its interaction with 
p-catenin, also leads to stabilization of p-cate- 
nin and activation of Tcfllymphoid enhancing 
factor (Lef)-dependent gene expression. At 
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least one member of the TcfLef family of tran- 
scriptional activators has been identified in 
human colon mucosal tissues. This member is 
termed hTcf-4. Several target genes for Tcf/ 
Lef have been identified, including the c-myc 
oncogene. Overexpression of wild-type APC 
cDNA in human colon tumor-derived HT29 
cells, which lack a normal APC allele, causes 
down-regulation of c-myc transcription. Up- 
regulation of p-catenin in cells expressing nor- 
mal APC alleles causes increased c-myc ex- 
pression. Thus, wild-type APC serves to 
suppress c-myc expression. Either normal reg- 
ulation by Wnt signaling, or mutationldele- 
tion of APC, activates c-myc expression. In 
many colon cancers, the APC gene is not nec- 
essarily mutated, but the mutation in the 
pathway is found in p-catenin, which yields 
the same constitutive signaling from the 
pathway. 

APC regulates the rates of proliferation 
and apoptosis by several different mecha- 
nisms. Wild-type APC is important for cy- 
toskeletal integrity, cellular adhesion, and 
Wnt signaling. APC plays a role in the GlIS 
transition of the cell cycle by modulating ex- 
pression levels of c-myc and cyclin Dl. Wild- 
type, full length APC is also important in 
maintaining intestinal cell migration up the 
crypt and inducing apoptosis. 

4.2.4 Phosphatase and Tensin Homologue. 
The phosphatase and tensin homologue 
(PTEN) or mutated in multiple advanced can- 
cers (MMAC) tumor suppressor gene was first 
identified in the most aggressive form of brain 
cancer, glioblastoma multiform. PTEN also is 
mutated in a significant fraction of endome- 
trial carcinomas, prostate carcinomas, and 
melanomas. PTEN's primary functions as a 
tumor suppressor gene are the induction of 
cell cycle arrest and apoptosis (92). PTEN is a 
dual-specificity phosphatase, meaning that it 
can dephosphorylate proteins on serine, thre- 
onine, and tyrosine residues. It specifically de- 
phosphorylates PtdIns-3,4,5-P3, antagonizing 
the function of PI-3K. PTEN, therefore, acts 
as a negative regulator of Akt activation. Be- 
cause Akt can suppress apoptosis by the phos- 
phorylation of the pro-apoptotic protein Bad, 
PTEN can induce apoptosis of mutated or 
stressed cells to prevent tumor formation. 

In addition to modulating apoptosis, PTEN 
plays a role in angiogenesis. PTEN suppresses 
the PI-3K-mediated induction of blood vessel 
growth factors like VEGF. EGF and ras act to 
induce genes regulated by the hypoxia-in- 
duced factor (HIF-I), which is blocked by 
PTEN activity. PTEN also inhibits cell migra- 
tion and formation of focal adhesions when 
overexpressed in glioblastoma cell lines, sug- 
gesting that it helps to inhibit metastasis as 
well (93). 

PTEN also inhibits signaling from the in- 
sulin growth factor receptor (IGF-R). Insulin 
receptor substrates-112 (IRS-112) are docking 
proteins that are recruited by the insulin re- 
ceptor and in turn, recruit PI-3K for signal 
transduction. The tumor suppressor function 
of PTEN helps to prevent aberrant signaling 
when insulin binds to its cell surface receptor. 

4.2.5 Transforming Growth Factor-& 
Transforming growth factor-p (TGF-p) is 
growth stimulatory in endothelial cells but 
growth inhibitory for epithelial cells, render- 
ing it a tumor suppressor gene in epithelial- 
derived cancers. The TGF-/3 family of growth 
factors binds to two unique receptors, TGF-P 
type I and type 11. Tumor cells lose their re- 
sponse to the growth factor and mutations in 
the receptors also contribute to carcinogenesis. 
Ligand binding to the TGF-p receptors causes 
intracellular signaling of other tumor suppres- 
sor genes, the Smad proteins. Smads help to ini- 
tiate TGF-P-mediated gene transcription. 

TGF-P1 normally inhibits growth of hu- 
man colonic cells, but in the process of becom- 
ing tumorigenic, these cells obtain a decreased 
response to the growth inhibitory actions of 
TGF-P. TGF-P1 also serves as an inhibitor of 
immune surveillance (94). TGF-P1 indirectly 
suppresses the function of the immune system 
by inhibiting the production of TNF-a and by 
inhibiting the expression of class I1 major his- 
tocompatibility complex (MHC) molecules. 
TGF-P1 also promotes tumor progression by 
modulating processes necessary for metasta- 
sis such as degradation of the extracellular 
matrix, tumor cell invasion and VEGF-medi- 
ated angiogenesis. 

The TGF-P receptor type I1 (TPRII) is mu- 
tated in association with microsatellite insta- 
bility in most colorectal carcinomas (95). As 
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Figure 1.11. The APC signaling 
pathway. In a normal cell, APC forms a 
complex with axin, GSK-3p, and 
p-catenin. This promotes proteosomal 
degradation of p-catenin and prevents 
transcription of p-cateninlTcf4 target 
genes. When APC is mutated, the 
multi-protein complex cannot form 
and p-catenin is not degraded. Instead, 
p-catenin is translocated to the nu- 
cleus where it binds with Tcf4 to acti- 
vate transcription of various target 
genes. Some of the known target 
genes, like c-myc and cyclin Dl, play 
important roles in cell proliferation. 
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many as 25% of colon cancers have missense 
mutations in the kinase domain of this recep- 
tor. A missense mutation in the kinase domain 
of the TpRI has also been identified in meta- 
static breast cancer. It was also found that the 
expression of the TGF-p2 receptor is sup- 
pressed in metastatic oral squamous cell car- 
cinomas compared with the primary tumor. 

4.2.6 Heritable Cancer Syndromes. There 
are several known inheritable DNA repair-de- 
ficiency diseases. Four of these are autosomal 
recessive diseases and include Xeroderma pig- 
mentosum (XP), ataxia telangiectasia (AT), 
Fanconi's anemia (FA), and Bloom's syn- 
drome (BS). XP patients are very sensitive to 
W light and have increased predisposition to 
skin cancer (approximately 1000-fold) (96). 
AT patients exhibit a high incidence of lym- 
phomas, and the incidence of lymphoma devel- 
opment is also increased for both FA and BS 
patients. 

HNPCC arises due to a defect in mismatch 
repair (MMR). The incidence of HNPCC is of- 
ten quoted as 1-10% of all colorectal cancers 
(97). It is an autosomal dominant disease and 
results in early onset of colorectal adenocarci- 
noma. Many of these tumors demonstrate mi- 
crosatellite instability and are termed replica- 
tion error positive (RER+). Endometrial and 
ovarian cancers are the second and third most 
common cancers in families with the HNPCC 
gene defect. 

The most common mutations in HNPCC 
are in the mismatch repair genes, MSH2 and 
MLHl (>go%) (98). The mismatch repair sys- 
tem normally corrects errors of 1-5 base pairs 
made during replication. Therefore, defects in 
this system result in many errors and create 
microsatellite instability. A suggested model 
for HNPCC development starts with a muta- 
tion in the MMR genes followed by another 
mutation in a gene such as APC. These two 
events lead to cellular hyperproliferation. 
Next, a mutation occurs leading to the inacti- 
vation of the wild-type allele of the MMR gene. 
Because of this MMR defect, mutations in 
other genes involved in tumor progression, 
such as deleted in colon cancer (DCC), p53, 
and K-ras, occur. 

A variety of genes are responsible for the 
different inherited forms of GI cancers. For 

example, individuals with FAP, bearing germ- 
line mutations/deletions in the APC tumor 
suppressor gene, account for only a small frac- 
tion of colon cancers in the United States 
(<I%). However, the majority of sporadic co- 
lon adenomas have also been found to contain 
single allele alterations in APC and exhibit al- 
tered signaling of p-catenin, a protein nega- 
tively regulated by APC. Altered p-catenin sig- 
naling is inferred from immunohistochemical 
studies demonstrating that p-catenin is trans- 
located to the nucleus in the majority of epi- 
thelial cells in adenomas, whereas p-catenin is 
generally seen associated with the cell mem- 
brane in normal colonic epithelia. These data 
suggest that the process of adenoma develop- 
ment selects for alterations in APC. 

5 INTERVENTIONS 

5.1 Prevention Strategies 

Numerous investigators are taking advantage 
of our current knowledge of the mechanisms 
of carcinogenesis in human epithelial tissues 
to develop strategies for disrupting this pro- 
cess and thereby preventing cancer. As dis- 
cussed earlier in this chapter, carcinogenesis 
proceeds by a multistep process, in which nor- 
mal epithelial tissues acquire aberrant growth 
properties. These neoplastic cells progress to 
become invasive cancer. Historically, cancer 
therapy has addressed only the last phase of 
this process. Prevention strategies are now fo- 
cusing on pre-invasive, yet neoplastic lesions. 

Prevention strategies generally influence 
one or more of five processes in carcinogenesis 
(99). One strategy has been to inhibit carcino- 
gen-induced initiation events, which lead to 
DNA damage. An important caveat to this 
strategy is that the intervention must be 
present at the time of carcinogen exposure to 
be effective. Once irreversible DNA damage 
has occurred, this type of strategy is ineffec- 
tive in preventing cancer development. 

Another strategy has been to inhibit initi- 
ated cell proliferation associated with the pro- 
motion stage of carcinogenesis. An advantage 
to this type of strategy is that interventions 
affecting promotion are effective after initiat- 
ing events have occurred. Because humans 
are exposed to carcinogenic agents (e.g., chem- 
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icals in tobacco smoke, automobile exhaust) 
throughout their lifetimes, cancer preventive 
agents that work after initiating events have 
occurred are desirable. Two strategies of de- 
creasing cell proliferation are induction of 
apoptosis, or cell death, and differentiation, 
which may or may not be associated with apo- 
ptosis. Induction of either differentiation or 
apoptosis will stabilize or decrease, respec- 
tively, overall cell number in a tissue. 

A final strategy for preventing cancer is to 
inhibit development of the invasive phenotype 
in benign, or non-invasive, precancers that oc- 
cur during the process of epithelial carcino- 
genesis. 

Investigators are beginning to address the 
possibility that the efficacy of cancer preven- 
tion strategies may depend on both genetic 
and environmental risk factors affecting spe- 
cific individuals. Mutationsldeletion of the 
APC tumor suppressor gene, discussed earlier, 
causes intestinal tumor formation in both ro- 
dents and humans. Increasing levels of dietary 
fat increases intestinal tumor number in ro- 
dent models (100). However, mice with a de- 
fective APC gene develop tumors even on low- 
fat diets. Thus, dietary modifications may 
reduce carcinogenesis in individuals without, 
but may be ineffective in individuals with, cer- 
tain genetic risk factors for specific cancers. 
Recently, several large randomized studies 
conducted in the United States have failed to 
detect any protective effect of dietary fiber in- 
crease or dietary fat decrease on colon polyp 
recurrence (101). 

5.2 Targets 

Targets for cancer prevention strategies can 
be either biochemical species produced by the 
action of a physical or chemical carcinogen or 
an enzyme/protein aberrantly expressed as a 
consequence of a genetic or environmental 
risk factor (the latter would include exposure 
to environmental carcinogens). In developing 
mechanism-based prevention or treatment 
strategies based on specific "targets," it is cru- 
cial to establish that the "target" is present in 
the target tissue (or cells influencing target 
tissue behaviors), causatively involved in the 
disease process in question and modulated by 
the intervention. 

5.2.1 Biochemical Targets. One example of 
a biochemical target produced by carcinogens 
is reactive oxygen species (ROS). Ionizing ra- 
diation is a complete carcinogen and produces 
much of its DNA damage through ROS (102). 
Several strategies for preventing ROS-in- 
duced cell damage have been developed. The 
aminothiol, amifostine, inhibits radiation-in- 
duced DNA damage to a large degree by scav- 
enging free radicals produced by ionizing radi- 
ation. Amifostine and its derivatives suppress 
ionizing radiation-induced transformation 
and carcinogenesis. Antioxidants, including 
protein and non-protein sulfhydrals and cer- 
tain vitamins, are effective modulators of ROS 
produced by physical and chemical carcino- 
gens (103). Antioxidants are effective in inhib- 
iting carcinogenesis in some experimental 
models, but their roles in human cancer pre- 
vention remains unclear. At least some agents 
with antioxidant activity may increase carci- 
nogenesis in some tissues. Heavy smokers re- 
ceiving combinations of beta-carotene and vi- 
tamin A had excess lung cancer incidence and 
mortality, compared with control groups not 
receiving this intervention (104). 

Other examples of biochemical targets are 
the dihydroxy bile acids, which are tumor pro- 
moters of colon cancer (105). Both genetic and 
dietary factors are known to influence intesti- 
nal luminal levels of these steroid-like mole- 
cules. whose levels are associated with colon 
cancer risk. Calcium reduces intestinal lumi- 
nal bile acid levels by several possible mecha- 
nisms, and dietary calcium supplementation is 
associated with a small ( ~ 2 5 % ) ,  but statisti- 
cally significant, reduction in colon polyp re- 
currence (106). This result requires cautious 
evaluation, however, as similar levels of cal- 
cium supplementation have been associated 
with increased risk of prostate cancer (107). 
This example and the result of the beta-caro- 
tene study mentioned above underscore the 
tissue-specific differences in carcinogenesis 
and the difficulties of applying common di- 
etary components (e.g., calcium, antioxidants) 
in cancer prevention strategies in humans. 

5.2.2 Cyclooxygenase-2 and Cancer. Cy- 
clooxygenase (COX) enzymes catalyze prosta- 
glandins from arachidonic acid. Prostaglan- 
dins play a role in biological processes 
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Figure 1.12. Cyclooxygenases catalyze prostaglandins from arachidonic acid. COX-2 is inducible by 
a variety of stimuli including growth factors, cytokines, and tumor promoters. PGH2 forms three 
classes of eicosanoids: prostaglandins, prostacyclins, and thromboxanes. Adapted from C. S. Williams 
and R. N. DuBois, Am. J. Physiol., 270, G393 (1996). 

including blood clotting, ovulation, bone me- 
tabolism, nerve growth and development, and 
immune responses (108). There are two COX 
isoforms, COX-1 and COX-2. COX-1 is consti- 
tutively expressed in most cell types and is 
necessary for homeostasis of colonic epithe- 
lium and platelet aggregation. COX-2, on the 
other hand, is inducible by a variety of stimuli 
including growth factors, stress conditions, 
and cytokines (Fig. 1.12). 

Several studies have implicated COX-2 in 
carcinogenesis. COX-2 protein levels, and 
therefore, prostaglandin production, are up- 
regulated in many tumor types, including pan- 
creatic, gastric, breast, skin, and colon can- 
cers. Several lines of evidence suggest that 
overexpression of COX-2 plays an important 
role in colonic polyp formation and cancer pro- 
gression. COX-2 modulates metastatic poten- 
tial by inducing MMPs, which can be directly 
inhibited by COX-2 inhibitors. In addition, 
cells overexpressing COX-2 secrete increased 
levels of angiogenic factors like VEGF and 
bFGF. COX-2 not only aids in invasion but 
also inhibits apoptosis by up-regulating Bcl-2. 

'COX-2 has come under intensive study as a 
target for colon cancer prevention. Multiple 
studies have illustrated that COX-2 selective 
inhibitors suppress tumorigenesis in multiple 
intestinal neoplasia (Min) mice. COX-2 inhib- 
itors also inhibit tumor cell growth in immu- 
nocompromised mice (109). The same phe- 

nomena has been illustrated in human 
chemoprevention trials. Recent studies have 
linked prolonged use of nonsteroidal anti-in- 
flammatory drugs (NSAIDs) to decreased co- 
lon cancer risk and mortality. NSAIDs inhibit 
the cyclooxygenase enzymes, and new COX-2 
selective agents are gaining popularity in the 
treatment of inflammation. NSAIDs that in- 
hibit both COX-1 and COX-2 have been asso- 
ciated with reduced cancer risk in seyeral 
large epidemiology studies. Whether inhibi- 
tion of COX-1 andlor COX-2 is the optimal 
strategy for reducing risks of certain cancers is 
unknown. 

Because COX-2 is induced in certain neo- 
plastic tissues, the molecular regulation of its 
expression is being studied in a variety of ex- 
perimental models. Human and rodent cell 
lines expressing various levels of COX-2 are 
being studied for genetic modifications that 
lead to the dysregulation of COX-2. COX-2 
regulation occurs both transcriptionally and 
translationally, and this regulation differs de- 
pending on the species studied and the muta- 
tional status of the cell lines. 

Signaling pathways leading to modulation 
of COX-2 expression are also being investi- 
gated. Both oncogenes and tumor suppressor 
genes have been shown to modulate COX-2 in 
cell model systems. The activation of the H-ras 
and K-ras oncogenes leads to induction of 
COX-2 expression in colon cancer cells. This 
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induction is mediated by the stabilization of 
COX-2 mRNA. Wild-type, full-length APC 
suppresses COX-2 expression, suggesting that 
normal activity of this tumor suppressor gene 
may prevent cancer by inhibiting expression 
of cancer-promoting genes like COX-2. APC 
down-regulates COX-2 protein without affect- 
ing COX-2 mRNA levels. Thus, both ras and 
APC regulate COX-2 expression by post-tran- 
scriptional mechanisms. TGF-/31 is another 
tumor suppressor gene that influences expres- 
sion of COX-2. TGF-pl-mediated transforma- 
tion of rodent intestinal epithelial cells causes 
a significant induction of COX-2 protein ex- 
pression. TGF-/31 synergistically enhances 
ras-induced COX-2 expression by stabilizing 
COX-2 mRNA. COX-2 expression is also influ- 
enced by the PI-3K pathway. Pharmacological 
inhibition of PI-3K or downstream PKBIAkt, 
as well as dominant-negative forms of Akt dra- 
matically reduce COX-2 protein levels. 

5.2.3 Other Targets. Technologies such as 
DNA microarrays &-e identifying genes that 
are aberrantly up-regulated in human intra- 
epithelial neoplasia (IEN). As discussed ear- 
lier, ODC, the first enzyme in polyamine syn- 
thesis, is up-regulated in a variety of IEN as a 
consequence of specific genetic alterations. Di- 
fluoromethylornithine (DFMO), an enzyme 
activated irreversible inhibitor of ODC, is a 
potent suppressor of several experimental 
models of epithelial carcinogenesis and is be- 
ing evaluated in human cancer prevention tri- 
als (110). Pathways signaling cell behaviors 
are also activated in specific cancers. A num- 
ber of agents, including NSAIDs and compo- 
nents of green and black teas, have been 
shown to inhibit certain signaling pathways in 
cell-type and tissue-specific manners. 

5.3 Therapy 

5.3.1 Importance of Studying Gene Expres- 
sion. Cancer, among other diseases, is caused 
by the deregulation of gene expression. Some 
genes are overexpressed, producing abundant 
supplies of their gene products, whereas other 
crucial genes are suppressed or even deleted. 
The expression levels of genes associated with 
cancer influence processes such as cell prolif- 
eration, apoptosis, and invasion. Genes in- 

volved in growth, for example, are often over- 
expressed in tumor tissues compared with 
normal adjacent tissue from the same organ. 
It is imperative to elucidate which genes are 
overexpressed or down-regulated in tumors 
because these genes represent critical thera- 
peutic targets. 

Researchers today generally concentrate 
on a few particular genes and study their reg- 
ulation, expression, and downstream signal- 
ing using conventional molecular biology 
tools. With the onslaught of new genome data, 
and the development of the GeneChip, scien- 
tists are now able to study the expression lev- 
els of numerous genes simultaneously. The 
ability to analyze global profiles of gene ex- 
pression in normal tissue compared with 
tumor tissue can help reveal how gene expres- 
sion affects the overall process of carcinogen- 
esis. 

5.3.2 cDNA Microarray Technology. 
cDNA microarray technology is based on the 
simple concept of DNA base pairing. cDNA 
from tumor samples hybridize with the com- 
plementary DNA sequences on the chip. The 
DNA sequences are the target genes that will 
be studied for expression levels in particular 
tissues. These sequences, or probes, can be in 
the form of known oligos, DNA encoding $he 
full-length gene, open reading frames (ORFs), 
or sometimes even the entire genome of an 
organism like Saccharomyces cerevisiae. 
Genes can be chosen by their proximity to 
each other on a chromosome or their similar 
functions. cDNA probes are then spotted onto 
a glass slide or computer chip (GeneChip), us- 
ing a variety of different robotic techniques. A 
typical microarray slide will contain approxi- 
mately 5000 genes. 

cDNA microarray is particularly useful to 
the field of cancer biology because it allows 
scientists to study changes in gene expression 
caused when a normal tissue becomes neoplas- 
tic. In addition, normal tissue can be com- 
pared with preneoplastic lesions as well as 
metastatic cancer, to fully examine the entire 
tumorigenic process. The mRNA is extracted 
from cell lines or tissue and is reverse tran- 
scribed into the more stable form of cDNA. 
The cDNA is then labeled with reporters con- 
taining two colored dyes, rhodamine red, Cy3, 
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Figure 1.13. Comparison of cDNA microarray and SAGE technologies. At left is a diagram of the 
microarray assay for gene expression; the SAGE technique is illustrated a t  right. Here, the proce- 
dures assess how gene expression differs in lymphocytes from a healthy person and those from a 
person fighting off an infection. Reprinted with permission from K. Sutliff, Science, 270,368 (1995). 
American Association for the Advancement of Science. 

and fluorescien green, Cy5. The cDNA is then 
hybridized to the DNA on the microarray 
slide. The slides are exposed to a laser beam, 
causing the dyes to give off their respective 
emissions and the relative expression levels of 
that gene are read and processed. 

A similar technique to cDNA microarray 
that allows for multigene expression analysis 
is serial analysis of gene expression (SAGE) 
(Fig. 1.13). SAGE is based on the principle 
that a 9-10 nucleotide sequence contains suf- 
ficient information to identify a gene. These 
short nucleotide sequences are amplified by 
polymerase chain reaction (PCR) and then 

30-50 of these SAGE "tags" are linked to- 
gether as a single DNA molecule. These long 
DNA molecules are sequenced and the num- 
ber of times that a single "tag" appears corre- 
lates to that gene's expression level. Proof of 
concept for this technique was illustrated in a 
study of gene expression in pancreatic cells. 
The most abundant "tags" found were those 
that encoded highly expressed pancreatic en- 
zymes like trypsinogen 2. cDNA microarray 
methodology has also been validated by stud- 
ies showing that expression data for tumor cell 
lines grown in tissue culture conditions can be 
classified according to their tissue of origin. 



5 Interventions 

5.3.3 Discoveries from cDNA Microarray 
Data. The contribution of microarray tech- 
nology is influential in both the basic under- 
standing of cancer pathology as well as in drug 
discovery and development. These studies re- 
veal genes that may prove to be important di- 
agnostic or prognostic markers of disease. 
They also can be used to predict adverse reac- 
tions to chemotherapies if mRNA from drug- 
treated cells is hybridized to panels of genes 
related to liver toxicity or the immune re- 
sponse. 

Microarray technology also corroborates 
many in vitro cell studies that are criticized for 
ignoring the important role of other cell types 
in the tumor microenvironment. This technol- 
ogy can aid in distinguishing between cell 
type-specific or tumor-specific gene expres- 
sion. For example, SAGE analysis of colon tu- 
mors and colon cancer cell lines showed 72% of 
the transcripts expressed at reduced levels in 
colon tumors were also expressed at reduced 
levels in the cell lines. One interesting finding 
from this study was that two commonly mu- 
tated oncogenes, c-fos and c-erbB3, were 
found to be expressed at higher levels in nor- 
mal colonic epithelium than in colonic tumors; 
this contradicts reports that these oncogenes 
are up-regulated in transformed cells com- 
pared with normal cells. Again, microarray 
analysis is helping to merge cell biology stud- 
ies with whole tumor biology. 

Activation of the c-myc oncogene is a com- 
mon genetic alteration occurring in many can- 
cers. A cDNA microarray study found that c- 
myc activation leads to down-regulation of 
genes encoding extracellular matrix proteins, 
and thus, may play a role in regulating cell 
adhesion and structure. C-myc has also been 
associated with cell proliferation, which was 
illustrated by up-regulation of the genes 
eIF-5A and ODC. Another study of colon tu- 
mors revealed that only 1.8% of the 6000 tran- 
scripts studied were differentially expressed 
in normal tissues and tumors (111). Studies 
such as these suggest the critical importance 
of these differentially regulated genes in the 
cancer phenotype. 

In addition to oncogene activation, the ef- 
fects of tumor suppressor genes have been in- 
vestigated through microarray technology. 
Over 30 novel transcripts were identified as 

regulated by pi53 induction (112). Such a great 
number of genes simultaneously linked to p53 
expression would not have been possible with- 
out SAGE technology. However, only 8% of 
these new genes were induced in normal cells 
compared with p53 knockout cells, suggesting 
that most of these p53-dependent genes are 
also dependent on other transcription factors. 
This is just one example of how microarray 
technology may be able to look at crosstalk in 
signaling pathways. 

5.3.4 Limitations of Microarray Technolo- 
gies. Although cDNA microarray and SAGE 
technologies are quickly identifying new genes 
involved in tumorigenesis, there are signifi- 
cant limitations to these strategies. First, the 
expression pattern of a gene only provides in- 
direct information about its function; a new 
gene may be classified as necessary for a cer- 
tain biological process, but its exact role in 
that process cannot be determined. Second, 
mRNA levels do not always correlate with pro- 
tein levels, and even protein expression may 
not translate into a physiological effect. Third, 
the up-regulation or suppression of a gene 
may be either the cause or the effect of a dis- 
ease state and microarray technology does not 
distinguish between the two possibilities. 

Both cDNA microarray and SAGE analyses 
requireverification of changes in gene expres- 
sion by Northern blots. Modest changes in 
gene expression are often overlooked when 
data is reported in terms of fourfold or greater 
changes. Because the ability to detect differ- 
ences in gene expression is dependent on the 
magnitude of variance, a small induction or 
suppression of a gene may be discarded as in- 
consequential when it may actually be critical 
for downstream signaling of other genes. 

5.4 Modifying Cell Adhesion 

5.4.1 MMP Inhibitors. Several MMP inhib- 
itors are currently being developed for cancer 
treatment. If MMPs do play an integral role in 
malignant progression, then pharmacological 
inhibition of MMPs could inhibit tumor inva- 
siveness. The inhibition of MMP function is 
currently the focus of most antimetastatic ef- 
forts. MMP inhibitors fall into three catego- 
ries: (1) collagen peptidomimetics and non- 



Molecular Biology of Cancer 

peptidomimetics, (2) tetracycline derivatives, 
and (3) bisphosphonates. The peptidomimetic 
MMP inhibitors have a structure that mimics 
that of collagen at the site where the MMP 
binds to it. Batimastat, a peptidomimetic in- 
hibitor, was the first MMP inhibitor to be eval- 
uated in cancer patients and is not orally avail- 
able. Matimastat is orally available and is 
currently in phase I1 and I11 clinical trials 
(113). When bound to the MMP, these inhibi- 
tors chelate the zinc atom in the enzyme's ac- 
tive site. There are several nonpeptidomi- 
metic inhibitors that are also in various 
phases of clinical trials. These are more spe- 
cific than their peptidic counterparts and have 
exhibited antitumor activity in preclinical 
studies (113). 

Tetracycline derivatives inhibit both the 
activity of the MMPs and their production. 
They can inhibit MMP-1, -3, and -13 (the col- 
lagenases) and MMP-2 and -9 (the gelatinases) 
by several different mechanisms. These mech- 
anisms include (1) blocking MMP activity by 
chelation of zinc at the enzyme active site, (2) 
inhibiting the proteolytic activation of the pro- 
MMP, (3) decreasing the expression of the 
MMPs, and (4) preventing proteolytic and ox- 
idative degradation of the MMPs. 

The mechanism of action of the bisphos- 
phonates has not been elucidated, but they 
have been used extensively for disorders in 
calcium homeostasis and recently in breast 
cancer and multiple myeloma patients to pre- 
vent bone metastases (114). Clodronate, a 
bisphosphonate, inhibited expression of MT1- 
MMP RNA and protein in a fibrosarcoma cell 
line and effectively reduced the invasion of 
melanoma and fibrosarcoma cell lines through 
artificial basement membranes (115). 

5.4.2 Anticoagulants. One theory sur- 
rounding the invasion process is that blood- 
clotting components may play a role in metas- 
tasis by either trapping the tumor cells in 
capillaries or by facilitating their adherence to 
capillary walls. Large numbers of tumor cells 
are released into the bloodstream during 
the metastatic process, and they must be able 
to survive the wide range of host defense 
mechanisms. Tumor cells have been shown to 
interact with platelets, lymphocytes, and leu- 

kocytes, and this may serve to promote metas- 
tasis. Studies have been done that inhibit tu- 
mor cell-platelet interactions, and these have 
resulted in a decreased probability of metasta- 
sis formation. It has also been shown that fi- 
brin is always located in and around cancerous 
lesions, which may indicate that the cells use 
the fibrin structure as a support on which to 
attach themselves and grow. It may also serve 
as protection against host inflammatory cells 
so that the tumor is not destroyed. 

Treating hepatic metastases of a human 
pancreatic cancer in a nude (lacking a thymus) 
mouse with prostacyclin, a potent inhibitor of 
platelet aggregation, led to a significant reduc- 
tion in the mean surface area of the liver cov- 
ered with tumor compared with the untreated 
control group (116). Many other groups have 
reported a reduction in metastatic potential 
with treatment of prostacyclin and prostacy- 
clin-analogues, such as iloprost and cicaprost. 
There are currently over 50 different clinical 
trials in varying phases underway to deter- 
mine the efficacy of these anticoagulant ther- 
apies. Most of these trials are in combination 
with other conventional anti-cancer regimens. 
So far, the experimental evidence indicates 
that anticoagulants or inhibitors of platelet 
aggregation are useful in the prevention of 
metastases. 

5.4.3 Inhibitors of Angiogenesis. The growth 
and expansion of tumors and their metastases 
are dependent on angiogenesis, or new blood 
vessel formation. Angiogenesis is regulated by 
a complex of stimulators and inhibitors (Fig. 
1.14). The balance between the positive and 
negative regulators of angiogenesis inside a 
tumor environment is important for the ho- 
meostasis of microvessels. Tumor cells can se- 
crete proangiogenic paracrine factors, which 
stimulate endothelial cells to form new blood 
vessels. The use of angiogenesis inhibitors 
may be a potential mode of therapy and is still 
in early clinical trials. This type of therapy 
would be a way of controlling the disease 
rather than eliminating it. Whereas toxicity 
may not be a major problem, adverse effects 
may be expected in fertility and wound heal- 
ing. 
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Figure 1.14. Stimulators and inhibitors 
of angiogenesis. Under physiological con- 
ditions, the balance of factors that affect 
angiogenesis is precisely regulated. How- 
ever, under pathophysiological condi- 
tions, normal angiogenesis is disturbed 
because of the continued production of 
stimulators. 

5.5 Prospects for Gene Therapy of Cancer that is designed to replicate inserted foreign 

Gene therapy is the transfer of genetic mate- 
rial into cells for therapeutic purpose. Gene 
transfer technology has become available after 
extensive study of molecular mechanisms of 
many diseases and improvement of tech- 
niques for manipulating genetic materials in 
the laboratory. Concepts for genetic therapy of 
cancer were developed based on knowledge 
that neoplasia is a molecular disorder result- 
ing from loss of expression of recessive tumor 
suppressor genes and activation of dominant 
oncogenes. 

Cancer gene therapy is aimed at correcting 
genetic mutations found in malignant cells or 
delivering biologically active material against 
cancer cells. One approach used in gene ther- 
apy of cancer is gene replacement/correction 
to restore the function of a defective homolo- 
gous gene or to down-regulate oncogenic ex- 
pression in somatic cells. Another approach is 
immune modulation by introduction of thera- 
peutic genes, such as cytokines, into the target 
cells to treat cancer by stimulating an immune 
response against the tumor. Molecular ther- 
apy by activating prodrugs (e.g., ganciclovir, 
5-fluorocytosine) within tumor cells and sui- 
cide gene therapy approaches have already 
been successful in early clinical trials. The 
high performance of these approaches fully 
depends on the efficacy and specificity of ther- 
apeutic gene expressing and delivery systems. 

5.5.1 Cene Delivery Systems. The exoge- 
nous genetic material (the transgene) is usu- 
ally introduced into tumor cells by a vector. A 
vector, or plasmid, is a circular DNA sequence 

DNA for the purpose of producing more pro- 
tein product. Plasmids designed for gene ther- 
apy applications usually contain the gene of 
interest and regulatory elements that enhance 
the gene's expression. The ideal vector for 
gene therapy is one that would be safe, have 
high transfection efficiency, and be easy to ma- 
nipulate and produce in large quantities. It 
would be efficient at delivering genetic mate- 
rial and selectively transducing cells within a 
tumor mass. The vector would be immuno- 
genic for the recipient and would express the 
gene in a regulated fashion and at high levels 
as long as required. 

There are two main approaches for the in- 
sertion of gene expressing systems into cells. 
In the ex viuo technique, cells affected by the 
disease are transfected with a therapeutic 
gene in vitro for the expression of exogenous 
genetic material. After viral propagation, rep- 
lication is rendered incompetent and these 
cells can be transplanted into the recipient. In 
the in vivo technique, vectors are inserted di- 
rectly into target tissue by systemic injections 
of the gene expressing system. 

The simplest delivery system is a plasmid 
by itself, or so-called naked DNA. Direct injec- 
tions of DNA have been successfully used to 
transfect tissues with low levels of nuclease 
activity in muscle tissue (117), liver (118), and 
experimental melanoma (119). Systemic injec- 
tion of naked DNA is, in general, much less 
efficient because serum nucleases degrade 
plasmid DNA in the blood within minutes 
(120). 
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Figure 1.15. Virus particles bind to specific receptors on the surface of target cells. These vectors are 
internalized and their genome enters the cells. In the case of retroviruses, the single-stranded RNA 
genome is converted into double-stranded DNA by the reverse transcriptase enzyme encoded by the 
virus. The double-stranded DNA is taken up by the nucleus and integrated within the host genome as 
a provirus. The integration is random for retroviruses. Lentiviruses have a similar life cycle. Adeno- 
virus binds to specific receptors on the surface of susceptible cells and are then absorbed and inter- 
nalized by receptor-mediated endocytosis. The viral genome enters the cytoplasm of the cell and the 
double-stranded DNA genome is taken up by the nucleus. Vaccinia virus replicates in the cytoplasm 
of cells. DNA delivered by lipoplex and other nonviral systems enters cells through electrostatic 
interactions (endocytosis, phagocytosis, pinocytosis, and direct fusion with cell membrane). DNA is. 
released before entry into the nucleus, where it stays as an episome. 

To protect DNA on systemic application, it 
is usually complexed with viruses or with cat- 
ionic lipids, polymers, or peptides. The result- 
ing complex protects the DNA from the attack 
of nucleases and potentially improves trans- 
fection efficiency and specificity on multiple 
levels through interaction of DNA complexes 
with the various biological barriers. 

The choice of viral or non-viral (synthetic) 
delivery strategy depends on localization and 
type of affected tissue, as well as on therapeu- 
tic approach. Viral vectors use the ability of 
viruses to overcome the cellular barriers and 
introduce genetic material either through the 
integration of the vector into the host genome 
(retroviruses, lentiviruses, adeno-associated vi- 
ruses) or by episomal delivery (adenoviruses) 
followed by stable gene expression (Fig. 1.15). 

5.5.1.1 Viral Vecfors. Retroviral vectors 
have been used for ex vivo gene delivery and 
are the most useful vectors for stably integrat- 
ing foreign DNA into target cells. Retroviruses 
are enveloped viruses that contain 7- to 12-kb 
RNA genomes. After the virus enters the cells 
through specific cell surface receptors, its ge- 
nome is reverse transcribed into double- 
stranded DNA and subsequently integrated 
into the host chromosome in the form of a pro- 
virus. The provirus replicates along with the 
host chromosome and is transmitted to all of 
the host cell progeny. Because the retrovirus 
genome is relatively small and well character- 
ized, it was possible to engineer a vector en- 
coding only the transgene without replication 
competent viruses (RCV) or virus structural 
genes. 
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The most widely used retrovirus vectors 
are based on murine leukemia viruses (MLV). 
The lack of specificity of these vectors is a ma- 
jor obstacle for appropriate and controlled ex- 
pression of foreign genes. Retroviruses are not 
efficient for direct in vivo injection because of 
inactivation by the host immune system (121). 
To circumvent this, cis-acting viral sequences, 
such as long terminal repeats (LTRs), transfer 
RNA (tRNA) primer binding sites, and polypu- 
rine tracts, have been used for developing 
packaging systems of retrovirus vectors. Many 
recombinant retrovirus vectors are designed 
to express two genes, one of which is often a 
selectable marker. New strategies for expres- 
sion, such as splicing, transcription from het- 
erologous promoters, and translation directed 
by an internal ribosome entry signal (IRES), 
have been used for expression of the second 
gene. Attempts have also been made to 
achieve efficient gene delivery by targeting 
retroviral integration through modifying pro- 
tein sequences in the viral envelope (122). 
These modifications include various targeting 
ligands, particularly ligands for the human 
EGFR, erythropoetin receptor, and single 
chain antibody fragments against the low- 
density lipoprotein (LDL) receptor. 

Examples of lentiviruses are the human 
immunodeficiency virus (HIV-I), the equine 
infectious anemia virus, and the feline immu- 
nodeficiency virus (123). Although lentivi- 
ruses also have an RNA genome, their advan- 
tage compared with other retroviruses is the 
ability to infect and stably integrate into non- 
dividing cells. To create a safe gene transfer 
vector based on the HIV-1 genome, the ge- 
nome was altered and mutated to produce rep- 
lication-defective particles. Several studies, 
both in vitro and in vivo, have shown success- 
ful gene transfer, including transduction of 
non-dividing hematopoetic cells at high effi- 
ciencies (up to 90%) and stable gene expres- 
sion in several target tissues of interest such 
as liver (8 weeks) and muscle and brain (6 
months) with no detectable immune response 
(124). At the same time, the safety concern 
still remains for in vivo applications of this 
vector. 

Vaccinia virus is a member of the Poxviri- 
dae family, which possesses a complex DNA 
genome encoding more than 200 proteins. The 

advantages of using vaccinia viruses for gene 
transfer include their ability to accommodate 
large or multiple gene inserts, to infect cells 
during different stages of the cell cycle, and 
their unique feature to replicate in the cyto- 
plasm. Recombinant vaccinia vectors can be 
constructed using homologous recombination 
after transfection of vaccinia virus-infected 
cells with plasmid DNA constructs. This vec- 
tor has been used in clinical trials to deliver 
genes encoding tumor antigens such as mela- 
noma antigen (MAGE-I), carcinoembryonic 
antigen (CEA), prostate-specific antigen 
(PSA), interleukins (e.g., IL-1P, IL-12), and 
costimulatorv molecule B7 (125). " 

In recent years, there has been a great in- 
terest in the use of adenoviral vectors for can- 
cer gene therapy. The main reasons for this 
are the ease in construction of adenoviruses in 
the laboratory and their ability to grow to high 
titers, infect a variety of cell types, and pro- 
duce the heterologous protein of interest in 
dividing and non-dividing cells. Adenoviruses 
are also characterized by efficient receptor- 
mediated endocytosis, mediated by its fiber 
protein, and on infection of cancer cells, they 
exhibit high levels of transgene expression 
(126). They often are used to transfer genes of 
large sizes because of their high packaging ca- 
pacity (up to 36 kb). Adenoviral vectors do pot 
integrate into the host chromosomes, and 
therefore, they are degraded by the host. This 
results in a short-term expression of the trans- 
duced gene, which, nevertheless, could be suf- 
ficient to achieve the cancer gene therapy effi- 
cacy. Adenoviruses are widely used for direct 
in vivo injections. Adenoviruses are DNA-con- 
taining, non-enveloped viruses. 

The two most commonly used adenoviruses 
for recombinant vectors are Ad2 and Ad5, 
mainly because their genomes have been best 
characterized and because these viruses have 
never been shown to induce tumors. Adenovi- 
ruses, like other viral vectors, lack cell and 
tissue specificity. To improve targeted gene 
delivery, attempts have been made to couple 
ligands or antibodies to the adenovirus capsid 
proteins (127). Specificity of the transgene ex- 
pression also can be introduced by using tissue 
specific antigens, such as CEA for the treat- 
ment of pancreatic and colon cancers, mucin 
(MUC-1) promoters for breast cancer cells, al- 
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Table 1.5 Cell-Type Specific Promoters for Targeted Gene Expression 

Promoter Target Cell/Tissue Therapeutic Gene 

PEPCK promoter Hepatocytes Neomycin phosphotransferase, 
Growth hormone 

AFP promoter Hepatocellular carcinoma HSV-tk, VZV-tk 
MMTV-LTR Mammary carcinoma TNFa 
WAF' promoter Mammary carcinoma Recombinant protein C 
p-casein Mammary carcinoma In development 
CEA promoter Colon and lung carcinoma HSV-tk, CD 
SLPI promoter Carcinomas HSV-tk, CD 
Tyrosinase promoter Melanomas HSV-tk, IL-2 
c-erbB2 promoter Breast, pancreatic, gastric CD, HSV-tk 

carcinomas 
Myc-max-responsive element Lung HSV-tk 

Therapy-Inducible Tissues 

Egr-1 promoter 
Grp78 promoter 
MDRl promoter 
HSP70 

Irradiated tumors TNFa 
Anoxic, acidic tumor tissue Neomycin phosphotransferase 
Chemotherapy-treated tumors TNFa 
Hyperthermy-treated tumors IL-2 

pha-fetoprotein promoters for hepatocellular 
carcinoma, and the tyrosinase promoter for 
melanoma (126). In vivo administration of ad- 
enoviral vector has been extensively used in 
preclinical and clinical cancer therapy (128). 

There are many regulatory elements con- 
trolling cell type-specific gene expression and 
inducible sequences within promoters that 
have been used in construction of viral vectors 
for cancer therapy. Vector systems that in- 
clude cell type-specific promoters or elements 
responding to regulatory signals represent a 
way for a safe, selective, and controlled expres- 
sion of therapeutic genes that could increase 
efficacy and stability of gene expression (Table 
1.5). 

Vectors based on adenoassociated viruses 
(AAV) also have been successfully used to 
transfer genes. AAV is a small, single- 
stranded DNA virus that requires a helper vi- 
rus for infection, usually an adenovirus or her- 
pesvirus. AAV vectors can be used for the 
delivery of antisense genes, "suicide" gene 
therapy, and recently, for the delivery of anti- 
angiogenic factors. Recent studies in the area 
of vector design have been focused on condi- 
tional expression that can be induced by anti- 
biotics (129), heat shock (130), or other small 
molecules (131). 

5.5.1.2 Non-Viral Gene Delivery Systems. 
Non-viral gene delivery systems are based on 
non-covalent bonds between cationic carrier 
molecules (e.g., lipids or polymers) and the 
negatively charged plasmid DNA. Complexes 
of DNA with three main groups of materials, 
i.e., cationic lipids (lipoplex) such as CTAB 
and DMRI, polymers (polyplex) such as poly- 
L-lysine and polyathylenimine, or peptides 
have been evaluated as synthetic gene delivery 
systems (132). The formation of these com- 
plexes, which is generally based on electro- 
static interactions with the plasmid DNA, is 
difficult to control as they depend on both the 
stoichiometry of DNA and complexing agent 
and on kinetic parameters (e.g., speed of mix- 
ing and volumes). It has been shown that DNA 
is efficiently condensed and protected from 
nucleases at higher 1ipid:DNA ratios, proving 
that the positive charges of the complexes are 
important for the interaction with cells in 
vitro and in vivo. Although the resulting par- 
ticles are stable, they have a high tendency to 
interact non-specifically with biological sur- 
faces and molecules. 

Lipoplexes are actively used in clinical tri- 
als for in vivo and ex vivo delivery of genes 
encoding cytokines, immunostimulatory mol- 
ecules, and adenoviral genes (133). In vivo, 
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these interactions may compromise the tissue- 
specific delivery of the complexes, creating un- 
even biodistribution and transgene expression 
in the body, particularly, in lungs. To over- 
come this problem, the complexes can be in- 
jected either into the vasculature or directly 
into the affected organ (134). 

The combinatorial gene delivery approach 
uses the whole virus, either replication defi- 
cient or inactivated, or only essential viral 
components, together with the non-viral sys- 
tem. Systems, based on adenovirus ("adeno- 
fedion"), or viral proteins that are required to 
trigger efficient endosomal escape, and poly- 
plex and lipoplex non-viral systems have 
shown improvement in transfection efficiency 
and resistance to endosomal degradation 
(135). 

5.6 Gene Therapy Approaches 

5.6.1 immunomodulation. This approach 
employs the patient's physiological immune 
response cascade to amplify therapeutic ef- 
fects (136). Most patients with cancer lack an 
effective immune response to their tumors. 
This could be caused by defects in antigen pre- 
sentation, stimulation, or differentiation of 
activated T cells into functional effector cells. 
Antitumor immunity response requires par- 
ticipation of different immune cells, including 
helper effector T-cells (Th), cytotoxic T-lym- 
phocytes (CTLs), and natural killer (NK) cells. 
Activation of CD4+ and CD8' T-cells requires 
at least two major signals. The first signal is 
triggered by binding of complexes of T-cell re- 
ceptor (TCR) and specific antigenic peptide 
with MHC-class I1 or I molecules, respectively. 
The second signal for CD4+ T-cells is provided 
by engagement of CD28 on the T-cell surface 
by members of the B7 family of costimulatory 
molecules on the surface of professional anti- 
gen-presenting cells. The nature of second sig- 
nal for CD8+ T-cells has not been completely 
understood but requires the presence of 
helper CD4+ T-cells. Following activation and 
clonal expansion, activated CD4+ T-cells dif- 
ferentiate into helper effector cells of either 
the Thl or Th2 phenotype. Thl  cells produce 
cytokines, such as IL-2, interferon-y, and 
TNF, that stimulate monocytes and NK cells 

and promote the differentiation of activated 
CD8+ T-cells into CTLs. 

The growing understanding of the biologi- 
cal basis of antigen-specific cellular recogni- 
tion and experimental studies of an antitumor 
effect mediated through the cellular immune 
system helped to develop various immuno- 
modulation strategies. Modulation of immune 
response can be achieved through stimulation 
and modification of immune effector cells, en- 
abling them to recognize and reject cells that 
carry a tumor antigen. Additionally, tumor 
cells can be genetically modified to increase 
immunogenicity and trigger an immune 
response. 

Cytokine levels are relatively low in cancer 
patients. To correct for this deficiency, cyto- 
kines can be introduced as recombinant mole- 
cules, and this is advantageous in controlling 
their blood concentration and biological activ- 
ity. Because cytokines are relatively unstable 
in vivo, cancer patients have to receive a large 
amount of the recombinant protein to main- 
tain the required blood concentration for bio- 
logical activity. Administration of the protein 
is often toxic to the patients. Another thera- 
peutic approach is the introduction of genes 
encoding various cytokines, costimulatory 
molecules, allogenic antigens, and tumorlas- 
sociated antigens into tumors (137). Previous 
preclinical studies have shown that cytokines 
that facilitate Thl  cell-mediated immune re- 
actions but not Th2 cell-mediated reactions, 
when produced in tumors, are effective for an- 
titumor responses. In addition, cytokines or 
costimulatory molecules delivered to tumor 
cells may enhance the transfer of tumor anti- 
gens to antigen-presenting cells. The most po- 
tent known antigen-presenting cells for ac- 
tively stimulating specific cellular immune 
responses are dendritic cells. Ex vivo gene de- 
livery to cultured dendritic cells or direct in 
vivo gene delivery to antigen-presenting cells 
can be more efficient in stimulating cellular 
antitumor immunity (138). 

Several technical problems of expressing 
sufficient amounts of immunostimulatory 
proteins in appropriate target cells remain un- 
solved, but the potential of immune modula- 
tion gene therapy is high. Immunotherapy tri- 
als also contribute to the present knowledge of 
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Figure 1.16. Mechanisms of thymidine ki- 
nase (TK) ganciclovir (GCV)-induced apo- 
ptosis. TK phosphorylates the nontoxic pro- 
drug GCV to GCV-triphosphate (GCV- 
PPP). which causes chain termination and 
single-strand breaks on incorporation into 
DNA. TWGCV induces p53 accumulation, 
which can cause translocation of preformed 
death receptor CD95 from the Golgi appara- 
tus to the cell surface without inducing de 
novo synthesis of CD95. The signaling com- 
plex then is formed by CD95, the adapter 
molecule Fas-associated death domain 
(FADD) protein, and the initiator caspase-8, 
which leads to cleavage of caspases causing 
apoptosis. TWGCV also leads to mitochon- 
dria damage, including loss of mitochon- 
drial membrane potential and the release of 
cytochrome c inducing caspase activation 
and nuclear fragmentation. 

how antitumor responses can be effectively 
produced in cancer patients. 

Substrates s 
5.6.2 Suicidal Gene Approach. Elimina- 

tion of cancer cells can be accomplished by the 
introduction of vectors that specifically ex- 
press death promoting genes in tumor cells. 
One method, called suicide gene therapy, in- 
volves the expression of a gene encoding an 
enzyme, normally not present in human cells, 
that converts a systemically delivered non- 
toxic prodrug into a toxic agent. The toxin 
should kill the cancer cells expressing the gene 
as well as the surrounding cells not expressing 
the gene (bystander effect). 

The herpes simplex virus thymidine kinase 
type 1 (HSV-tk) gene was initially used for 
long-term replacement gene therapy because 
it is about 1000-fold more efficient than mam- 
malian thymidine kinase at phosphorylating 
the nontoxic prodrug ganciclovir (GCV) into 
its toxic metabolite ganciclovir triphosphate. 
The efficacy of HSV-tk transduction of tumors 
followed by ganciclovir therapy has been con- 
firmed by systemic administration of ganciclo- 
vir after intratumoral injection of fibroblasts 
transduced with an HSV-tk retroviral vector 
in several preclinical models (139). The molec- 
ular mechanism of HSV-tk therapy is based on 
induction of apoptosis in target cells through 
accumulation of p53 protein (Fig. 1.16). Clini- 
cal trials of HSV-tk suicide gene therapy, 

where ganciclovir was given after the retrc 
or adenoviral introduction of HSV-tk gene, 
been conducted in patients with brain tur 
melanoma, or mesothelioma (140-142) 
1.16). 

Another suicide gene under active im 
gation for cancer therapy is the cytc 
deaminase (CD) gene. CD converts the 
toxic fluoropyrimidine 5-fluorocytosin~ 
5-fluorouracil. Transduction of the CD 
ders tumor cells sensitive to 5-fluorocytc 
in vitro and in vivo. The CDl5-fluorocytc 
system has been used in a clinical trial, u 
adenovirus expressing the CD gene wa 
jected intratumorally into hepatic metas 
from colorectal cancer (143). As with HS 
gene transfer, evidence exists that cyto 
deaminase gene transfer into tumor cells 
motes antitumor immune responses. Thc 
lignancies targeted with suicide gene the 
in the field of pediatric oncology are brai 
mors, neuroblastoma, and acute lympho 
tic leukemia (144). 

5.6.3 Targeting Loss of Tumor Suppri 
Function and Oncogene Overexpression. 
era1 tumor suppressor genes, including 
Rb, and APC, have been identified by 
association with hereditary cancers. I\ 
sporadic tumors harbor inactivating or rl 
sive mutations in one or more tumor sup] 
sor genes. Gene transfer techniques can b 



5 Interventions 

plied to introduce wild-type copies of tumor 
suppressor genes into malignant cells, thus 
potentially reversing the neoplastic pheno- 
type. The p53 tumor suppressor gene has been 
of interest because ~ 5 3  mutation occurs com- 

A 

monly in a variety of human cancers, includ- 
ing breast, lung, colon, prostate, bladder, and 
cervix. The use of adenoviral vectors to deliver 
the p53 transgene to human tumors is now 
under evaluation in several clinical trials 
(145). The overexpression of Fas ligand caused 
by adenovirus-mediated wild-type p53 gene 
transfer induces neutro~hil infiltration into 

A 

human colorectal tumors, which may play a 
critical role in the bystander effect of p53 gene 
therapy (146). 

Besides the p53 gene, other tumor suppres- 
sor genes that regulate the cell cycle have been 
used in cancer gene therapy. Among them are 
Rb, BRCAl, PTEN, p16, E2F, and fragile his- 
tidine triad (FHIT) genes. Clinical trials with 
BRCAl and Rb have been initiated (147). 

Protooncogenes, in contrast to tumor sup- 
pressor genes, gain dominant mutation result- 
ing in excessive expression of their protein 
products, which lead to development of the 
malignant phenotype. Three members of the 
Ras family of oncogenes (H-ras, K-ras, and N- 
ras) are among the most commonly activated 
oncogenes in human cancers. Several strate- 
gies have been designed to combat K-ras mu- 
tations, including antisense nucleotide, ri- 
bozyrnes (148-150), and intracellular single- 
chain antibodies (151). cDNA encoding 
antisense RNA can be delivered using the viral 
vector system approach. In vivo gene therapy 
with K-ras, c-fos, and c-myc antisense nucleo- 
tides is currently being applied in clinical tri- 
als. 

5.6.4 Angiogenesis Control. Gene therapy 
offers a new strategy for the delivery of angio- 
genesis inhibitors. By engineering and deliv- 
ering vectors that carry the coding sequence 
for an antiangiogenic protein, it is possible to 
produce high levels of antiangiogenic factors 
in the tumor location or to systemically pre- 
vent the growth of distant metastasis. Several 
angiogenic inhibitors, such as angiostatin 
(152), endostatin (153), plasminogen activator 
inhibitor type 1 (154), and truncated VEGF 
receptor (155), have been tested using this ap- 

proach. These studies have demonstrated that 
retroviral and adenoviral vectors could be 
used to inhibit endothelial cell growth in vitro 
and angiogenesis in vivo. The inhibition of tu- 
mor-associated angiogenesis results in in- 
creased apoptotic tumor cell death, leading to 
inhibition of tumor growth. 

5.6.5 Matrix Metalloproteinase. As men- 
tioned earlier in the chapter, MMPs are capa- 
ble of proteolytic degradation of stromal ECM, 
which is essential in cancer cell migration and 
invasion, as well as in tumor-induced angio- 
genesis. The activity of MMPs in vivo is inhib- 
ited by TIMPs, small secreted proteins with 
molecular weight of between 20 and 30 kDa. 
TIMPs inhibit MMPs by binding to both the 
latent and active forms of MMPs. The follow- 
ing properties of TIMPs such as secretion, dif- 
fusion (TIMP-1, -2 and -4), induction of apo- 
ptosis (TIMP-3), and inhibition of multiple 
MMPs make them very attractive tools for 
gene therapy application. 

Inhibition of cancer cell invasion after over- 
expression of TIMPs using different gene de- 
livery vectors has been shown in vitro in gas- 
tric cancer cells and mammary carcinoma cells 
(156,157). Overexpression in vitro of TIMP-2, 
which was delivered by a recombinant adepo- 
virus (AdTIMP-2), inhibited the invasion of 
both tumor and endothelial cells in three.mu- 
rine models without affecting cell prolifera- 
tion (158). Its in vivo efficiency has been eval- 
uated in the LLC murine lung cancer model, 
the colon cancer C51 model, as well as in MDA- 
MB231 human breast cancer in athymic mice. 
Preinfection of tumor cells by AdTIMP-2 re- 
sulted in an inhibition of tumor establishment 
in more than 50% of mice in LLC and C51 
models and in 100% of mice in the MDA- 
MB231 model. A single local injection of 
AdTIMP-2 into preestablished tumors of 
these three tumor types reduced tumor 
growth rates by 60-80%, and the tumor-asso- 
ciated angiogenesis index by 25-75%. Lung 
metastasis of LLC tumors was inhibited by 
>go%. In addition, AdTIMP-2-treated mice 
showed a significantly prolonged survival in 
all the cancer models tested. These data dem- 
onstrate the potential of adenovirus-mediated 
TIMP-2 therapy in cancer treatment. 



6 ACKNOWLEDGMENTS 

We would like to acknowledge the expert and 
dedicated assistance of Kim Nicolini without 
whom this chapter would never have been 
completed. Her perseverance and insistence 
that we keep pushing forward to the end are 
much appreciated. 

REFERENCES 
1. M. H. Myers and L. A. Ries, Can. Cancer 

J. Clin., 39, 21-32 (1989). 
2. R. Peto, IARC Sci. Publ., 39,2748 (1982). 
3. P. C. Nowell, Science, 194,23-28 (1976). 
4. D. Stehelin, H. E.  Varmus, J. M. Bishop, and 

P. K. Vogt, Nature, 260,170-173 (1976). 
5. H. Land, L. F.  Parada, and R. A. Weinberg, 

Nature, 304, 596-602 (1983). 
6. E. R. Fearon and B. Vogelstein, Cell, 61, 759- 

767 (1990). 
7. H. Hennings, A. B. Glick, D. A. Greenhalgh, 

D. L. Morgan, J. E. Strickland, T .  Tennen- 
baum, and S. H. Yuspa, Proc. Soc. Exp. Biol. 
Med., 202, 1-8 (1993). 

8. M. A. Nelson, B. W .  Futscher, T .  Kinsella, J. 
Wymer, and G. T .  Bowden, Proc. Natl. Acad. 
Sci. USA, 89,6398-6402 (1992). 

9. T.  Minamoto, M. Mai, and Z.  Ronai, Carcino- 
genesis, 20, 519-527 (1999). 

10. I .  Tannock and R. P. Hill, The Basic Science of 
Oncology, Pergamon Press, New York, 1987. 

11. J .  S. Bertram, Mol. Aspects Med., 21, 167-223 
(2000). 

12. E. C. Friedberg, G. C. Walker, and W .  Siede, 
DNA Repair and Mutagenesis, American Soci- 
ety for Microbiology Press, Washington, DC, 
1995. 

13. M. L. Slattery, W .  Samowitz, L. Ballard, D. 
Schaffer, M. Leppert, and J .  D. Potter, Cancer 
Res., 61, 1000-1004 (2001). 

14. M. Iwamoto, D. J. Ahnen, W .  A. Franklin, and 
T .  H .  Maltzman, Carcinogenesis, 21, 
1935-1940 (2000). 

15. Y .  Guo, R. B. Harris, D. Rosson, D. Boorman, 
and T .  G. O'Brien, Cancer Res., 60,6314-6317 
(2000). 

16. T .  Bestor, A. Laudano, R. Mattaliano, and V. 
Ingram, J. Mol. Biol., 203, 971-983 (1988). 

17. A. P. Bird and A. P. Wolffe, Cell, 99, 451-454 
(1999). 

16. W .  Doerfler, Annu. Rev. Biochem., 52,93-124 
(1983). 

Molecular Biology of Cancer 

19. T. Goto and M. Monk, Microbiol. Mol. Biol. 
Reu., 62, 362-378 (1998). 

20. D. P. Barlow, Science, 270, 1610-1613 (1995). 
21. S. B. Baylin, M. Esteller, M. R. Rountree, K. E.  

Bachman, K. Schuebel, and J. G. Herman, 
Hum. Mol. Genet., 10,687-692 (2001). 

22. R. Z. Chen, U .  Pettersson, C. Beard, L. Jack- 
son-Grusby, and R. Jaenisch, Nature, 395, 
89-93 (1998). 

23. M. 0. Hiltunen, L. Alhonen, J. Koistinaho, S. 
Myohanen, M. Paakkonen, S. Marin, V .  M. 
Kosma, and J. Janne, Int. J. Cancer, 70,644- 
648 (1997). 

24. M. F.  Kane, M. Loda, G. M. Gaida, J .  Lipman, 
R. Mishra, H. Goldman, J. M. Jessup, and R. 
Kolodner, Cancer Res., 57,808-811 (1997). 

25. S. J. Nass, J. G. Herman, E.  Gabrielson, P. W .  
Iversen, F.  F.  Parl, N. E.  Davidson, and J. R. 
Graff, Cancer Res., 60,4346-4348 (2000). 

26. C. M. Bender, J. M. Zingg, and P. A. Jones, 
Pharm. Res., 15, 175-187 (1998). 

27. L. E. Lantry, Z.  Zhang, K. A. Crist, Y .  Wang, 
G. J. Kelloff, R. A. Lubet, and M. You, Carcino- 
genesis, 20,343-346 (1999). 

28. R. W .  Ruddon,. Cancer Biology, 3rd ed., Oxford 
University Press, New York, (1995). 

29. J. C. Houck, V .  K. Sharma, and L. Hayflick, 
Proc. Soc. Exp. Biol. Med., 137, 331-333 
(1971). 

30. D. J.  Bearss, L. H .  Hurley, and D. D. Von  Hoff, 
Oncogene, 19,6632-6641 (2000). 

31. F.  Ciardiello, Drugs, 60, 25-32 (2000). 
32. I .  Stamenkovic, Sem. Cancer Biol., 10, 415- 

433 (2000). 
33. H. Nagase, Biol. Chem., 378,151-160 (1997). 
34. A. Lochter and M. J. Bissell, Apmis., 107,128- 

136 (1999). 
35. B. Davidson, I .  Goldberg, P. Liokumovich, J. 

Kopolovic, W .  H. Gotlieb, L. Lerner-Geva, I .  
Reder, G. Ben-Baruch, and R. Reich, Znt. J. 
Gynecol. Pathol., 17, 295-301 (1998). 

36. J. D. Knox, C. Wolf,  K. McDaniel, V .  Clark, M. 
Loriot, G. T .  Bowden, and R. B. Nagle, Mol. 
Carcinog., 15, 57-63 (1996). 

37. R. G. Chirivi, A. Garofalo, M. J. Crimmin, L. J. 
Bawden, A. Stoppacciaro, P. D. Brown, and R. 
Giavazzi, Int. J. Cancer, 58,460-464 (1994). 

38. A. E. Aplin, A. Howe, S. K. Alahari, and R. L. 
Juliano, Pharmacol Rev., 50, 197-263 (1998). 

39. Z.  Dong, R. Kumar, X .  Yang, and I .  J. Fidler, 
Cell, 88, 801-810 (1997). 

40. J. P. Witty,  S. McDonnell, K. J. Newell, P. Can- 
non, M. Navre, R. J. Tressler, and L. M. Matri- 
sian, Cancer Res., 54, 4805-4812 (1994). 



References 

41. A. B. Pardee, Proc. Natl. Acad. Sci. USA, 71, 
1286-1290 (1974). 

42. C. Hutchison and D. M. Glover, Cell Cycle Con- 
trol, IRL Press, Oxford, 1995. 

43. B. T. Zafonte, J. Hulit, D. F. Amanatullah, C. 
Albanese, C. Wang, E. Rosen, A. Reutens, J. A. 
Sparano, M. P. Lisanti, and R. G. Pestell, Front 
Biosci., 5, D938-D961 (2000). 

44. J. W. Harper, Cancer Surv., 29,91-107 (1997). 
45. W. S. el-Deiry, J. W. Harper, P. M. O'Connor, 

V. E. Velculescu, C. E. Canman, J. Jackman, 
J. A. Pietenpol, M. Burrell, D. E. Hill, and Y. 
Wang, Cancer Res., 54, 1169-1174 (1994). 

46. L. Liu, N. J .  Lassam, J. M. Slingerland, D. 
Bailey, D. Cole, R. Jenkins, and D. Hogg, On- 
cogene, 11,405-412 (1995). 

47. T. Weinert, Cancer Surv., 29, 109-132 (1997). 
48. S. W. Lowe, H. E. Ruley, T. Jacks, and D. E. 

Housman, Cell, 74,957-967 (1993). 
49. S. N. Farrow, Biochem. Soc. Trans., 27, 812- 

814 (1999). 
50. J. Wang and M. J. Lenardo, J. Cell Sci., 113, 

753-757 (2000). 
51. M. Loeffler and G. Kroemer, Exp. Cell Res., 

256, 19-26 (2000). 
52. A. Gross, J. M. McDonnell, and S. J .  Kors- 

meyer, Genes Dev., 13, 1899-1911 (1999). 
53. A. Ashkenazi and V. M. Dixit, Curr. Opin. Cell 

Biol., 11,255-260 (1999). 
54. R. C. Seeger, G. M. Brodeur, H. Sather, A. Dal- 

ton, S. E. Siegel, K. Y. Wong, and D. Ham- 
mond, N. Engl. J. Med., 313, 1111-1116 
(1985). 

55. E. C. Friedberg, CancerJ. Sci. Am., 5,257-263 
(1999). 

56. G. L. Semenza, J. Appl. Physiol., 88, 1474- 
1480 (2000). 

57. J. R. Gnarra, S. Zhou, M. J. Merrill, J. R. Wag- 
ner, A. Krumm, E. Papavassiliou, E. H. Old- 
field, R. D. Klausner, and W. M. Linehan, Proc. 
Natl. Acad. Sci. USA, 93,10589-10594 (1996). 

58. I. J. Fidler, and L. M. Ellis, Cell, 79, 185-188 
(1994). 

59. D. R. Senger, S. J. Galli, A. M. Dvorak, C. A. 
Perruzzi, V. S. Harvey, and H. F. Dvorak, Sci- 
ence, 219,983-985 (1983). 

60. N. Ferrara, and W. J. Henzel, Biochem. Bio- 
phys. Res. Commun., 161,851-858 (1989). 

61. B. Millauer, M. P. Longhi, K. H. Plate, L. K. 
Shawver, W. Risau, A. Ullrich, and L. M. 
Strawn, Cancer Res., 56, 1615-1620 (1996). 

62. M. Asano, A. Yukita, T. Matsumoto, S. Kondo, 
and H. Suzuki, Cancer Res., 55, 5296-5301 
(1995). 

63. B. Olofsson, K. Pajusola, A. Kaipainen, G. von 
Euler, V. Joukov, 0. Saksela, A. Orpana, R. F. 
Pettersson, K. Alitalo and U. Eriksson, Proc 
Natl Acad Sci U S  A, 93,2576-81 (1996). 

64. M. Orlandini, L. Marconcini, R. Ferruzzi and 
S. Oliviero., Proc. Natl. Acad. Sci. U S A, 93, 
11675-80 (1996). 

65. M. G. Achen, M. Jeltsch, E. Kukk, T. Makinen, 
A. Vitali, A. F. Wilks, K. Alitalo and S. A. 
Stacker, Proc. Natl. Acad. Sci. U S A, 95, 
548-53 (1998). 

66. E. Kukk, A. Lymboussaki, S. Taira, A. 
Kaipainen, M. Jeltsch, V. Joukov and K. Ali- 
talo, Development, 122, 3829-37 (1996). 

67. S. Tessler, P. Rockwell, D. Hicklin, T. Cohen, 
B. Z. Levi, L. Witte, I. R. Lemischka, and G. 
~eufelcf J. Biol. Chem., 269, 12456-12461 
(1994). 

68. W. Risau, Prog. Growth Factor Res., 2, 71-79 
(1990). 

69. K. J. Kim, B. Li, J. Winer, M. Armanini, N. 
Gillett, H. S. Phillips, and N. Ferrara, Nature, 
362,841-844 (1993). 

70. N. Ueki, M. Nakazato, T. Ohkawa, T. Ikeda,Y. 
Amuro, T. Hada, and K. Higashino, Biochim. 
Biophys. Acta., 1137, 189-196 (1992). 

71. N. Weidner, J. P. Semple, W. R. Welch, and J. 
Folkman, N. Engl. J. Med., 324, 1-8 (1991). 

72. C. I. Bargrnann, M. C. Hung, and R. A. Wein- 
berg, Cell, 45, 649-657 (1986). 

73. M. Crul, G. J. de Klerk, J .  H. Beijnen, and J. H. 
Schellens, Anticancer Drugs, 12, 163-i84 
(2001). 

74. A. B. Vojtek and C. J. Der, J. Biol. Chem., 273, 
19925-19928 (1998). 

75. H. R. Bourne, D. A. Sanders, and F. McCor- 
mick, Nature, 349, 117-127 (1991). 

76. M. R. Wallace, D. A. Marchuk, L. B. Andersen, 
R. Letcher, H. M. Odeh, A. M. Saulino, J. W. 
Fountain, A. Brereton, J. Nicholson, and A. L. 
Mitchell, Science, 249, 181-186 (1990). 

77. D. Stokoe, S. G. Macdonald, K. Cadwallader, 
M. Symons, and J. F. Hancock, Science, 264, 
1463-1467 (1994). 

78. P. Rodriguez-Viciana, P. H. Warne, R. Dhand, 
B. Vanhaesebroeck, I. Gout, M. J. Fry, M. D. 
Waterfield, and J. Downward, Nature, 370, 
527-532 (1994). 

79. T. Sasaki, J. Irie-Sasaki, Y. Horie, K. Bach- 
maier, J. E. Fata, M. Li, A. Suzuki, D. Bou- 
chard, A. Ho, M. Redston, S. Gallinger, R. 
Khokha, T. W. Mak, P. T. Hawkins, L. Ste- 
phens, S. W. Scherer, M. Tsao, and J. M. Pen- 
ninger, Nature, 406,897-902 (2000). 



80. M. Vidal, V. Gigoux, and C. Garbay, Crit. Rev. 
Oncol. Hematol., 40, 175-186 (2001). 

81. G. Q. Daley and Y. Ben-Neriah, Adv. Cancer 
Res., 57, 151-184 (1991). 

82. D. Diekmann, S. Brill, M. D. Garrett, N. Totty, 
J. Hsuan, C. Monfries, C. Hall, L. Lim, and A. 
Hall, Nature, 351, 400-402 (1991). 

83. M. J. Mauro, M. O'Dwyer, M. C. Heinrich, and 
B. J. Druker, J. Clin. Oncol., 20, 325334 
(2002). 

84. T. Hai, and T. Curran, Proc. Natl. Acad. Sci. 
USA, 88,3720-3724 (1991). 

85. M. Karin, Z. Liu, and E. Zandi, Curr. Opin. 
Cell. Biol., 9,240-246 (1997). 

86. K. F. Mitchell, J. Battey, G. F. Hollis, C. Moul- 
ding, R. Taub, and P. Leder, J. @ell. Physiol., 
Suppl3,171-177 (1984). 

87. P. J. Koskinen and K. Alitalo, Sem. Cancer 
Biol., 4, 3-12 (1993). 

88. T. C. He, A. B. Sparks, C. Rago, H. Hermeking, 
L. Zawel, L. T. da Costa, P. J. Morin, B. Vo- 
gelstein, and K. W. Kinzler, Science, 281, 
1509-1512 (1998). 

89. L. Zheng and W. H. Lee, Exp. Cell Res., 264, 
2-18 (2001). 

90. J .  R. Bischoff, D. H. Kirn, A. Williams, C. 
Heise, S. Horn, M. Muna, L. Ng, J. A. Nye, A. 
Sampson-Johannes, A. Fattaey, and F. McCor- 
mick, Science, 274,373-376 (1996). 

91. S. Ikeda, S. Kishida, H. Yamamoto, H. Murai, 
S. Koyama, and A. Kikuchi, EMBO J., 17, 
1371-1384 (1998). 

92. L. Simpson and R. Parsons, Exp. Cell Res., 
264,29-41 (2001). 

93. M. Tamura, J. Gu, K. Matsumoto, S. Aota, R. 
Parsons, and K. M. Yamada, Science, 280, 
1614-1617 (1998). 

94. G. Torre-Amione, R. D. Beauchamp, H. Koep- 
pen, B. H. Park, H. Schreiber, H. L. Moses, and 
D. A. Rowley, Proc. Natl. Acad. Sci. USA, 87, 
1486-1490 (1990). 

95. S. Markowitz, J. Wang, L. Myeroff, R. Parsons, 
L. Sun, J. Lutterbaugh, R. S. Fan, E. 
Zborowska, K. W. Kinzler, and B. Vogelstein, 
Science, 268, 1336-1338 (1995). 

96. J. E. Cleaver, J. Dermatol. Sci., 23, 1-11 
(2000). 

97. H. T. Lynch, T. C. Smyrk, P. Watson, S. J .  
Lanspa, J. F. Lynch, P. M. Lynch, R. J. Cava- 
lieri, and C. R. Boland, Gastroenterology, 104, 
1535-1549 (1993). 

98. P. Peltomaki and H. F. Vasen, Gastroenterol- 
ogy, 113,1146-1158 (1997). 

Molecular Biology of Cancer 

99. P. Greenwald, Sci. Am., 275,96-99 (1996). 

100. H. S. Wasan, M. Novelli, J. Bee, and W. F. Bod- 
mer, Proc. Natl. Acad. Sci. USA, 94, 3308- 
3313 (1997). 

101. D. S. Alberts, M. E. Martinez, D. J. Roe, J. M. 
Guillen-Rodriguez, J. R. Marshall, J. B. van 
Leeuwen, M. E. Reid, C. Ritenbaugh, P. A. Var- 
gas, A. B. Bhattacharyya, D. L. Earnest, and 
R. E. Sampliner, N. Engl. J.  Med., 342, 1156- 
1162 (2000). 

102. S. A. Leadon, Sem. Radiat. Oncol., 6,295-305 
(1996). 

103. M. Abdulla, and P. Gruber, Biofactors, 12, 
45-51 (2000). 

104. G. S. Omenn, G. E. Goodman, M. D. Thorn- 
quist, J. Balmes, M. R. Cullen, A. Glass, J. P. 
Keogh, F. L. Meyskens Jr., B. Valanis, J. H. 
Williams Jr., S. Barnhart, M. G. Cherniack, 
C. A. Brodkin, and S. Hammar, J. Natl. Cancer 
Inst., 88, 1550-1559 (1996). 

105. B. Reddy, A. Engle, S. Katsifis, B. Simi, H. P. 
Bartram, P. Perrino, and C. Mahan, Cancer 
Res., 49, 4629-4635 (1989). 

106. J. A. Baron, M. Beach, J. S. Mandel, R. U. van 
Stolk, R. W. Haile, R. S. Sandler, R. Rothstein, 
R. W. Summers, D. C. Snover, G. J. Beck, J. H. 
Bond, and E. R. Greenberg, N. Engl. J. Med., 
340,101-107 (1999). 

107. E. Giovannucci, E. B. Rimm, A. Wolk, A. As- 
cherio, M. J. Stampfer, G. A. Colditz, and W. C. 
Willett, Cancer Res., 58, 442-447 (1998). 

108. R. N. Dubois, S. B. Abramson, L. ~roffoid,  
R. A. Gupta, L. S. Simon, L. B. Van De Putte, 
and P. E. Lipsky, Faseb J., 12, 1063-1073 
(1998). 

109. A. T. Koki, K. M. Leahy, and J. L. Masferrer, 
Expert Opin. Investig. Drugs, 8, 1623-1638 
(1999). 

110. F. L. Meyskens Jr .  and E. W. Gerner, Clin. 
Cancer Res., 5,945-951 (1999). 

111. D. A. Notterman, U. Alon, A. J. Sierk, and A. J. 
Levine, Cancer Res., 61,31244130 (2001). 

112. J. Yu, L. Zhang, P. M. Hwang, C. Rago, K. W. 
Kinzler, and B. Vogelstein, Proc. Natl. Acad. 
Sci. USA, 96,14517-14522 (1999). 

113. M. Hidalgo and S. G. Eckhardt, J. Natl. Cancer 
Inst., 93, 178-193 (2001). 

114. P. D. Delmas, N. Engl. J. Med., 335, 1836- 
1837 (1996). 

115. 0. Teronen, P. Heikkila, Y. T. Konttinen, M. 
Laitinen, T. Salo, R. Hanemaaijer, A. Teronen, 
P. Maisi, and T. Sorsa, Ann. NYAcad. Sci., 
878,453-465 (1999). 



References 

116. M. A. Schwalke, G. N. Tzanakakis, and M. P. 
Vezeridis, J. Surg. Res., 49, 164-167 (1990). 

117. M. E. Barry, D. Pinto-Gonzalez, F. M. Orson, 
G. J. McKenzie, G. R. Petry, and M. A. Barry, 
Hum. Gene Therap., 10,2461-2480 (1999). 

118. M. A. Hickman, R. W. Malone, K. Lehmann- 
Bruinsma, T. R. Sih, D. Knoell, F. C. Szoka, R. 
Walzem, D. M. Carlson, and J. S. Powell, Hum. 
Gene Therap., 5, 1477-1483 (1994). 

119. J. P. Yang, and L. Huang, Gene Therap., 3, 
542-548 (1996). 

120. R. Niven, R. Pearlman, T. Wedeking, J. Mack- 
eigan, P. Noker, L. Simpson-Herren, and J .  G. 
Smith, J. Pharm. Sci., 87,1292-1299 (1998). 

121. R. M. Bartholomew, A. F. Esser, and H. J. Mul- 
ler-Eberhard, J. Exp. Med., 147, 844-853 
(1978). 

122. F. Bushman, Science, 267,1443-1444 (1995). 

123. S. V. Joang, E. B. Stephens, and 0. Narayan in 
B. N. Fields, D. M. Knipe and P. M. Howley, 
Eds., Virology, Lippincott-Raven, Philadel- 
phia, PA, 1996,1997-1996. 

124. U. Blomer, L. Naldini, T. Kafri, D. Trono, I. M. 
Verma, and F. H. Gage, J. Virol., 71, 6641- 
6649 (1997). 

125. J. C. Cusack Jr. and K. K. Tanabe, Surg. Oncol. 
Clin. North Am., 7,421-469 (1998). 

126. P. Seth, Gene Therapy for the Treatment of 
Cancer, Vol. 44-77, Cambridge University 
Press, Cambridge, 1998. 

127. V. N. Krasnykh, G. V. Mikheeva, J. T. Douglas, 
and D. T. Curiel, J. Virol., 70, 6839-6846 
(1996). 

128. J. A. Roth and R. J. Cristiano, J. Natl. Cancer 
Znst., 89,21-39 (1997). 

129. A. Iida, S. T. Chen, T. Friedmann, and J .  K. 
Yee, J. Virol., 70, 6054-6059 (1996). 

130. E. W. Gerner, E. M. Hersh, M. Pennington, 
T. C. Tsang, D. Harris, F. Vasanwala, and J. 
Brailey, Znt. J. Hyperthermia, 16, 171-181 
(2000). 

131. T. Clackson, Curr. Opin. Chem. Biol., 1,210- 
218 (1997). 

132. P. L. Felgner and G. M. Ringold, Nature, 337, 
387-388 (1989). 

133. N. S. Templeton, D. D. Lasic, P. M. Frederik, 
H. H. Strey, D. D. Roberts, and G. N. Pavlakis, 
Nature Biotechnol., 15,647-652 (1997). 

134. A. Kikuchi, Y. Aoki, S. Sugaya, T. Serikawa, K. 
Takakuwa, K. Tanaka, N. Suzuki, and H. 

Kikuchi, Hum. Gene Therap., 10, 947-955 
(1999). 

135. C. Meunier-Durmort, R. Picart, T. Ragot, M. 
Perricaudet, B. Hainque, and C. Forest, Bio- 
chim. Biophys. Acta, 1330,8-16 (1997). 

136. T. Tuting, W. J. Storkus, and M. T. Lotze, J. 
Mol. Med., 75,478-491 (1997). 

137. M. Lindauer, T. Stanislawski, A. Haussler, E. 
Antunes, A. Cellary, C. Huber, and M. 
Theobald, J. Mol. Med., 76, 32-47 (1998). 

138. J. Banchereau, F. Briere, C. Caux, J. Davoust, 
S. Lebecque, Y. J. Liu, B. Pulendran, and K. 
Palucka, Annu. Rev. Zmmunol., 18, 767-811 
(2000). 

139. B. M. Davis, 0. N. Koc, K. Lee, and S. L. Ger- 
son, Curr. Opin. Oncol., 8,499-508 (1996). 

140. Z. Ram, Zsr. Med. Assoc. J., 1,188-193 (1999). 

141. D. Klatzmann, P. Cherin, G. Bensimon, 0. 
Boyer, A. Coutellier, F. Charlotte, C. Boccac- 
cio, J. L. Salzmann, and S. Herson, Hum. Gene 
Therap., 9,2585-2594 (1998). 

142. D. H. Sterman, K. Molnar-Kimber, T. Iyengar, 
M. Chang, M. Lanuti, K. M. Amin, B. K. Pierce, 
E. Kang, J. Treat, A. Recio, L. Litzky, J. M. 
Wilson, L. R. Kaiser, and S. M. Albelda, Cancer 
Gene Therap., 7,1511-1518 (2000). 

143. R. G. Crystal, E. Hirschowitz, M. Lieberman, 
J. Daly, E. Kazam, C. Henschke, D. Yankelev- 
itz, N. Kemeny, R. Silverstein, A. Ohwada, T. 
Russi, A. Mastrangeli, A. Sanders, J. Cooke, 
and B. G. Harvey, Hum. Gene Therap., 8,985- 
1001 (1997). 

144. C. Beltinger, W. Uckert, and K. M. Debatin, J. 
Mol. Med., 78, 598-612 (2001). 

145. J. Nemunaitis, S. G. Swisher, T. Timmons, D. 
Connors, M. Mack, L. Doerksen, D. Weill, J. 
Wait, D. D. Lawrence, B. L. Kemp, F. Fossella, 
B. S. Glisson, W. K. Hong, F. R. Khuri, J. M. 
Kurie, J. J. Lee, J. S. Lee, D. M. Nguyen, J. C. 
Nesbitt, R. Perez-Soler, K. M. Pisters, J .  B. 
Putnam, W. R. Richli, D. M. Shin, and G. L. 
Walsh, J. Clin. Oncol., 18, 609-622 (2000). 

146. T. Waku, T. Fujiwara, J. Shao, T. Itoshima, T. 
Murakami, M. Kataoka, S. Gomi, J. A. Roth, 
and N. Tanaka, J. Zmmunol., 165,5884-5890 
(2000). 

147. D. L. Tait, P. S. Obermiller, A. R. Hatmaker, S. 
Redlin-Frazier, and J. T. Holt, Clin. Cancer 
Res., 5, 1708-1714 (1999). 

148. K. R. Birikh, P. A. Heaton, and F. Eckstein, 
Eur. J. Biochem., 245, 1-16 (1997). 

149. Y. A. Zhang, J. Nemunaitis, and A. W. Tong, 
Mol. Biotechnol., 15, 39-49 (2000). 



Molecular Biology of Cancer 

150. H. J. Andreyev, P. J. Ross, D. Cunningham, 
and P. A. Clarke, Gut, 48,230-237 (2001). 

151. W. A. Marasco, Gene Therap., 4,ll-15 (1997). 
152. F. Griscelli, H. Li, A. Bennaceur-Griscelli, J. 

Soria, P. Opolon, C. Soria, M. Perricaudet, P. 
Yeh, and H. Lu, Proc. Natl. Acad. Sci. USA, 95, 
6367-6372 (1998). 

153. P. Blezinger, J. Wang, M. Gondo, A. Quezada, 
D. Mehrens, M. French, A. Singhal, S. Sulli- 
van, A. Rolland, R. Ralston, and W. Min, Na- 
ture Biotechnol., 17, 343-348 (1999). 

154. D. Ma, R. D. Gerard, X. Y. Li, H. Alizadeh, and 
J. Y. Niederkorn, Blood, 90, 2738-2746 
(1997). 

155. H. L. Kong, D. Hecht, W. Song, I. Kovesdi, 
N. R. Hackett, A. Yayon, and R. G. Crystal, 
Hum. Gene Therap., 9,823-833 (1998). 

156. M. Watanabe, Y. Takahashi, T. Ohta, M. Mai, 
T. Sasaki, and M. Seiki, Cancer, 77,1676-1680 
(1996). 

157. D. F. Alonso, G. Skilton, M. S. De Lorenzo, 
A. M. Scursoni, H. Yoshiji, and D. E. Gomez, 
Oncol. Rep., 5, 1083-1087 (1998). 

158. H. Li, F. Lindenmeyer, C. Grenet, P. Opolon, 
S. Menashi, C. Soria, P. Yeh, M. Perricaudet, 
and H. Lu, Hum. Gene Therap., 12, 515-526 
(2001). 



CHAPTER TWO 

Synthetic DNA-Targeted 
chemotherapeutic Agents and 
Related ~umor-~ctivated 
Prodrugs 

WILLIAM A. DENNY 

Auckland Cancer Society Research Centre 
Faculty of Medical and Health Sciences 
The University of Auckland 
Auckland, New Zealand 

Contents 

1 General Introduction, 52 
2 Alkylating Agents, 53 

Burger's Medicinal Chemistry and Drug Discovery 
Sixth Edition, Volume 5: Chemotherapeutic Agents 
Edited by Donald J. Abraham 
ISBN 0-471-37031-2 O 2003 John Wiley & Sons, Inc. 

51 

2.1-Introduction, 53 
2.2 Clinical Examples of Alkylating Agents, 53 
2.3 Mustards, 53 

2.3.1 History, 53 
2.3.2 Mechanism and SAR, 53 
2.3.3 Biological Activity and Side Effects, 56 
2.3.4 Recent Developments: Minor Groove 

Targeting, 57 
2.4 Platinum Complexes, 59 

2.4.1 History, 59 
2.4.2 Mechanism and SAR, 60 
2.4.3 Biological Activity and Side Effects, 61 
2.4.4 Recent Developments: Increased 

Interstrand Crosslinking, 61 
2.5 Cyclopropylindoles, 61 

2.5.1 History, 61 
2.5.2 Mechanism and SAR, 62 
2.5.3 Biological Activity and Side Effects, 64 
2.5.4 Recent Developments, 64 

2.6 Nitrosoureas, 64 
2.6.1 History, 64 
2.6.2 Mechanism and SAR, 65 
2.6.3 Biological Activity and Side Effects, 65 

2.7 Triazenes, 65 
2.7.1 History, 65 
2.7.2 Mechanism and SAR, 65 
2.7.3 Biological Activity and Side Effects, 66 



52 Synthetic DNA-Targeted Chemotherapeutic Agents and Related Tumor-Activated Prodrugs 

3 Synthetic DNA-Intercalating Topoisomerase 
Inhibitors, 67 
3.1 Introduction, 67 
3.2 Clinical Use of Agents, 68 
3.3 Topo I1 Inhibitors, 68 

3.3.1 History, 68 
3.3.2 Mechanism of Action and SAR, 69 
3.3.3 Biological Activity and Side Effects, 71 
3.3.4 Recent Developments: Compounds 

with Lower Cardiotoxicity, 71 
3.4 Dual Topo IAI Inhibitors, 72 

3.4.1 History, 72 
3.4.2 Mechanism and SAR, 74 
3.4.3 Biological Activity and Side Effects, 74 
3.4.4 Recent Developments: bis Analogs as 

Dual Topo IAI Inhibitors, 74 
4 Antimetabolites, 75 

4.1 Introduction, 75 
4.2 Clinical Use of Agents, 76 
4.3 Antifolates, 76 

4.3.1 History, 76 
4.3.2 Mechanism and SAR, 78 
4.3.3 Biological Activity and Side Effects, 78 
4.3.4 Recent Developments: Lipophilic 

Antifolates, 79 
4.4 Pyrimidine Analogs, 79 

4.4.1 History, 79 
4.4.2 Mechanism and SAR, 80 
4.4.3 Biological Activity and Side Effects, 81 

4.5 Purine Analogs, 81 
4.5.1 History, 81 
4.5.2 Mechanism and SAR, 81 
4.5.3 Biological Activity and Side Effects, 82 

5 Tumor-Activated Prodrugs, 82 

1 GENERAL INTRODUCTION 

Synthetic drugs have always played an impor- 
tant role in cancer therapy. In fact, systemic 
chemotherapy for cancer began in the 1940s 
and 1950s with the nitrogen mustards devel- 
oped from war gases (1) and with antimetabo- 
lites developed from early knowledge about 
DNA metabolism (2). Large-scale random 
screening programs over the next 25 years 
(mainly by the U.S. National Cancer Institute) 
(3) seeking cytotoxic agents resulted in the 
identification of a number of cytotoxic natural 
products that target DNA. Many of these (e.g., 
anthracyclines, epipodophylloxins, and vinca 
alkaloids) became very useful drugs that are 
still widely used today. Most of the natural 
products were so complex that neither they 
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nor close analogs could be economically pro- 
duced by synthesis, limiting the role of syn- 
thetic chemistry in optimizing their potencies 
or pharmacokinetic properties. However, the 
discovery of their activity and mechanism of 
action sparked much work on simpler syn- 
thetic analogs. One result was the develop- 
ment of the large class of synthetic topoisom- 
erase inhibitors that are now an important 
group of drugs. More recently, the increasing 
power of organic synthesis has greatly im- 
proved chances that quite complex natural 
product leads can be synthesized economi- 
cally, and therefore that close analogs can be 
made to try and optimize physicochemical 
properties; recent examples are cyclopropylin- 
dolines and epothilones. However, the pri- 
mary focus in this chapter are synthetic com- 
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pounds that have not been derived from a 
natural product lead. Finally, our increasing 
understanding of tumor physiology and genet- 
ics has allowed the development of a new class 
of synthetic agents, tumor-activated pro- 
drugs. These attempt to exploit tumor-specific 
phenomena, such as unique antigen expres- 
sion, low pH, and hypoxia, to activate pro- 
drugs of the more classical cytotoxins only in 
tumors, thus increasing their therapeutic 
range. 

2 ALKYLATINC AGENTS 

2.1 Introduction 

Compounds that alkylate DNA have long been 
of interest as anticancer drugs. Alkylating 
agents can be strictly defined as electrophiles 
that can replace a hydrogen atom by an alkyl 
group under physiological conditions, but the 
term is usually more broadly interpreted to 
include any compound that can replace hydro- 
gen under these conditions, including metal 
complexes forming coordinate bonds. Many 
different types of chemical are able to alkylate 
DNA, and several are used as anticancer 
drugs, but the most important classes of such 
agents in clinical use are the nitrogen mus- 
tards and the platinum complexes, the nitro- 
soureas, and the triazene-based DNA-methyl- 
ating agents. The DNA minor groove- 
alkylating cyclopropylindoles are also a 
fascinating group of compounds that may not 
yet have found their correct niche in cancer 
therapy. Other important classes of DNA al- 
kylating agents, the pyrrolobenzodiazepines 
and the mitosenes, are covered in a different 
chapter, although the bioreductive properties 
of the mitosenes are mentioned in Section 5.3. 

2.2 Clinical Examples of Alkylating Agents 

The most commonly used mustards and plati- 
num complexes are listed in Table 2.1, along 
with other recent DNA-alkylating agents that 
have received clinical trial. These compounds 
are invariably used in combination with other 
agents in multidrug therapy regimens. 

2.3 Mustards 

2.3.1 History. As noted above, the mus- 
tards were among the very earliest class of 

anticancer agents developed, and they have 
been extensively reviewed. Mechlorethamine 
(1) (4) was the first systemic agent approved 
for use in cancer therapy in 1949. Chloram- 
bucil(2) (5) was approved in 1957, melphalan 
(3) (6) in 1964, cyclophosphamide (4) (7) in 
1959, and ifosfamide (5) (8) in 1988. The phos- 
phoramide mustard cyclophosphamide (4) is 
currently the most widely used mustard, while 
chlorambucil(2) and melphalan (3) are still in 
use as components of many combination che- 
motherapy regimens. 

2.3.2 Mechanism and SAR. The biologi- 
cally important initial lesion formed by mus- 
tards in cells is interstrand cross-links be- 
tween different DNA bases (91, although there 
is also evidence that they cause termination of 
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Table 2.1 Alkylating Agents Used in Cancer Chemotherapy 

Generic Name 
(Structure) Trade Name Originator Chemical Class 

Mustards 
mechlorethamine (1) 
chlorambucil (2) 
melphalan (3) 
cyclophosphamide (4) 
ifosfamide (5) 

Platinum complexes 
cisplatin (14) 
carboplatin (15) 
tetraplatin (16) 
oxaliplatin (17) 
ZD-0473 (18) 
satraplatin (19) 
BBR 3464 (20) 

Cyclopropylindoles 
Adozelesin (22) 
Carzelesin (23) 
KW 2189 (24) 

Nitrosoureas 
CCNU (29) 
BCNU (30) 
Streptozotocin (31) 

Methylating agents 
dacarbazine (29) 
mitozolomide (30) 
temozolomide (31) 

Mustargen 
Leukeran 
Alkeran 
Cytoxan 
Ifex 

Cisplatin 
Paraplatin 
Ormaplatin 
JM-83 

JM-216 

Lomustine 
Carmustine 
Zanosar 

DTIC 
azolastone 
Temodar 

Merck 

Bristol-Myers 
Bristol-Myers 

Bristol-Myers 
Bristol-Myers 

Sanofi 
AstraZeneca 
Johnson-Matthey 
Boehringer 

Upjohn 
Upjohn 
Kyowa Hakko 

Bristol-Myers 
Bristol-Myers 
Upjohn 

Shering-Plough 

aliphatic mustard 
aromatic mustard 
aromatic mustard 
phosphoramide mustard 
phosphoramide mustard 

platinum complex 
platinum complex 
platinum complex 
platinum complex 
platinum complex 
platinum complex 
triplatinurn complex 

cyclopropylindole 
cyclopropylindole 
cyclopropylindole 

nitrosourea 
nitrosourea 
nitrosourea 

triazene 
triazene 
triazene 

transcription (10). The overall process of alky- 
lation is a two-step sequence involved forma- 
tion of a cyclic cationic intermediate, followed 
by nucleophilic attack on that intermediate by 
DNA (Fig. 2.la). Mustards can be divided into 
two broad classes, depending on the mecha- 
nism of the rate-determining step in this pro- 
cess. The less basic compounds aromatic mus- 
tards have formation of the solvated cyclic 
carbocation (which is in equilibrium with the 
aziridinium cation) as the rate-determining 
step, following first-order kinetics (11) (Fig. 
2.lb). Nucleophilic attack on this is then 
rapid, so that the cyclic form does not accumu- 
late, and the overall reaction is first-order 
(SN1), with the rate depending only on the 
concentration of the mustard (Equation 2.1). 

R-X + Rt + R-DNA (2.1) 

For the more basic aliphatic mustards, the 
first step (formation of the aziridinium cat- 

ion), is rapid, and the rate-determining step'is 
a second-order nucleophilic substitution on 
this by DNA (11). In these cases, the aziri- 
dinium cation can be detected as an interme- 
diate, and the overall reaction is second-order 
(SN2), with the rate depending on the concen- 
trations of both the mustard and the DNA 
(Equation 2.2). 

DNA+R-X-+DNA . . . ;  R . . . H +  
(2.2) 

R-DNA + X 

This kinetic classification is only broad, but 
it is useful as a rough predictor of the spec- 
trum of adducts formed. Generally, SN1-type 
compounds are expected to be less discrimi- 
nating in their pattern of alkylation (reaction 
at N, P, and 0 sites on DNA), whereas most 
SN2 type compounds tend to alkylate only at N 
sites on the DNA bases (12). 
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(a): Aliphatic mustards 

.Cl N-DN 

RN 
f-' - fast slow - RN+ - RN RN 

CI mono- CI bis- N-DNA 
alkylation alkylation 

(b): Aromatic mustards 

ArN 

CI 

N-DNA 

i 
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Figure 2.1. Mechanism of alkylation by mustards. 

The primary site of DNA alkylation by 
mustards is at the N7 position of guanine, par- 
ticularly at guanines in contiguous runs of 
guanines (13), which have the lowest molecu- 
lar electrostatic potentials (14). However, the 
level of selectivity of the initial attack by mus- 
tards (to form monoadducts) is quite low, with 
evidence (15) that most guanines are attacked. 
Studies with alkyl mustards have also shown 
significant levels of alkylation at the N3 posi- 
tion of adenine (16, 17). However, the se- 
quence selectivity of cross-link formation by 
mustards is necessarily higher, because of the 
requirement to have two suitable sites juxta- 
posed. Early work (18) on the interaction of 
mechlorethamihe (1) with DNA resulted in 
isolation of the 7-linked bis-guanine adduct, 
and it has been widely assumed that the cross- 
links were between adjacent guanines (i.e., at 
5'-GC or 5'-CG sites). However, later work 
(19) showed that the preferred cross-links are 
between non-adjacent guanines i . . ,  at 
5'-GNC sites). 

Cyclophosphamide (4) is a non-specific pro- 
drug of the active metabolite phosphoramide 
mustard, requiring enzymic activation by cel- 
lular mixed function oxidases (primarily in the 
liver) to 4-hydroxycyclophosphamide, which is 
in equilibrium with the open-chain aldophos- 
phamide. Spontaneous elimination of this 
then gives acrolein and phosphoramide mus- 
tard (Fig. 2.2). The isomeric ifosfamide (5) is 

activated more slowly, but in a broadly similar 
fashion to give the analogous isophosphor- 
amide mustard (20). A significant difference in 
the metabolism between the two isomers is a 
higher level of dechloroethylation with ifosf- 
amide, which may account for its greater neu- 
rotoxicity (21). 

The rates of the various reactions of aro- 
matic nitrogen mustards (hydrolysis, alkyla- 
tion of DNA) can be correlated closely with the * 

basicity of the nitrogen, that in turn, can be 
systematically altered by ring substituents. 
The rates of hydrolysis (KH) of a series of substi- 
tuted aromatic nitrogen mustards in aqueous 
acetone can be described (22) by Equation 2.3, 
where a is the Hammett electronic parameter. 

The negative slope is evidence for an S,1 
mechanism, indicating that electron-releasing 
substituents (negative a values) increase the 
rate of hydrolysis by accelerating formation of 
the carbocation. The same broad correlations 
hold for how well the compounds alkylate 
DNA, with a similar equation (Equation 2.4) 
describing the rates of alkylation ( K )  of 4-(4- 
nitrobenzy1)pyridine (a nucleophile similar to 
DNA nucleophilic sites) by substituted aro- 
matic nitrogen mustards (22), where a- is an 
electronic parameter closely related to a. 
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Figure 2.2. Metabolism o f  cyclophosphamide. 

The cytotoxicities of the above compounds 
(l/IC,, values) also correlate well with sub- 
stituent u values, with the more reactive com- 
pounds (bearing electron-donating substitu- 
ents) being the more cytotoxic, as in Equation 
2.5 (23). 

The cytotoxicity of aromatic mustards can 
thus be predictably varied over a very wide 
range by controlling the basicity of the mus- 
tard nitrogen through ring substitution or 
other means. 

2.3.3 Biological Activity and Side Effects. 
The (necessarily) high chemical reactivity of 
mustards leads to rapid loss of drug by inter- 
action with other cellular nucleophiles, partic- 
ularly proteins and low molecular weight thi- 
01s. This results in the development of cellular 
reistance by increases in the levels of low mo- 
lecular weight thiols (particularly glutathi- 
one) (24,251. Of equal importance for efficacy, 
much of the drug can reach the DNA with only 

one alkylating moiety intact, leading to mono- 
alkylation events which are considered to be 
genotoxic rather than cytotoxic (26). The fact 
that cross-linking is a two-step process adds to 
the proportion of (genotoxic) monoalkylation 
events, because the second step is very depen- 
dent on spatial availability of a second nucleo- 
philic DNA site. Mustards have no intrinsic 
biochemical or pharmacological selectivity for 
cancer cells, and they act as classical antipro- 
liferative drugs, whose therapeutic effects are 
primarily cytokinetic. They target rapidly di- 
viding cells rather than cancer cells, and this, 
together with their generally systemic distri- 
bution, causes killing of rapidly dividing nor- 
mal cell populations in the bone marrow and 
gut, usually resulting in myelosupression, the 
dose-limiting side effect. Because of their 
genotoxicity, there is a risk of the development 
of second cancers from their mutagenic effects 
(27). The most frequent alkylator-induced ma- 
lignancy is acute leukemia, usually occurring 
a long period (3-7 years) after treatment. 
These usually demonstrate deletions of chro- 
mosome 13 and loss of parts or all of chromo- 
somes 5 or 7 (loss of the coding regions for 
tumor-suppressor genes). The induced tumors 
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are typically myelodysplasias (28). In one 
study (291, 6% of all myeloid leukemias were 
therapy-related, with mustards, nitrosoureas, 
and procarbazine producing the greatest lev- 
els of induction. 

2.3.4 Recent Developments: Minor Groove 
Targeting. Many of the limitations noted 
above could in principle be ameliorated by tar- 
geting the mustard moiety more specifically to 
the DNA-affinic carrier molecule. This has re- 
sulted in much work where mustards have 
been attached to DNA-affinic compounds (30- 
32). This could mean less chance of losing 
active drug by reaction with other cell compo- 
nents, rendering less effective the develop- 
ment of cellular resistance by elevation of thiol 
levels. A higher proportion of bifunctional al- 
kylating agent delivered intact to the DNA 
would also contribute to a higher proportion of 
cross-links over to monoalkylation events. 
The use of a carrier with sequence-specific re- 
versible binding ability should also result in 
greater specificity of alkylation, both se- 
quence-specifically (at the favored reversible 
binding site of the carrier) and regio-specifi- 
cally (at particular atoms on the DNA bases). 

Attachment to DNA-intercalating carriers 
goes back to the work of Creech et al. (33), who 
originally suggested that the attachment to 
acridine carriers might serve to target the re- 
active center to DNA. They showed that such 
"targeted mustards" such as (6) were more 
potent than the corresponding untargeted 
moiety against ascitic tumors in vivo, but 
these proved to be exceptionally potent frame- 
shift mutagens in bacteria, and this property 
has tended to dominate the perception of these 
compounds. Later work showed that such tar- 
geting by an intercalator could also drastically 
modify the pattern of DNA alkylation by the 
mustard. Thus, whereas untargeted mustards 
react largely at the N7 of guanines in runs of 
guanines, quinacrine mustard (7) also alky- 
lates at guanines in 5'-GT sites (13). Isolation 
and identification of DNA adducts showed 
that whereas the acridine-linked mustard (8) 
formed primarily guanine N7 adducts, the 
similar analog (9) formed exclusively adenine 
N1 adducts (341, showing the extent of which 

DNA targeting by attachment to carrier mol- 
ecules can alter the usual pattern of DNA al- 
kylation by mustards. 

However, most DNA-targeting of mustards 
has been done using minor groove-binding 
carriers. These ligands offer much larger bind- 
ing site sizes (up to 5-6 base pairs) than inter- 
calators, together with a highly defined bind- 
ing orientation. Whereas several other minor 
groove-binding carriers have been used (35- 
371, most work has employed polypyrrole and 
related ligands. These compounds have been 
well documented as reversible AT-specific mi- 
nor groove binders (381, and early work using 
a variety of alkylating units (e.g., bro- 
moacetyl) showed highly specific alkylation at 
adenines in runs of adenines (39). The benzoic 
acid mustard derivative tallimustine (10; FCE 
24517) was selected for further development 
on the basis of its broad-spectrum solid tumor 
activity (40). Despite possessing a difunctional 
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alkylator, this compound monoalkylates DNA 
at the N3 of adenine in the minor groove, al- 
most exclusively at the sequence 5'-TTTTGA 
(41), with a single base modification in the 
hexarner completely abolishing alkylation 
(42). The number of pyrroleamide units also 
affected the pattern of DNA alkylation, with a 
monopyrrole analog showing mainly gua- 
nine-N7 alkylation similar to that of the un- 
targeted mustard, but with additional ade- 
nine-N3 lesions (43). Di- and tripyrrole 
conjugates alkylated only in AT tracts, with 
increasing specificity for alkylation at the 3'- 
terminal units in two 5'-TTTTGG and 5'- 
TTTTGA sequences (guanine N3 and adenine 
N3 lesions, respectively). 

Tallimustine was developed for clinical 
trial (44) and shows biological effects some- 
what different to those of mustards like mel- 
phalan. It induces blockage of the cell cycle in 
G2 but without the delay through S-phase 
normally seen with untargeted mustards, sug- 
gesting a different mechanism of cytotoxicity 
through monoadduct formation (45). As a 
highly sequence-specific alkylator, it selec- 
tively blocks the binding of transcription bind- 
ing protein and complexes to their AT-rich 
cognate sequences (46). Clinical trials of talli- 
mustine (47, 48) reported severe myelosup- 
pression as the dose-limiting toxicity. Recent 
work with halogenoacrylic derivatives (e.g., 
11) show these may work differently, possibly 
through Michael-type reactions (49), with 
much better cytotoxicity/myelotoxicity indices 
(50). 

Perhaps the ultimate in targeting mus- 
tards to specific DNA sites has been achieved 
by Dervan and co-workers, who have devel- 
oped the "hairpin polyamide" concept where 

poly(pyrrole/imidazole) compounds bind in a 
side-by-side manner in the minor groove (51). 
These compounds can bind tightly and selec- 
tively to individual designated sequences of up 
to 12 bp long (52). As an example, polyamide 
12, with an incipient mustard side chain at- 
tached, binds to its designated sites 5'-AGCT- 
GCT and 5'-TGCAGCA with equilibrium as- 
sociation constants K of 1.6 and 1.3 X 10'' 
M - l ,  respectively, and >loo-fold less strongly 
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to double mismatch sites (53). The corre- 
sponding mustard (13) alkylated at adenine 
N3 sited in target 5'-(Ml')GC(A/T)GC(A/T) 
sequences on a 241-bp HIV-1 promotor se- 
quence in high yield and about 20-fold selec- 
tively over double mismatch sites (53). 

The first has been to seek compounds with 
lower neurotoxicity than cisplatin. Whereas 
better clinical management has improved 
things, one of the main drivers of analog de- 
velopment has been agents with less neurotox- 
icity. Carboplatin (15) has carboxylate instead 

2.4 Platinum Complexes 

2.4.1 History. The complex cis-diammi- 
nodichloroplatinum (11) (cisplatin; 14) was 
first described in 1845, but it was not until 
1969 that it was reported to have antitumor 
activity. These studies were sparked by exper- 
iments by Rosenberg on the effects of electric 
fields on bacteria, when the peculiar effects 
seen with E. coli cells were shown to be caused 
by the electrochemical synthesis of cisplatin 
from the ammonium chloride electrolyte and 
the platinum electrodes (54). Clinical trials be- 
gan in 1972, and after slow progress because of 
high toxicity, cisplatin became one of the most 
widely used anticancer drugs; it is the main 
reason for the spectacular successes in drug 
treatment of testicular and ovarian cancer. 
Thousands of analogs of cisplatin have been 
made and evaluated, with two major driving 
forces. 

of chloride-leaving groups. These hydrolyze 
much less rapidly, resulting in lower nephro- 
and neurotoxicity (the dose-limiting toxicity of 
carboplatin is myelosuppression), while re- 
taining the broad spectrum of activity of cis- 
platin (55). 

The second impetus to analog development 
has been to seek agents active in cell lines that 
become resistant to cisplatin. One mechanism 
of resistance to cisplatin is an increased ability 
to repair the DNA adducts formed (561, and 
analogs such tetraplatin (16; ormaplatin) and 
oxaliplatin (1 7), with trans- 1,2-diaminocyclo- 
hexane (DACH) ligands, were shown to be 
more effective against such resistant cell lines 
(57). These compounds proved to be neuro- 
toxic and tetraplatin was difficult to formu- 
late, but oxaliplatin has shown promise (58), 
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especially in colorectal cancer, where it is syn- 
ergistic with Bfluorouracil(59). A second sig- 
nificant mechanism of resistance is elevation 
of thiol levels (primarily glutathione) in cells 
(60). The drug ZD-0473 (18; JM-473) is more 
resistant than cisplatin to thiols, possibly be- 
cause of steric hindrance by the pyridine li- 
gand (61) and is in phase I1 clinical trials as an 
N formulation; an oral formulation is also in 
development (62). 

Satraplatin (19; JM216) is also being devel- 
oped as an orally available platinum agent 
(63). It has potent in vitro cytotoxicity against 
a variety of tumor cell lines and also had oral 
antitumor activity against a variety of murine 
and human subcutaneous tumor models in 
vivo, broadly comparable with the level of ac- 
tivity obtainable with parenterally adminis- 
tered cisplatin (64). Satraplatin has shown ac- 
tivity in phase I trials in lung cancer, with no 
neurotoxicity or nephrotoxicity (63), and 
responses have also been seen in small cell 
lung cancer and hormone refractory prostate 
cancer. 

AcO 

2.4.2 Mechanism and SAR. As with the ni- 
trogen mustards, the mechanism of action of 
the platinum complexes involves formation of 
DNA cross-links. In the platinum complexes, 
the chloride or carboxylato ligands are the 
leaving groups, with the m i n e  ligands being 
substitutionally inert and serving to modulate 
other properties. The bonds formed and bro- 
ken in this case are coordinate metal-ligand 
bonds that are not permanent but have char- 
acteristic half-lives (although these may be 
very long), making the chemistry quite differ- 
ent to that of the mustards. Thus the Pt-C1 
bonds in cisplatin (14) are more stable in the 
relatively high chloride conditions in plasma 
than they are in the lower chloride conditions 
inside cells, where the reaction with water to 
form aquo species is more facile (65). The cat- 
ionically charged aquo species have higher af- 
finity for DNA, and react primarily at guanine 
N7 sites in the major groove to form long-lived 
ammine complexes (Fig. 2.3). 

Cisplatin reacts with DNA to form a num- 
ber of different adducts. However, by far the 
most common are intrastrand guanine N7- 
guanine N7 adducts between adjacent gua- 
nines on the same strand (ca. 65%), followed 
by similar intrastrand guanine N7-adenine 
N7 adducts (ca. 25%), with DNA-protein 
cross-links and monofunctional adducts mak- 
ing up less than 10% and DNA interstrand 
adducts less than 1% of the total adducts. A 
major difference between mustards and plati- 
num complexes is that whereas hydrolysis in 
the former case is a deactivating event, lead- 
ing to loss of bifunctionality (and thus cross- 
linking ability), with platinum complexes, for- 
mation of the aquo species is a necessary 
activating process. Thus there is a much 
higher proportion of cross-links to monoad- 
ducts formed with platinum complexes than 
with mustards. The use of ['H, 15N] hetero- 
nuclear single quantum coherence (HSQC) 2D 
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Figure 2.3. Reaction of platinum species with DNA. 

NMR has recently allowed a better under- 
standing of the kinetics of the multiple pro- 
cesses involved in the reaction of platinum 
drugs with DNA (66). 

2.4.3 Biological Activity and Side Effects. 
While cisplatin is an extremely useful drug, it 
has many side effects. In addition to the my- 
elosuppressive activity typical of a DNA alky- 
lating agent, it also showed severe renal and 
neural toxicity. The analog development work 
described above has been aimed primarily to 
overcoming some of the these side effects. 
Thus carboplatin is less nephro- and neuro- 
toxic; tetraplatin, oxaliplatin, and ZD-0473 
are more effective against various types of re- 
sistance mechanisms; and satraplatin is orally 
effective. However, none of these compounds 
are overall more effective than cisplatin, and 
they do not show major differences in their 
interaction with DNA. 

2.4.4 Recent Developments: Increased In- 
terstrand Crosslinking. The tetracationic tri- 
platinum complex BBR 3464 (20) seems to 
represent a new structural class of DNA-mod- 
ifylng anticancer agents (67). It reacts with 
DNA faster than does cisplatin, suggesting 
rapid cellular uptake and nuclear access (68), 
to give a different profile of adducts than cis- 
platin, with about 20% being interstrand GG 
cross-links. DNA modified by BBR3464 cross- 
reacted with antibodies raised to transplatin- 
adducted DNA but not to antibodies raised to 
cisplatin-adducted DNA (67). BBR 3464 was 
30-fold more cytotoxic than cisplatin in L1210 
cells and showed no cross-resistance in sub- 
lines resistant to cisplatin because of impaired 
accumulation and lower DNA binding (69). 

Consistent with this, it was also highly active 
in a panel of cisplatin-resistant xenografts, 
giving longer growth delays (70). Unlike cis- 
platin, BBR 3464 was able to induce the p53/ 
p21 pathway to a similar extent in both cispla- 
tin-sensitive and -resistant cells (71), and had 
a quite different sensitivity profile to cisplatin 
in the U.S. National Cancer Institute's 60-cell- 
line screening panel (70). In a phase I trial 
using a single-dose schedule, no significant 
neural or renal toxicity was observed; the side- 
limiting toxicity at 0.17 mg/m2 was short-last- 
ing neutropenia (72). 

2.5 Cyclopropylindoles 

2.5.1 History. Interest in DNA minor- 
groove alkylating agents was stimulated by 
the discovery (73) of the natural product CC- 
1065 (21) from Streptomyces zelensis (74), 
which showed extraordinary potency in a 
number of animal tumor models (75) but with 
concomitant fatal delayed hepatotoxicity at 
therapeutic doses (76). An extensive synthesis 
program at Upjohn prepared a large number 
of analogs in an attempt to understand struc- 
ture-activity relationships for the class (77) 
and succeeded in developing the structurally 
simpler agents adozelesin (22) and the open- 
chain form carzelesin (23), which did not show 
the delayed hepatotoxicity of CC-1065 (78,79). 
The related semi-synthetic duocarmycin ana- 
log KW 2189 (24) is a carbamate prodrug, re- 
leasing the active moiety DU-86 (25) by ester- 
ase hydrolysis (80). KW 2189 has been 
prepared on a large scale by a three-step syn- 
thesis with an overall 55% yield from natural 
duocarmycin B2 (81). Although it is less po- 
tent than duocarmycin in cell culture assays, 
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it has high activity in a wide range of human groove of DNA with minimal structural distor- 
solid tumor xenografts in mice and lacks the tion, and subsequently, alkylate specifically at 
delayed lethal toxicity seen with some other the N3 position of adenine (83). This provides 
cyclopropylindoles (82). further evidence that targeting alkylating 

functionality to the DNA minor groove can 
2.5.2 Mechanism and SAR. These com- provide compounds of very high cytotoxic po- 

pounds bind initially reversibly in the minor tency. Whereas the lead compound is a natural 



2 Alkylating Agents 

product, it has sparked a vast amount of syn- pounds in the minor groove of DNA requires a 
thetic chemistry, and the analogs developed propellor twist of the cyclopropyldienone and 
for clinical studies are synthetic. It has been indole subunits around the amide bond, and 
proposed (84) that binding of these com- that this interrupts the vinylogous amide sta- 
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Figure 2.4. Alkylation of DNA by cy- OH 
clopropylindoIes. 

bilization of the cyclopropyldienone, activat- 
ing the conjugated cyclopropane electrophile 
(Fig. 2.4). Changes in the DNA binding side 
chain have only minor effects on the sequence 
selectivity of alkylation; both adozelesin (22) 
and carzelesin (23) alkylate DNA at the con- 
sensus sequences 5'-(A/T)(A/T)_A and 5'-(A/ 
T)(G/C)(A/T)_A are broadly similar (85) to 
the consensus sequence 5'-(A/T)(A/T)A for 
CC-1065. A series of analogs of KW 2189 with 
water-solubilizing cinnamate side-chains 
were reported to have potent in vivo antitu- 
mor activity and low peripheral blood toxicity 
compared with the trimethoxyindole conge- 
ners (861, and more potent ring A dialkylami- 
noalkyl derivatives have also been reported 
(87). 

2.5.3 Biological Activity and Side Effects. 
Many of the synthetic compounds developed 
from the original natural product lead were 
also extremely potent and showed broad-spec- 
trum activity in human tumor colony-forming 
assays (881, and both adozelesin (22) and car- 
zelesin (23) proceeded to clinical trial. How- 
ever, adozelsin had only marginal efficacy in a 
phase I1 trial of untreated metastatic breast 
carcinoma (89). Similarly, carzelesin showed 
no activity in a phase I1 trial in patients with a 
variety of advanced solid tumors (90). A phase 
I trial of KW 2189 (24) established the maxi- 
mum tolerated dose at 0.04 mg/m2/d when 
given daily for 5 days, with leukopenia, neu- 
tropenia, and thrombocytopenia as dose-limit- 
ing toxicities (91). A phase I1 pilot study in 
metastatic renal cell carcinoma showed a good 
safety profile but no activity (92). 

2.5.4 Recent Developments. Amino ana- 
logs (e.g., 26) of the corresponding phenolic 
open-chain forms (e.g., 27) were reported to 
have comparable cytotoxicity (93) and similar 
patterns of DNA interaction, alkylating pref- 
erentially at 5'-A(A/T)@ sequences (94). 
These have been proposed as effectors for tu- 
mor-activated prodrugs (see Section 5). 

2.6 Nitrosoureas 

2.6.1 History. This class of compounds has 
a long history, and extensive reviews exist on 
all aspects of their chemistry and biology (95). 
The initial impetus for their development 
came from screening at the U.S. National Can- 
cer Institute, where 1-methyl-3-nitro-1-nitro- 
sourea (28) showed some activity in the i n  vivo 
leukemia screen (96). Development of this 
lead resulted in the urea-based clinical agents 
BCNU (29; carmustine) and CCNU (30; lo- 
mustine). These reactive compounds have 
very short half-lives (a few minutes) (97), but 
their very lipophilic nature suggested they 
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might cross the blood-brain barrier and be 
useful in brain tumors (98). The more hydro- 
philic streptozotocin (31) is a natural product 
isolated from Streptomyces species. It was 
evaluated initially as an antibacterial agent 
but proved to be too toxic (99). 

2.6.3 Biological Activity and Side Ef- 
fects. Streptozotocin has been used as a com- 
ponent of multidrug protocols for Hodgkin's 
disease (102), and for pancreatic (103) and 
colorectal (104) carcinomas, where some re- 
sponses were seen, but the drug is not now 
widely used. A recent report (105) notes activ- 
ity of a streptozocin/o,pl-DDD combination in 
adrenocortical cancer. 

2.7 Triazenes 

NO 
2.7.1 History. Dacarbazine (32; DTIC) 

(28) came from studies by Shealy and co-workers, 
and has been well reviewed (106, 107). Mito- 
zolomide (33) was developed by Stevens and 
co-workers as a potential prodrug of linear 

=J, 1 ,a triazenes such as [5-(3-3-dimethyl-1-triaze- 
N N ny1)imidazole-4-carboxamidel (DTIC) (108). 
H I The same workers later followed up with the 

NO development of the related temozolomide 

(29) 
(341, which lacks the kchloroethyl group 
(109). 

2.6.2 Mechanism and SAR. The mecha- 
nism of the nitrosoureas is complex. They 
possess both alkylating and carbamoylating 
activities (100). Decomposition occurs sponta- 
neously in aqueous media by cleavage of the 
N-CO bond to give a diazoacetate (alkylating 
agent) and an isocyanic acid (carbamoylating 
agent) (101) (Fig. 2.5). 

2.7.2 Mechanism and SAR. The cyclic tria- 
zenes undergo base-catalyzed ring opening, 
followed by spontaneous decarboxylation. 
Thus, temozolomide (34) forms the open- 
chain triazene [5(3-methyl-1-triazeny1)imida- 
zole-4-carboxamide] (MTIC), which then frag- 
ments to a methyldiazonium species, the 
DNA-methylating agent (Fig. 2.6) (110). Te- 
mozolomide alkylates DNA primarily at the 
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Figure 2.5. Mechanism of action of ni- Carbamoylating Alkylating 
trosoureas. activity activity 

N7 of guanine, but 0 6  guanine alkylation also 
occurs. The rate of conversion to the alkylat- 
ing species is not influenced by the presence of 
DNA, suggesting no or very weak binding of 
the prodrug (110). As with mitozolomide, cy- 
totoxicity correlates with the alkylation of the 
06-position of guanine (111). L1210 cells 
treated with mitozolomide form DNA inter- 
strand cross-links, presumably through the 
2-chloroethyldiazo metabolite, suggesting this 
is a major mechanism of cytotoxicity (112). Mi- 
tozolomide preferentially alkylates DNA at 
guanines in runs of guanines, forming 7-hy- 
droxyethyl and 7-chloroethyl adducts (113). 

stone of drug therapy for malignant mela- 
noma (114, 115). It is metabolized by N-hy- 
droxylation, followed by N-demethylation, to 
give a monomethyltriazene that then methyl- 
ates DNA (116). No surprisingly, dacarbazine 
is strongly carcinogenic in animal models 
(117), suggesting it may also be a human 
carcinogen. 

Mitozolomide proved curative against a 
broad range of murine tumor models in vivo 
(118) and showed very pronounced antitumor 
effects in a range of human tumor xenografts 
(119). Cell lines with constitutive levels of 
06-methylguanine-DNA methyl-transferase 
(Mer+ phenotype) were less sensitive to the 
cytotoxic effects of mitozolomide, consistent 
with alkylation of the 06-position of guanine 
being the cytotoxic event (111). In 1998, mito- 

2.7.3 Biological Activity and Side Effects. 
Dacarbazine has been widely used for many 
years, and in particular, has been the corner- 

C O N H ~  

(31): temozolomide 

\ 
HN 9 

N r N+-CH3 + FN - N 
Methyldiazonium: 
(methylation at H2N MeHN , \NA(N 
G-N7 and G-06) CONH2 CONH2 

MTlC 

Figure 2.6. Mechanism of activation of temozolomide. 
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zolomide entered phase I clinical trials (120), 
but despite demonstrable activity in small-cell 
lung cancer (SCLC) and melanoma (121), un- 
predictable myelosuppression precluded fur- 
ther development (121,122). However, recent 
work in the successful transduction of human 
hematopoietic progenitor cells with variants 
of this enzyme has led to suggestions that this 
could be used clinically to protect against my- 
elosuppression, to allow safer use of agents 
like mitozolomide and temozolomide in con- 
junction with 06-benzylguanine (123, 124). 

Temozolomide also demonstrated good in 
vivo activity against a variety of mouse tumor 
models, including the TLX5 lymphoma (1251, 
and excellent antitumor activity, including 
cures, on oral administration to athymic mice 
bearing both subcutaneous and intracerebral 
human brain tumor xenografts (126). Many 
later studies confirmed the good activity in 
brain tumor models, and this, together with 
the lesser myelosupression seen in toxicology 
screens, led to phase I trials (127). Trials in 
radiotherapy-resistant astrocytomas con- 
firmed animal data suggesting that temozolo- 
mide efficiently passes the blood-brain barrier 
(128). Recent reviews show that oral temozo- 
lomide has almost 100% bioavailability, ac- 
ceptable non-cumulative myelosuppression, 
and is clinically useful in the treatment of gli- 
omas (129, 130) and brain metastases in ad- 
vanced melanoma (131). 

3 SYNTHETIC DNA-INTERCALATING 
TOPOISOMERASE INHIBITORS 

3.1 Introduction 

Intercalation as a mode of the reversible bind- 
ing of ligands to DNA was first described by 
Lerman (132) for the acridine proflavine (35). 
Intercalation involves insertion of the chro- 
mophore between the base pairs, and is now 
understood to be the major DNA binding mode 
of virtually any flat polyaromatic ligand of suf- 
ficiently large surface area and suitable steric 
properties. Intercalative binding is driven pri- 
marily by stacking (charge-transfer and di- 
pole-induced dipole) and electrostatic interac- 
tions, with entropy (dislodgement of ordered 
water around the DNA) of lesser and variable 
importance (133). A great deal of work has 

been done delineating the ligand structural 
properties that favor intercalation, the geom- 
etry, kinetics, and DNA sequence-selectivity 
of the binding process, and the effect of such 
binding on the structure of the DNA substrate 
(134). A very large number of compounds have 
been shown to be DNA intercalating agents, 
and many of these show cytotoxic activity. In 
the early 1980s, it was shown that these cyto- 
toxic effects were primarily caused by the com- 
pounds forming ternary complexes with DNA 
and the enzyme topoisomerase 11, altering the 
position of equilibrium and trapping a reac- 
tion intermediate termed the "cleavable com- 
plex" (135, 136). The DNA intercalators are 
now recognized collectively as a major class of 
topoisomerase poisons. 

The topoisomerases are enzymes that reg- 
ulate DNA topology by successive cleavage-re- 
ligation reactions and are a major target for 
anticancer drugs. Topoisomerase (topo) I1 is a 
homodimeric protein, associated with the mi- 
totic chromosome scaffold. It initially binds to 
DNA reversibly and then executes a series of - 
concerted strand-breaking and religation pro- 
cesses to relieve torsional stresses generated 
during DNA replication (137). Whereas many 
types of agents interfere to some extent with 
the normal function of top0 11, DNA-interca- 
lating agents in particular have the ability to 
cause lethal DNA double-strand breaks. The 
observation of these breaks, characterized by 
protein covalently attached to the 5'-ends, 
first led to suggestions (135) that a topoisom- 
erase enzyme was involved. It is now clear that 
the primary mode of cytotoxicity of most DNA 
intercalating agents involves inhibition of the 
religation step of the action of the enzyme 
mammalian DNA top0 I1 (138,139). The top0 
I1 enzyme has major isozymes coded by two 
separate genes (140). The IIa isozyme (170 
kDa) maps (141,142) to chromosome 17, is the 
regulated during the cell cycle, and is the tar- 
get of virtually all of the DNA intercalators. 
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Table 2.2 Synthetic Topoisomerase (topo) Inhibitors Used in Cancer Chemotherapy 

Generic Name (Structure) Trade Name Originator Chemical Class 
- 

Topo I1 inhibitors 
amsacrine (39) 
asulacrine (40) 
mitoxantrone (41) 
BBR 2778 (43) 
losoxantrone (45) 
piroxantrone (46) 

Dual top0 I/II inhibitors 
DACA (51) 
intoplicine (52) 
TAS 103 (53) 
DMP 840 (58) 

Amsidyl Warner-Lambert 
Sparta 

Novantrone Wyeth 
Boehringer 
Warner-Lambert 
Warner-Lambert 

XR-5000 Xenova 
Ilex 
Taisho 
Knoll 

9-anilinoacridine 
9-anilinoacridine 
anthracenedione 

Acridine 
Pyridoindole 
Indenoquinolone 
Bis(naphtha1imide) 

The IIP isozyme (180 kDa) maps (143) to chro- 
mosome 3 and becomes the predominant 
isozyme in both non-cycling cells and in cells 
resistant to "classical" top0 I1 agents (138, 
143). 

3.2 Clinical Use of Agents 

The most commonly used synthetic topoisom- 
erase inhibitors are listed in Table 2.2, to- 
gether with some interesting new agents in 
early clinical development. A large number of 
synthetic DNA-intercalating agents have been 
developed, representing a broad range of 
chemistries. Many of these have been evalu- 
ated in early clinical trials, but relatively few 
have shown useful activity. Apart from syn- 
thetic analogs of natural products such as the 
anthracyclines (which will not be covered 
here), the major subclasses of clinically useful 
synthetic DNA intercalators are the acridines 
and the anthracenediones. In contrast, the 
most important top0 I inhibitors are derived 
from the natural product camptothecin and 
will also not be covered here. 

3.3 Topo I I  Inhibitors 

3.3.1 History. The two main classes of syn- 
thetic top0 I1 inhibitors are the 9-anilinoacri- 
dines and the anthracenediones. The 9-anili- 
noacridine amsacrine evolved from work 
carried out by Cain and associates on anti-leu- 
kemic quinolinium-type agents (1441, which 
they suggested intercalated following initial 
minor groove binding of the remainder of the 
molecule (145). A series of acridinium analogs 

(e.g., 36) were more active (146), and later 
work showed that these compounds, with the 
larger chromophore, did intercalate DNA 
(147). The acridinium series proved unique in 
that unquarternized derivatives (e.g., 37) 
were also active, and a series of progressively 
simpler analogs led to the methanesulfon- 
amide (38) (148), which had superior water- 
solubility, stability, and biological activity. 
Further work, on the basis of a theory that 
high electron density at the 6'-position was 
favored (149), showed that a 3'-methoxy group 
greatly increased potency, resulting in amsa- 
crine (39; m-AMSA). Following detailed. mi- 
mal testing, the U.S. National Cancer Insti- 
tute initiated clinical trials in 1974 (150). 
Encouraging results in both leukemias and 
lymphomas (1501, with an apparent lack of 
cross-resistance to doxorubicin (1511, resulted 
in amsacrine becoming the first synthetic 
DNA intercalator to show clinical efficacy 
(152). 

The success of amsacrine led to a search for 
analogs with a broader spectrum of action. Be- 
cause the high pKa (8.02) of amsacrine was 
thought to play a part in limiting its distribu- 
tion, analogs with a lower pKa that still re- 
tained high DNA binding and had improved , 
aqueous solubility were sought. QSAR studies 
(153) suggested that the anilino side chain was 
close to optimal, and focused attention on the 

i 
4- and 5-positions as being the most suitable 
for modification. Carboxamide substituents 
were seen as favourable for lowering pKa, and 
several 4- and 3-carboxamides, including the 
4-methyl-5-methylcarboxamide (40; asula- 
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crine) were studied in detail (154). This proved 
the most active of a series evaluated for oral 
activity (155) was the best against both a hu- 
man solid tumor cell-line panel (156) and a 
wide range of murine solid tumors in uivo 
(157), and was selected for clinical trial. 

Mitoxantrone (41) was discovered through 
screening of industrial dye compounds (158). 

Both it and the des-hydroxy analog amet- 
antrone (42) showed broad-spectrum activity 
in animal tumor models (159), and mitox- 
antrone has become probably the most widely 
used synthetic DNA intercalating agent. 

3.3.2 Mechanism of Action and SAR. Drugs 
aimed at topoisomerases can work in one or 
both of two ways; by inhibiting the ability of 
the enzyme to relax DNA by preventing its 
initial cleavage function or by preventing reli- 
gation of the transient "cleavable complex" 
(stabilization of the cleavable complex), re- 
sultingin enhanced strand breaks. The second 
is the more cytotoxic process and is the mech- 
anism by which the majority of top0 inhibitors 
(or, more accurately, top0 poisons) work. 
Much of the early structure-activity relation- 
ship (SARI work on the DNA intercalator class 
of drugs focused around their interaction with 
DNA, delineating the requirements for suc- 
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cessful intercalation and tight binding (134). 
Early SAR studies for several classes of inter- 
calators showed positive relationships be- 
tween cytotoxic potency and strength of DNA 
binding (160, 161) and long residence times 
for the intercalators at individual DNA sites 
(162). However, the discovery that the pri- 
mary mode of cytotoxicity of these compounds 
was inhibition of top0 I1 through formation of 
a ternary drugPNNprotein complex (138, 
139) made it clear that drug design through 
modeling of DNA binding properties alone 
could be misleading. 

Amsacrine binds to DNA by reversible, en- 
thalpy-driven (163) intercalation of the acri- 
dine chromophore, with an association con- 
stant of 1.8 x lo5 M-' for calf thymus DNA in 
0.01 M salt (164). By analogy with the crystal 
structure determined for 9-aminoacridine 
binding to a dinucleotide (165), amsacrine was 
postulated to bind with the anilino ring lodged 
in the minor groove, with the 1'-substituent 
pointing tangentially away from the helix, and 
the possibility of it thus interacting with an- 
other (protein) macromolecule to form a ter- 
nary complex was noted (164). This conforma- 
tion was also supported by energy calculations 
(133,166). In the ternary cleavable complexes, 
DNA intercalation of the acridine occurs, and 
the anilino side-chain seems to specifically in- 
teract with the enzyme as well (167,168). 

Amsacrine causes comparable levels of cell 
killing in yeast transfected with either human 
top0 IIa or IIP, whereas etoposide, doxorubi- 
cin, and mitoxantrone produced higher de- 
grees of cell killing with top0 IIa (169). How- 
ever, the sensitivity of a panel of human breast 
cancer cell lines to amsacrine was shown to 
correlate better with the level of expression of 
the top0 IIa protein (although not with the 
level of top0 IIa mRNA) (1701, suggesting that 
the former is the most important mechanism 
of resistance to these top0 I1 inhibitors. A hu- 
man SCLC line (GLC4) with acquired resis- 
tance to amsacrine did not overexpress P-gly- 
coprotein, and it had an 82% decrease in 
topoIIP protein but no change in topoIIa pro- 
tein level (171). A classification of antitumor 
drugs by their top0 11-induced DNA cleavage 
activity and sequence preference placed amsa- 
crine in the class that enhanced the stabiliza- 
tion of cleavable complexes at a single major 

site, actingupstream of the DNA cleavage step 
through enhancement of cleavage (172). Am- 
sacrine seems unique among top0 I1 poisons in 
that its ability to trap both top0 IIa- and top0 
IIpinduced lesions is only modestly reduced 
in ATP-depleted cells; it is suggested that am- 
sacrine produces mainly prestrand passage 
DNA lesions, whereas other top0 I1 poisons 
only stabilize poststrand passage DNA lesions 
in intact cells (173). Studies with amsacrine 
and other top0 I1 poisons in HeLa (174) and 
AHH-1 human lymphoblastoid (175) cells sug- 
gest that these compounds can induce cell 
death by apoptosis. However, whereas amsa- 
crine induced apoptosis in wild-type SCLC 
cells, it did not do so in an amsacrinelcampto- 
thecin-resistant subline, and no significant 
difference in the expression of several genes 
(c-myc, bc12, c-jun, p53) involved in the apo- 
ptotic process was seen in either the parental 
and resistant cells after drug treatment. 
These data suggest that modulation in the ap- 
optotic pathway could be an additional mech- 
anism of resistance to amsacrine and other 
top0 I1 agents (176). 

Mitoxantrone also binds reversibly to DNA 
by intercalation (177), with an unwinding an- 
gle of 23", probably with the chromophore in- 
serted perpendicular to the base-pair axis with 
the side-chains lying in the major groove 
(178), although this has not been rigorously 
proven. Footprinting studies show the pre- 
ferred intercalation site for mitoxantrone to 
be 5'-(A/T)CG or 5'-(A/T)CA sites (179). Mi- 
toxantrone and the related ametantrone (42) 
bind tightly and about equally well to DNA 
with association constants of about 5 X lo6 
M-I at physiological salt concentrations (1801, 
but mitoxantrone has about fourfold slower 
dissociation kinetics (177,181). The higher cy- 
totoxicity of mitoxantrone compared with 
ametantrone correlated with its higher capac- 
ity to induce top0 11-mediated cleavable com- 
plexes, suggested because of greater stability 
of the ternary complex (182). However, 
whereas mitoxantrone showed a similar ca- 
pacity to amsacrine at inducing cleavable com- 
plexes, it is considerably more potent and able 
to induce much more long-lived blocks at the 
G2 stage of the cell cycle (183). It induces DNA 
fragmentation and activates caspases, demon- 
strating that the ultimate cytotoxic effect is 
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induction of apoptosis (184). Mitoxantrone is 
readily oxidized (for example by human my- 
eloperoxidase) to metabolites that covalently 
bind to DNA (185). It also, like the anthracy- 
clines, forms formaldehyde-induced adducts 
that function as virtual interstrand cross- 
links (186). Both of these properties may be 
relevant to its biological activity. However, as 
with many other intercalators, mitoxantro- 
ne's cytotoxicity is caused largely by inhibition 
of top0 11. 

3.3.3 Biological Activity and Side Effects. 
The clinical use of amsacrine is mainly in 
acute myeloid leukemia. Amsacrine/etoposide 
therapy with or without azacitidine in re- 
lapsed childhood acute myeloid leukemia was 
effective (34% complete responses), with aza- 
cytidine not improving response rates (187). 
Recent successful use in various adult leuke- 
mias has also been reported (188-190). Arnsa- 
crine has generally not been successful in the 
treatment of solid tumors, except for some re- 
sponses in head-and-neck cancer, where high- 
dose amsacrine was a toxic but very effective 
drug for first-line treatment (191), with a re- 
sponse rate of 65%. Whereas much less cardio- 
toxic than the anthracyclines, pre-exposure to 
amsacrine is a risk factor for cardiotoxicity af- 
ter anthracycline treatment for childhood can- 
cer (192). 

Asulacrine showed a similar mechanism of 
action to amsacrine, generating DNA protein 
cross-links and DNA breaks through inhibi- 
tion of top0 I1 (193, 194). In initial phase I1 
trials, some drug-induced remissions were 
seen in non-small-cell lung cancer and breast 
cancer but not in colorectal and gastric cancer 
(195, 196). A pilot study of a trial of oral ad- 
ministration has been reported (1971, but 
there are no reports of asulacrine being used 
clinically in combination therapy. 

Mitoxantrone is used in first-line therapy 
for acute myelocytic leukemia (AML) (1981, 
and along with cytosine arabinoside, is sug- 
gested as salvage therapy in AML and chronic 
myelocytic leukemia (CML) (199). In combina- 
tion with a steroid, it is the drug of choice for 
palliative treatment of hormone-resistant 
prostate cancer (200). It is also an effective 
treatment for secondary progressive multiple 
sclerosis, but the duration of treatment is lim- 

ited by cumulative cardiotoxicity (201). Again, 
whereas less cardiotoxic than the anthracy- 
clines, mitoxantrone has been shown to have 
cumulative cardiotoxic effects (202). Mitox- 
antrone is genotoxic in the in vitro micronu- 
cleus test and in mutation assays (203) and 
has been reported to induce secondary cancers 
after use in the treatment of breast cancer 
(204). Resistance to mitoxantrone can develop 
in a number of ways: by lower expression of 
top0 I1 (205), by expression of a top0 I1 with 
altered DNA cleavage activity (206), by de- 
creased drug uptake even in the absence of 
elevated levels of P-glycoprotein (207), and by 
inherent resistance to the induction of apopto- 
sis (208). Many cells develop multifactorial re- 
sistance to mitoxantrone (209). 

Topoisomerase inhibitors are also known 
to be tumorigenic, related to the formation of 
multiple DNA strand breaks. A frequent chro- 
mosomal translocation is at llq23, where the 
myeloid-lymphoid leukemia (MLL) gene is lo- 
cated (281, but other translocations are also 
seen. The onset of induction of AML is shorter 
than with alkylating agents, with the average 
around 2 years and an incidence of 2-12% 
(210). Anthracyclines, mitoxantrone, and epi- 
podophyllotoxins have all been shown to in- 
duce AML (2 11). 

3.3.4 Recent Developments: Compounds 
with Lower Cardiotoxicity. The development 
of analogs of mitoxantrone has been driven 
largely by the requirement for lower cardio- 
toxicity. Two broad classes of analogs can be 
distinguished, and much work has been done 
on both. The first are close analogs of mitox- 
antrone, where the tricyclic chromophore has 
been maintained and variations occur in the 
side-chains or the chromophore atoms. In a 
study of aza analogs, Krapcho and co-workers 
found that the positioning of the aza group 
was critical, with the Paza derivative (43; 
BBR 2778) being the most potent (212). This 
bound less tightly to DNA but induced top0 
11-mediated DNA cleavage (213). Preclinical 
studies showed (43) has a better therapeutic 
index and lower cardiotoxicity than mitox- 
antrone (214), and a phase I trial has been 
reported (215). 

The second broad class are tetracyclic com- 
pounds, primarily the imidazoacridinones and 
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the anthrapyrazoles. Showalter and col- 
leagues at Parke-Davis, in search of less car- 
diotoxic agents, developed these initially. 
They laid down the basic SAR, showing that 
activity was maximal with alkylamino side- 
chains at the N-2 and C-5 ~ositions with two to 

A 

three carbon spacers between proximal and 
distal nitrogens and showed they induced less 
oxygen consumption than doxorubicin in the 
rat liver microsomal system (216). These com- 
pounds bind very tightly to DNA by intercala- 
tion, with association constants around 2 x 
los M- l (217). They were highly active in mu- 
rine leukemias and a range of human tumor 
xenografts (2181, and three (44-46) were se- 
lected for preclinical evaluation (219). This 
early judgment was vindicated by the fact that 
all three of these later went forward to clinical 
trial. Teloxantrone (44) did receive a clinical 
trial (220) but has not been further reported 
on. However, losoxantrone (45) and pirox- 
antrone (46) have been more widely studied. 
Piroxantrone (46) showed some responses in 
phase I trials (221), but this was not borne out 
in phase I1 trials (222,223). Losoxantrone (45) 
showed classical top0 I1 inhibition (2241, and a 
number of phase I trials were conducted in 
which the dose limiting toxicity was leucope- 
nia; some non-cumulative cardiotoxicity was 
also seen (225). The major metabolites de- 
tected in humans resulted from oxidation of 
the hydroxymethylene side-chains to either 
mono- or dicarboxylic acid derivatives (226, 
227). A phase I1 trial in hormone-refractory 
metastatic prostate cancer showed improve- 
ment of clinical symptoms in one-third of pa- 
tients (2281, and the drug is reported to be 
currently in phase I11 development (227). 

Structure-activity studies on imidazo- 
acridinones (229) identified (47) (C-1311) as a 
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(44) X = OH, R = (CH&NHCH3 
(45) X = H, R = (CH2)2NH(CH2)20H 
(46) X = OH, R = (CH2)3NHz 

potential anticancer drug that intercalates 
DNA (230), inhibits the catalytic activity of 
top0 11, and has broad-spectrum solid tumor 
activity (231). It is reported to be in a phase I 
clinical trial (232). 

3.4 Dual Topo Ill1 Inhibitors 

3.4.1 History. The top0 I and top0 I1 en- 
zymes are expressed at different absolute lev- 
els in different cell types. Topo I1 levels are 
reported to be high in many breast and ovar- 
ian lines (2331, whereas top0 I levels are re- 
ported to be high in many colon cancer lines 
(234); the good clinical activity of camptoth- 
ecin analogs against colon tumors has been 
suggested because in part of this high level of 
top0 I expression (235). The time-course of ex- 
pression of top0 I and top0 I1 also differs mark- 
edly, with top0 I1 levels at their highest during 
S-phase, whereas levels of top0 I remain rela- 
tively constant through the cell cycle (236). 
Because expression of either enzyme seems to  
be sufficient to support cell division, the devel- 
opment of resistance to top0 I inhibitors is of- 
ten accompanied by a concomitant rise in the 
level of top0 I1 and vice versa (237,238). 
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Thus, one of the recent interests in top0 
inhibitors has been in agents capable of simul- 
taneous inhibition of both enzymes, although 
relatively few compounds have been reported 
as dual top0 1/11 inhibitors (239). The anthra- 
quinone saintopin (48) is a potent poison of 
both top0 I and top0 I1 (240) but has not been 
developed as a drug. The quaternary alkaloid 
nitidine (49) is reported (241) to be a dual poi- 
son, although more active against top0 I. The 
related quaternary salt NK 109 (50) is de- 
scribed as a top0 I1 poison, but etoposide-resis- 
tant lines with reduced top0 I1 levels are still 
sensitive (2421, suggesting a dual activity. 
Most work has been focused on the DNA in- 
tercalators DACA (51; XR-5000), intoplicine 
(52), and TAS 103 (53). 

intercalating agents (243) with well-defined 
structure-activity relationships for both chro- 
mophore and side-chain (244). The derived 
acridine-4-carboxamide analog (51) (DACA) 
also binds to DNA by intercalation and in- 
duces DNA cleavage in the presence of either 
top0 I or top0 I1 enzymes, being unaffected by 
either P-glycoprotein-mediated multidrug re- 
sistance or "atypical" multidrug resistant 
caused by low top0 I1 activity (245). DACA 
showed remarkable activity against multidrug 
resistant cells (246) and in vivo activity 
against the Lewis lung carcinoma (247), lead- 
ing to clinical evaluation. 

The DNA-intercalating (248) pyridoindole 
The 9-aminoacridine-4-carboxamides were 

first reported in 1984 as a new class of DNA- 
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intoplicine (52) is reported to also be a dual 
top0 ID1 poison (248, 249). Analogs of into- 
plicine that were only top0 I or top0 I1 poisons 
were less cytotoxic (248), suggesting the pos- 
sible use of a dual poisoning ability. Into- 
plicine showed activity in a variety of human 
tumor explants in a soft agar cloning assay 
(250) and in transplantable mouse tumors in 
vivo (251). Phase I trials of intoplicine have 
been conducted (252,2531, but phase I1 trials 
have not been reported. 

The indenoquinolone TAS-103 (53) is also 
reported to be a DNA-intercalating agent 
(254) and to enhance both top0 I- and top0 
11-mediated DNA cleavage in treated cells 
(255), but it is now considered that top0 I1 is 
the primary cellular target (256). TAS-103 
showed broad-spectrum activity against a 
number of cell lines, with no cross-resistance 
in cells with lower top0 I expression and only 
slight cross-resistance in those where top0 I1 
was down-regulated (257). A phase I clinical 
trial of TAS 103 recommended a dose of 130- 
160 mg/m2 for phase I1 trials (2581, but these 
have not yet been reported. 

3.4.2 Mechanism and SAR. There seems to 
be no clear structural features predisposing to 
dual top0 ID1 activity. Raman and CD studies 
of intoplicine analogs suggest that the dual 
poisoning abilities of intoplicine are a result of 
its ability to simultaneously form two types of 
DNA complexes: a "deep intercalation mode" 
responsible for top0 I-mediated cleavage and 
an "outside binding mode" responsible for 
top0 11-mediated cleavage (259). 

3.4.3 Biological Activity and Side Effects. 
The primary route of metabolism of DACA is 
oxidation at C-9 by aldehyde oxidase to give 
the acridone (54), although oxidative demeth- 
ylation of the side-chain dimethylamino group 
has also been observed (260). Pharmacological 
studies showed high binding to human al-acid 
glycoprotein, followed by albumin (261). In 
phase I clinical trials, the major urinary me- 
tabolite was the N-oxide (54), whereas the ma- 
jor plasma metabolites (262) were (54) and 
(55). The maximum tolerated dose in initial 
phase I trials was 750 mg/m2 using a 3-h infu- 
sion, with the dose-limiting toxicity being arm 
pain of unknown cause at the infusion site 

(263) (avoidable using a 5-day infusion). Phaa 
I trial reports for intoplicine noted hepatotox, 
icity rather than myelosuppression as the ma. 
jor dose-limiting toxicity (264). 

3.4.4 Recent Developments: bis Analogs as 
Dual Topo 1/11 Inhibitors. Because of the early 
SAR suggesting a positive correlation between 
cytotoxic potency and the strength of DNA 
binding and because bis-intercalation would 
theoretically greatly increase DNA binding, 
many dimeric compounds designed as bis-in- 
tercalators were evaluated as anticancer 
drugs (134, 265). However, the biological ac- 
tivities of these compounds were generally dis- 
appointing. The bis(acridine) (56) was consid- 
ered for clinical trial (266) but had significant 
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4 Antimetabolites 

CNS toxicity, and the bis(el1ipticine) analog 
ditercalinium (57) had unacceptable mito- 
chondrial toxicity (267). 

More recently, several series of dimers of 
more lipophilic chromophores have shown po- 
tent and broad-spectrum activity against a va- 
riety of human solid tumor cell lines, both in 
culture and as xenografts in nude mice. The 
bis(naphthalimide) analog DMP 840 (58) was 
curative in a variety of human solid tumor 
xenografts in nude mice (268). A series of bi- 
~(imidazoacridinones) (e.g., 59; WMC-26) 
showed highly selective cytotoxicity towards 
human colon carcinoma cells both in culture 
and in xenografts, although it seems that it is 
not a bis-intercalating agent (269). Several se- 
ries of bis analogs of tri- and polycyclic carbox- 
amides, including acridines (270) (e.g., 601, 
phenazines (271) (e.g., 61), and indenoquino- 
lines (272) (e.g., 62), are also potent cytotoxic 
agents and dual top0 1/11 inhibitors. SAR stud- 
ies of these compounds (270-273) show that 
both chromophore substitution and linker 
chain variations can significantly affect po- 
tency. The dicationic bis(phenazine) (63; 
XR5944) is of particular interest, with sub- 
nanomolar potency in a range of human cell 
lines (274) and active in multidrug-resistant 
cell lines in vitro and in vivo (275). 

4.1 Introduction 

The class of compounds known broadly as an- 
timetabolites interfere in varying ways with 

the synthesis of DNA. Along with the alkylat- 
ing agents, antimetabolites such as metho- 
trexate (65), Bfluorouracil (73), cytosine ar- 
abinoside (74), and 6-mercaptopurine (j6) 
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were some of the earliest drugs used in cancer 
chemotherapy. 

4.2 Clinical Use of Agents 

The most commonly used antimetabolites are 
listed in Table 2.3. These compounds are in- 
variably used in combination with other 
agents in multidrug therapy regimens. 

4.3 Antifolates 

4.3.1 History. Antifolates interfere at var- 
ious points in the process (folic acid metabo- 
lism) that provides the one-carbon unit 
required to convert deoxyuridine monophos- 
phate to thymidylic acid for synthesis of the 
pyrimidines (Fig. 2.7). They are also key inter- 
mediates in the glycinanide ribonucleotide 
(GAR)-formyltransferase- and aminoimida- 
zole carboxamide ribonucleotide (AICR)- 

formyltransferase-mediated construction of 
the purines (276). The first antifolate used 
clinically was aminopterin (64) and was rap- 
idly followed by methotrexate (65), which was 
registered for clinical use in 1953. These "clas- 
sical" (glutamate-containing) antifolates bind 
tightly to the enzyme dihydrofolate reductase 
(DHFR; Fig. 2.7). Methotrexate has been very 
widely used and has been extensively reviewed 
(277,278). A more recent classical antifolate is 
the 10-ethyl analog edatrexate (66). This was 
developed following observations that 1-alkyl 
analogs showed better relative uptake into tu- 
mor tissue, and edatrexate shows enhanced 
uptake, retention, and polyglutamate forma- 
tion in tumor cells (279). Whereas edatrexate 
binds to DHFR similarly to methotrexate, it 
showed better activity in animal tumor models 
(280), including models resistant to metho- 
trexate (281). Resistance to methotrexate 
arises in several ways, the most important of 
which are elevation of DHFR levels and low- 
ering of both folate transport and polyglu- 
tamylation activities (282). 

The enzyme thymidylate synthase (TS) is 
also intimately involved in folate metabolism, 
catalyzing the reductive methylation of de- 
oxyuridine monophosphate (dUMP) to thymi- 
dylate (dTMP), a reaction in which N5,N10- 
methylenetetrahydrofolate is a cofactor .(Fig. 
2.7). Whereas the pyrimidine-binding site on 

Table 2.3 Antimetabolites Used in Cancer Chemotherapy 

Generic Name (Structure) Trade Name Originator Chemical Class 

Folic acid analogs 
methotrexate (65) 
edatrexate (66) 
raltitrexed (68) 
permetrexed (69) 
trimetrexate (70) 
piritrexim (71) 
nolatrexted (72) 

Pyrimidine analogs 
5-fluorouracil(73) 
cytosine arabinoside (74) 
gemcitabine (75) 

Purine analogs 
6-mercaptopurine (76) 
6-thioguanine (77) 
fludarabine (78) 
2'-deoxycoformycin (79) 
2-chloro-2'deoxyadenosine 

Burroughs-Wellcome 
Glaxo-Wellcome 

Supergen Inc 
Bedford Laboratories 

folate analog 
folate analog 

Tomudex Lilly 

NeuTrexin US BioScience 
Burroughs-Wellcome 

Thymitaq Zarix 

Adrucil Roche pyrimidine 
Cytosar Pharmacia & Upjohn pyrimidine 
Gemzar Lilly pyrimidine 

Purinethol 
Lanvis 
Fludara Berlex Laboratories purine 
Pentostatin 
Cladribine 
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(H0)2(O)PO H 

dihydrofolic acid 

dTMP 

OH 
H 

H 

,'\ tetrahydrofolic acid 

\ K,.N7N'] I".1 hydroxymethyl 

HN transferase 
I 

H 

N5,N'O-methylene- 
tetrahydrofolic acid 

Figure 2.7. Folate biosynthesis. 

( 6 4 ) R = H , X = N  
(65) R  = CH3, X  = N  
(66) R = Et, X  = CH 

the Ts enzyme has been a major target for 
anticancer drugs such as 5-fluorouracil (see 
Section 4.4), it also has a folate-binding site 
that has been a target for drug development. 
Methotrexate itself binds weakly to this site, 
and can exercise cytotoxicity through TS inhi- 
bition in cells that highly overexpress DHFR 
(283). The design of highly specific inhibitors 
of the folate binding site of TS led initially to 
the quinazoline derivative CB 3717 (67) (284, 
285). This proved to be a tight-binding inhibi- 

tor of TS (Ki 4.5 nM), with 10-fold selectivity 
over DHFR, with the ability to undergo poly- 
glutamylation in cells to metabolites that are 
more potent and more selective for TS over 
DHFR (286). CB 3717 showed some activity in 
a number of phase 1/11 clinical trials, but se- 
vere nephrotoxicity, caused probably by pre- 
cipitation of drug in the kidneys (287), led to 
its withdrawal (288). 

Raltitrexed (68; tomudex) is another "clas- 
sical" folic acid derivative that exerts its ther- 
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apeutic effect through by inhibition of the fo- 
late site of TS (289). It is polyglutamylated in 
cells into metabolites that are more potent in- 
hibitors of TS than the parent drug and are 
retained in cells. Raltitrexed showed activity 
in a number of tumor types in phase ID1 trials, 
but a major use may be in colon cancer. Here it 
shows activity similar to 5-fluorouracil (re- 
sponse rates of 14-19%) but with lesser toxic- 
ity (290), although the results of a recent 
phase IIDII trial question this (291). 

4.3.2 Mechanism and SAR. Methotrexate 
(65), introduced in 1953, and the related ami- 
nopterin (64) bind to DHFR, preventing 
transfer of the one-carbon unit from dihydro- 
folic acid to methylenetetrahydrofolic acid and 
ultimately to thymidine (Fig. 2.7). Methotrex- 
ate is taken into cells by the folate transporter 
and converted in cells to active polyglutamate 
metabolites by folylpolyglutamate synthase 
(297); this also has the effect of trapping the 
drug in cells (279). A large amount of work has 

Permetrexed (69; MTA) also has TS as a 
major target, with DHFR and glycinamide 
ribonucleotide formyltransferase (GARFT) 
being important secondary sites of action 
(292). Permetrexed is an excellent substrate 
for FPGS, and it and its polyglutamylated 
metabolites are potent inhibitors for all of 
the above enzymes (293). Permetrexed per- 
formed well in the human tumor-cloning as- 
say against colorectal (32% of cell lines in- 
hibited) and non-small-cell lung cancer (25% 
of cell lines inhibited) (294). It showed broad 
antitumor activity in phase I1 trials with 
breast, colon, pancreatic, bladder, head-and- 
neck, and cervical carcinomas, and non- 
small-cell lung cancer, both as a single agent 
and in combination with agents such as gem- 
citabine and cisplatin, and it is in phase I11 
evaluation (295, 296). 

been done to delineate the SAR for 2,4-diamin- 
opteridines binding to DHFR, but no clinical 
successor to methotrexate as a DHFR inhibi- 
tor has yet been found among the "classical" 
antifolates (2871, although edatrexate (66) is 
still in development. Because there is also a 
folate site on TS, these compounds have some 
level of binding to this as well. CB 3717 and 
raltitrexed were designed specifically to target 
TS rather than DHFR, whereas permetrexed 
is closer to a general folate pathway inhibitor. 

4.3.3 Biological Activity and Side Effects. 
Methotrexate has broad-spectrum clinical ac- 
tivity and is still the most widely used antifo- 
late, despite high myelosupressive activity and 
frequent development of resistance by various 
mechanisms. The newer antifolates have 
broadly similar toxicity profiles. 
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4 Antimetabolites 

4.3.4 Recent Developments: Lipophilic An- 
tifolates. These compounds were designed to 
circumvent resistance to methotrexate that 
arises by reduced folate uptake or reduced 
polyglutamylation. They are relatively li- 
pophilic compounds, lacking a glutamate resi- 
due, that get into cells by passive diffusion. 
The first examples to receive clinical evalua- 
tion were trimetrexate (70) and piritrexim 
(71). Trimetrexate was superior to metho- 
trexate in animal models, with activity in 
methotrexate-resistant lines (298) but (unlike 
methotrexate) is susceptible to P-glycopro- 
tein-mediated multidrug resistance (299). 
Trimetrexate (70) has had extensive clinical 
trials and has shown activity in a number of 
tumors, including breast, non-small-cell lung, 
head-and-neck, and prostate (300), and partic- 
ularly in colon cancer in conjunction with 
5-fluorouracil/leucovorin (301). Piritrexim 
(71) was chosen for development from a range 
of lipid-soluble diaminoheterocyclic com- 
pounds on the basis of potent DHFR in- 
hibition and minimal effects on histamine me- 
tabolism (302). Piritrexim is about 75% bio- 
available when given orally (303), and in phase 
I1 trials showed some activity using oral dos- 
ing in bladder cancer (304). It is also more 
effective than methotrexate in severe psoria- 
sis, because its lack of polyglutamylated me- 
tabolites makes it less hepatotoxic in long- 
term dosing (305). 

Nolatrexed (72; thymitaq) is a lipophilic fo- 
late analog designed as a TS inhibitor, using 
structure-based methods to maximize binding 
at the folate site (306). It is a potent (Ki 11 
nM), non-competitive inhibitor of human TS, 
with modest growth-inhibitory effects (IC,,s 
0.4-7 phi) against a wide variety of murine 
and human cell lines. Nolatrexed does not en- 
ter cells by the reduced folate carrier, is  not 
polyglutamylated, and does not inhibit DHFR. 
The activity of the drug is abrogated by thymi- 
dine (but not hypoxanthine), and TS over- 
expressing cells are strongly resistant, demon- 
strating that the primary target is TS (307). 
Oral bioavailability in rats was 30-50%, and 
oral nolatrexed showed curative activity 
against both IP- and IM-implanted thymidine 
kinase-deficient murine L5178YITK-lympho- 
mas (306). Combinations of nolatrexed and 
cisplatin showed synergistic activity in both 
5-FU- and cisplatin-resistant ovariant and co- 
lon cancer cells (306). Modest effects were 
seen in phase I1 trials of nolatrexed in ad- 
vanced hepatocellular carcinoma (3071, and 
phase I combination studies with paclitaxel 
are ongoing (310). 

4.4 Pyrimidine Analogs 

4.4.1 History. The pyrimidine analogs 
5-fluorouracil (73) and cytosine arabinoside 
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74; ara-C, cytosar) were developed from a 
knowledge of DNA metabolism (2) and were 
registered for clinical use in 1962 and 1969, 
respectively. A huge amount of work has gone 
into developing further analogs, and this has 
recently begun to pay off with the more recent 
introduction of gemcitabine (75; gemzar). 

4.4.2 Mechanism and SAR. The mecha- 
nisms by which 5-fluorouracil (73) exerts its 
cytotoxicity have been extensively reported 
(311,312). It is converted in cells to the mono- 
phosphate 5-FdUMP, which binds initially re- 
versibly at the dUMP site of the enzyme thy- 
midylate synthetase (Fig. 2.7). This is followed 
by Michael-type attack of an SH group on the 

N5,N10-methylenetetrahydrofolate to form a 
covalent drug-enzyme-cofactor ternary com- 
plex (Fig. 2.8). Because the fluorine cannot be 
displaced, as with the natural (non-fluorinat- 
ed) substrates, this results in permanent poi- 
soning of the enzyme with 1:l  stoichiometry. 
5-Fluorouracil is also converted into the 
triphosphate BFdUTP, which is incorporated 
into both RNA and DNA. 

The mechanism of action of cytosine arabi- 
noside (74) has been well reviewed (313). It 
acts primarily as a chain terminator during 
the elongation phase of DNA synthesis, incor- 
porating into the growing chain and prevent- 
ing the action of DNA polymerases (314). 
Gemcitabine also acts primarily as a chain ter- 
minator, but has additional effects, through 
rapid phosphorylation by deoxycytidine ki- 
nase to di- and tri-phosphate metabolites. The 
diphosphate inhibits ribonucleotide reductase 
(RR), the enzyme responsible for producing 
the deoxynucleotides required for DNA syn- 
thesis and repair, and the subsequent deple- 
tion of cellular deoxynucleotides favors &m- 
citabine triphosphate incorporation into DNA 
over the normal dCTP, in a "self-potentiating" 
mechanism (315). Incorporation of gemcitab- 
ine into the elongating DNA strand results in 
the halting of DNA polymerases after the ad- 
dition of one more additional deoxynucleotide, . 

in a "masked chain termination" event that 
seems to lock the drug into DNA, preventing 
proof-reading exonucleases from removing it. 
Gemcitabine is synergistic with cisplatin be- 
cause of the triphosphate preventing chain 
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A A  HOlo,J I-, synthetase 

Figure 2.8. Mechanism of 5-fluorouracil inhibition of thymidylate synthetase. 

elongation during the DNA resynthesis pro- 
cess after nucleotide excision repair of the le- 
sions (316). The mechanism of RR inhibition 
by gemcitabine has been studied in E. coli and 
seems to be different to that of other 2'-substi- 
tuted nucleotide inhibitors, involving inacti- 
vation of the R1 subunit (317), and overex- 
pression of RR is a resistance mechanism for 
gemcitabine (318). It is also an effective radi- 
ation sensitizer, probably through depletion of 
dATP pools in cells (319) and can increase cel- 
lular apoptosis in irradiated cells (320). 

4.4.3 Biological Activity and Side Effects. 
Both 5-fluorouracil and cytosine arabinoside 
remain widely used in combination cancer 
chemotherapy. 5-Fluorouracil is one of the 
most effective drugs against colon cancer 
(311). Cytosine arabinoside is effective in leu- 
kemias and lymphomas but has a very short 
half-life (ca. 12 min in man), because of catab- 
olism by cytidine deaminase (3211, and vari- 
ous non-specific prodrug forms are used (322). 
Gemcitabine was shown in phase I trials to be 
active in a number of cancers, especially in 
non-small-cell lung cancer, where it showed 
>20% responses as a single agent and up to 
54% in combination with cisplatin (323). In 
phase I1 trials, it has proved active in a wide 
range of tumors, including non-small-cell lung 
cancer (>60% responses in combination with 
cisplatin) (324), urothelial(22-28% responses 
as monotherapy, 42-66% in combination with 

cisplatin) (325), advanced breast cancer 
(25.0% responses as monotherapy) (3261, and 
metastatic bladder cancer 42-66% responses 
in combination with cisplatin) (327). The main 
adverse effects were hematological but were 
generally mild. A number of large phase I11 
trials are in progress. 

4.5 Purine Analogs 

4.5.1 History. The purine analogs 6-mer- 
captopurine (76) and 6-thioguanine (77) were 
among the first anticancer drugs to be used, 
registered in 1953 and 1966, respectively. 
Later, the purine nucleoside analogs fludara- 
bine (78) and pentostatin (79; 2'-deoxycofor- 
mycin) were registered in 1991, and cladribine 
(80; 2-chloro-2'-deoxyadenosine) was regis- 
tered in 1992. 

4.5.2 Mechanism and SAR. Cytosine arabi- 
noside, fludarabine, and cladribine are taken 
into cells through a specific nucleoside trans- 
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porter protein and are phosphorylated to the 
mono-, di-, and triphosphates, with the first 
phosphorylation mainly by deoxycytidine ki- 
nase (328). The active triphosphate deriva- 
tives are incorporated into DNA, blocking 
polymerase function and thus DNA synthesis. 
Cladribine is resistant to degradation by aden- 
osine deaminase (329) and induces apoptosis 

in leukemia cell lines through the FasIFas 
ligand pathway (330). It also interrupts 
deoxyadenosine metabolism, blocking both 
phosphorylation and deamination (329). Pen- 
tostatin is also converted to the triphosphate 
and incorporated into DNA, where it blocks 
polymerase function (331) but is also an ex- 
tremely potent inhibitor of adenosine deami- 
nase (K, 2.5 X 1012M-1) (332). 

4.5.3 Biological Activity and Side Effects. 
These three adenosine analogs, which are cy- 
totoxic to both dividing and resting lympho- 
cytes, have revolutionized the treatment of in- 
dolent lymphoid malignancies such as chronic 
lymphocytic leukemia, non-Hodgkin's lym- 
phoma, cutaneous T cell lymphoma, and hairy 
cell leukemia. Both fludarabine and cladribine 
showed similar good response rates, but were 
cross-resistant, in refractory non-Hodgkin's 
lymphoma (333). Cladribine is active in hairly 
cell leukemia (>80% complete responses) 
(334), non-Hodgkin's lymphoma (89% re- 
sponses) (3351, refractory chronic lymphocytic 
leukemia (44% responses) (336), untreated 
chronic lymphocytic leukemia (85% response 
rate) (337), and cutaneous T-cell lymphomas 
(28% responses) (338), but it showed little ac- 
tivity in solid tumors. 

5 TUMOR-ACTIVATED PRODRUCS 

5.1 Introduction 

As noted above, the majority of clinically used 
anticancer drugs are systemic anti-prolifera- 
tive agents (cytotoxins). These kill cells by a 
variety of mechanisms primarily by attacking 
their DNA at some level (synthesis, replica- 
tion, or processing). However, a large part of 
their selectivity for cancer cells is based on 
cytokinetics, in that they (to varying extents) 
are preferentially toxic to cycling cells. For 
this reason, their therapeutic efficacy is lim- 
ited by the damage they also cause to prolifer- 
ating normal cells such as those in the bone 
marrow and gut epithelia. This is especially 
true in the treatment of solid tumors, where 
cell doubling times may be very long. Whereas 
efforts to physically target cytotoxins to tumor 
tissue has not been very successful, the devel- 
opment of relatively nontoxic prodrug forms 
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Table 2.4 Tumor-Activated Prodrugs in Clinical Trial for Cancer Chemotherapy 

Generic Name (Structure) Trade Name Originator Chemical Class 

Hypoxia-activated prodrugs 
tirapazamine (82) 
AQ4N (84) 
porfiromycin (86) 

ADEPT prodrugs 
ZD 2767P (93) 

GDEPT prodrugs 
ganciclovir (99) 
CB 1954 (102) 

Antibody-toxin conjugates 
SGN-15 (104) 
Gemtuzumab ozogamycin 

(105) 
SB 408075 (106) 
KM231-DU257 (107) 

Tirazone Sanofi benzotriazine-di-N-oxide 
British Technology Group aliphatic N-oxide 
Vion aziridinylquinone 

AstraZeneca aromatic mustard 

Cytovene Hoffmann LaRoche 
Cobra Therapeutics dinitrophenylaziridine 

Seattle Genetics antibodyldoxorubicin 

Mylotarg Wyeth-Ayerst antibody-enediyne 
Immunogen antibodylmaytansinoid 
Kyowa Hakko antibodylcyclopropylindole 

of cytotoxins, which can be selectively acti- 
vated in tumor tissue, is beginning to achieve 
some success, and in the future, may become a 
major strategy. 

Prodrugs can be defined broadly as agents 
that are transformed after administration, ei- 
ther by metabolism or by spontaneous chemi- 
cal breakdown, to form a pharmacologically 
active species. Strictly speaking, agents such 
as cyclophosphamide (4) are prodrugs, but 
these undergo non-specific activation in all tis- 
sues. Of more interest are tumor-activated 
prodrugs that exploit various aspects of tumor 
physiology and other techniques to become se- 
lectively activated in tumor tissue to toxic spe- 
cies. The multiple criteria required of a tumor- 
activated prodmg has meant that these 
compounds, whereas sometimes using natural 
products such as doxorubicin as the toxins, are 
primarily synthetic agents. Most tumor-acti- 
vated prodrugs fall under one of four catego- 
ries: hypoxia-selective prodrugs (bioreduc- 
tives), prodrugs for antibody-directed enzyme- 
prodrug therapy (ADEPT prodrugs), prodrugs 
for gene-directed enzyme-prodrug therapy 
(GDEPT prodrugs), and antibody-toxin conju- 
gates (armed antibodies). 

5.2 Clinical Use of Tumor-Activated 
Prodrugs 

Because interest in tumor-activated prodrugs 
is relatively recent, only the hypoxia-selective 
agent tirapazamine has had extensive clinical 

use, and even this is still in development, al- 
though it looks likely to become the first clin- 
ically useful hypoxia-selective drug (339). The 
limited clinical experience with these various 
drugs is discussed below, in each subclass (Ta- 
ble 2.4). 

5.3 Hypoxia-Activated Prodrugs 
(Bioreductives) 

5.3.1 History. The imperfect neovascular- 
ization that develops in growing solid tumors 
results in limited and inefficient blood vessel 
networks and restricted and often chaotic 
blood flow (340). This generates chronic or dif- 
fusion hypoxia, where cells sufficiently distant 
from the nearest blood capillary are hypoxic 
for long periods, caused by the steep diffusion 
gradient of oxygen in tissue. The high and 
variable interstitial pressures caused by the 
growing tumor (341) can also result in tran- 
sient or perfusion hypoxia, resulting from the 
temporary shut down of blood vessels placing 
sections of tissue under hypoxia for shorter 
periods (342). Because severe hypoxia is a 
common and unique property of cells in solid 
tumors, it is thus an important potential 
mechanism for the tumor-specific activation 
of prodrugs. This concept grew initially out of 
the development of radiosensitizers, drugs de- 
signed to take the place of oxygen in hypoxic 
tissue by oxidatively "fixing" the initial DNA 
radicals formed by ionizing radiation to gener- 
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Figure 2.9. Hypoxia-activated prodrugs. 

ate cytotoxic strand breaks (343). Such com- 
pounds tended to be easily reduced electron- 
deficient species such as misonidazole (81). In 
addition to their radiosensitizing properties as 
"oxygen-mimetics," many of these compounds 
were also found to have modestly higher levels 
(ca. 10-fold) of cytotoxicity in hypoxic compare 
with oxygenated cells in culture (344). THe 
mechanism of such hypoxia-selective cytotox- 
icity is the ability of the prodrug to the metab- 
olized by reductive enzymes such as cyto- 
chrome P450 reductase and xanthine oxidase 
(345) to a transient one-electron intermediate. 
In normal oxygenated tissue, this is efficiently 
back-oxidized by molecular oxygen to the par- 
ent compound, but in hypoxic cells, it is fur- 
ther metabolized or spontaneously breaks 
down to more cytotoxic species (346) (Fig. 2.9). 

The most well-studied hypoxia-activated 
prodrug is the synthetic agent tirapazamine 
(82; 3-aminobenzotriazone-1,4-di-N-oxide). 
This drug was originally evaluated as an anti- 
microbial agent (347) but was discovered to 
have hypoxia-selective cytotoxicity in a 
screening program. It is now in widespread 
phase I11 studies (348) and may become the 
first clinically useful hypoxia-selective drug 
(339). 

(82) 

Alivhatic N-oxides of DNA-bindine aeents I 
U "  

have also been explored as synthetic hypoxia- 
selective prodrugs. This was first demon- 
strated by the drug nitracrine-N-oxide (83). 
This is much more hypoxia-selective (>1000- 
fold in cell culture) (349) than the free arnine 1 
itself, which also shows moderate hypoxic se- 
lectivity through reductive activation of the 
nitro group (350, 351). The most advanced 
drug of this type in development is the bis-N- 
oxide AQ4N (84) (352), which is due to begin - 
phase I clinical trials shortly. 

The natural product and widely used clini- 
cal agent mitomycin C (85) shows modest hy- 
poxic selectivity (3531, but this is not the main 
basis of its usefulness. However, its analog 
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porfiromycin (86) does show greater selectiv- 
ity (3541, and it has been developed primarily 
as a hypoxia-activated prodrug, to the extent 
of phase I clinical trials for head- and neck- 
cancer in combination with radiotherapy 
(355). 

5.3.2 Mechanism and SAR. The classes of 
hypoxia-activated prodrugs discussed above 
work by a variety of different mechanisms. Ti- 
rapazamine (82) was found to undergo enzy- 
mic one-electron reduction to a transient oxi- 
dizing nitroxyl (356) or carbon-centered 
radical and ultimately to the two-electron 
mono-N-oxide reduction product (Fig. 2.10). 
The transient radicals were shown to cause 
breaks at the C-4' ribose site of DNA, followed 
by the oxidation of these by oxygen or other 
oxidants (including tirapazamine itself) (3571, 
through formation of a covalent adduct at the 
N-oxide oxygen. The main reducing enzymes 
responsible for the hypoxia-selective cytotoxic 
metabolism of tirapazamine are cytochrome 
P450 and cytochrome P450 reductase (3451, 

although it is also reduced under hypoxia by 
aldehyde oxidase, xanthine oxidase (358), and 
nitric oxide synthase (359). A critical feature is 
that tirapazamine, although only forming a 
monofunctional radical, generates a high pro- 
portion of double-strand DNA breaks. This is 
suggested to be caused by high local radical 
concentrations generated by an undefined in- 
tranuclear reductase associated with DNA 
(339). 

The aliphatic tertiary amine N-oxides of 
the bis-bioreductive prodrug AQ4N (84) are 
also reduced (to the free mines) largely by the 
CYP3A isozyme of nicotinamide adenine dinu- 
cleotide phosphate (NADPH):cytochrome C 
(P-450) reductase (360). Although this in not a 
one-electron process, it is still oxygen-inhib- 
ited, with a direct competition between oxygen 
and the drug at the enzyme site. Regeneration 
of the cationic side-chains of (84) allows tight 
binding to DNA and an ability to function as a 
top0 I1 poison, similarly to the closely related 
drug mitoxantrone (41) (361). AQ4N is not 
significantly active as a single agent in most 
murine solid tumors in vivo, but it potentiates 
the effects of radiation therapy (which kills 
the oxygenated tumor cells) in a dose-depen- 
dent manner (362). Increased efficacy was also 
seen with combinations of AQ4N and cyclo- 
phosphamide in murine tumor models (363). 
AQ4N is due to begin phase I clinical trials 
shortly. This approach seems quite general, 
with compounds like DACA N-oxide (87) also 
showing significant hypoxic selectivity in cell 
culture (364). Nitracrine N-oxide (83) is an 

Figure 2.10. Metabolism of tirapazamine. 
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Figure 2.11. Bioreductive metab- hYdroquinone 
olism of quinones. 

interesting example of another bis-bioreduc- 
tive prodrug with two different reductive cen- 
ters (nitro and N-oxide). Both centers need to 
be reduced for full activation, with the N-oxide 
demasking needing to occur before nitro re- 
duction (365). Whereas (83) has exceptional 
hypoxic selectivity (>1000-fold) in cell culture 
(349), it shows little activity in viuo against the 
hypoxic subfraction of cells in KHT tumors 
(366) because of rapid metabolism. Attempted 
modulation of this by either lowering the re- 
duction potential of the nitro group (366) or 
changing the steric environment of the N-ox- 
ide (367) was not useful. 

Mitomycin C (85) and porfiromycin (86) 
are quinones that readily undergo one-elec- 
tron reduction, primarily by NADPH:cyto- 
chrome C (P-450) reductase (3681, to the cor- 
responding semiquinone radical anion that is 
capable of back-oxidation by molecular oxygen 
(Fig. 2.11). Following this, mitomycin C un- 
dergoes a well-documented fragmentation to 
DNA cross-linking agents that form guanine- 
guanine crosslinks in the major groove (369). 
One potential drawback to quinone-based 
compounds as hypoxia-activated prodrugs is 
that they are also often good substrates for 
two-electron reductases, particularly DT di- 
aphorase (DTD; NQO1; NAD(P)H:quinone- 
acceptor oxidoreductase) (370). 

5.3.3 Biological Activity and Side Effects. . 
Tirapazamine shows high selective toxicity 
(100- to 200-fold) toward hypoxic cells in cul- 
ture, but its diffusion through tissue is limited 
by its ready metabolism to the (non-diffusible) 
radical species (371). Tirapazamine has an 
ability to kill cells over a much wider range of 
oxygen concentrations (as high as 2% 0,) 
(372) than most other hypoxia-selective cyto- 
toxins, so that its activation is not restricted to 
completely anoxic tissues (373). In animal 
studies, tirapazamine enhanced the effect of 
both single-dose (374) and fractionated (375) 
radiation. Combinations of tirapazamine with 
both cisplatin (376), cyclophosphamide (377), 
and other cytotoxic agents, including etopo- 
side, bleomycin, and paclitaxel (378, 379) 
showed additive or greater than additive ef- 
fects on both tumor cell killing and tumor 
growth delay. Combinations with the blood 
flow inhibitor 5,6-dimethyl-xanthenone-y-ace- 
tic acid (DMXAA) showed marked increases in 
activity in a variety of tumor models (380). 
Tirapazamine has had extensive clinical trials 
in head-and-neck cancer in conjunction with 
radiation (to kill oxygenated cells) (381) with 
encouraging results (382). Combinations with 
cisplatin (7) are also promising, the tira- 
pazamine enhancing its effects, probably by 
delaying the repair of cisplatin-induced DNA 
cross-links in hypoxic cells (376). This has re- 
sulted in superior response rates compared 
with cisplatin alone in cervical cancer (3831, 
mesothelioma (3841, malignant melanoma 
(385), and particularly non-small-cell lung 
cancer (386). Clinical toxicities of tira- 
pazamine include ototoxicity and muscle 
cramping (387). A laboratory study showed 
that tirapazamine caused time- and dose-de- 
pendent retinal damage in mice (388), but this 
does not seem to be a clinical issue. 
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Related quinoxalinecarbonitrile-14-di-N- 
oxides (e.g., 88), where the 2-nitrogen in the 
benzotriazine unit of tirapazamine is replaced 
with a C--CN unit, are also potent and highly 
selective hypoxia-selective drugs (389). Struc- 
ture-activity studies with these compounds 
show that hypoxic selectivity is retained when 
H or NHR replaces the 3-amino group. 

5.4 Prodrugs for ADEPT 

5.4.1 History. Antibody-directed enzyme- 
prodrug therapy (ADEPT) is an adaption of 
the earlier concept (390, 391) of immunotox- 
ins. The difference is that instead of the toxin 
being attached to the antibody for localization 
on tumors, an enzyme (usually non-human) is 
attached and thus localized instead (392,393) 
(Fig. 2.12). A prodrug that can be activated 
efficiently and selectively by the enzyme is 
then administered and is catalytically acti- 
vated by the localized enzyme only in the vi- 
cinity of the tumor cells. The advantage of us- 
ing non-human enzymes is the enhanced 
ability to find prodrugs that can be selectively 
activated. ADEPT shares with the original im- 
munotoxin concept the problems of limited ac- 
cess of the (large) antibody-enzyme conjugate 
to tumors and the usually heterogeneous ex- 
pression of the target antigen on tumor cells. 
However, provided the released cytotoxin has 
the appropriate properties (high potency and 
an efficient bystander effect) it can ameliorate 
these problems by diffusing from the cells 
where it is generated to enter and kill sur- 
rounding tumor cells that may not possess 
prodrug activating ability. A further increase 
in efficacy can be achieved if the prodrug is 
designed to be excluded from cells until it is 
activated (394). 

exogenous catalytic 
conversion 

CYTOTOXIN -r 

Figure 2.12. Antibody-directed enzyme-prodrug 
therapy (ADEPT). 

5.4.2 Mechanism and SAR. The specific 
mechanism of action depends on the type of 
enzyme used to activate the prodrug. Particu- 
lar requirements of the prodrug include being 
a selective and efficient substrate for the en- 
zyme used. General requirements are an abil- 
ity to be excluded from cells (usually achieved 
by high hydrophilicity and/or possession of a 
negative charge) until activation and the capa- 
bility to then release a potent and diffusible 
toxin with a substantial bystander effect. 

5.4.2.1 Prodrugs for Phosphatase Enzymes. 
Phosphates have been employed as ADEPT 
prodrugs because both aromatic (e.g., 89; eto- 
poside phosphate) (395) and aliphatic (e.g., 90; 
mitomycin phosphate) (396) examples are ef- 
ficiently cleaved by alkaline phosphatases and 
are substantially cell-excluded. However, it 
proved difficult to achieve selectivity because 
there is an abundance of such phosphatase en- 
zymes in human serum and other tissues, and 
phosphates are primarily now used directly as 
non-specific prodrugs; the antivascular agent 
(91) (combretastatin phosphate) is an exam- 
ple (397). 

5.4.2.2 Prodrugs for Peptidase Enzymes. 
Glutamate-type prodrugs of mustards (e.g., 
92, 93) are effectively excluded from cells by 
the diacid side-chain and can be cleaved by the 
Pseudomonas-derived enzyme carboxypepti- 
dase G2 (398). Cleavage of the amide or car- 
bamate releases more lipophilic agent that is 
also activated by electron release through the 
aromatic ring to the mustard. The amide (92) 
(CMDA) was the first ADEPT prodrug evalu- 
ated clinically (399), and the carbamate pro- 



Synthetic DNA-Targeted Chemotherapeutic Agents and Related Tumor-Activated Prodrugs 

H 0 2 C ~  COzH 

drug (93) (ZD 27671, releasing a more cyto- 
toxic phenol iodomustard, is currently in 
phase I clinical trial (400). 

5.4.2.3 Prodrugs for P-Lactamase Enzymes. 
These enzymes from Enterobacter species can 
selectively hydrolyze the four-membered 
p-lactam ring of penicillins and cephalospo- 
rins and have been used in a variety of pro- 
drugs (401). Hydrolysis is followed by sponta- 
neous fragmentation of the carbamate side- 
chain and the release of a variety of toxic 
arnines (Fig. 2.13). Carbolry and sulfoxide 
groups on the cephem nucleus assist with cell 
exclusion. Several nitrogen mustard prodrugs 

for p-lactamase have been evaluated. The 
cephem analog (94) affected cures in mice 
bearing xenografts of human melanoma cells 
if given subsequent to treatment with 96.5/bL, 
a mAblp-lactamase conjugate that binds to 
specific surface antigens on these cells (402). A 5 
cephem derivative of doxorubicin (95) showed k 
higher intratumoral levels of doxorubicin af- (Gu 
ter treatment with the conjugate than with 1~ 
doxorubicin alone (403). However, the differ- hum 
ential cytotoxicities between drug and Dro- - - - ADE 
drug in this approach are only moderate, and ~ m b  
no such prodrugs have yet proceeded to clini- tend1 
cal trial. (405; 
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Figure 2.13. Fragmentation of P-ladarnase prodrugs. 

5.4.2.4 Prodrugs for Glucuronidase Enzymes. 
Because serum levels of p-glucuronidase 
(GUS) are very low (they are largely confined 
to lysozymes in cells), it is possible to use the 
human version as an activating enzyme in 
ADEPT, avoiding potential immunogenicity 
problems (404). Work with this enzyme has 
tended to focus on anthracycline effectors 
(405). The epirubicin 0-glucuronide prodrug 

(96) was 100- to 1000-fold less cytotoxic than 
epirubicin itself in vitro (4061, but pretreat- 
ment of antigen-positive cells with an 323lA3- 
GUS-E. coli immunoconjugate gave equiva- 
lent cytotoxicity to that of the free drug. The 
doxorubicin prodrug (97) used an immolative 
spacer unit (405), and although only 10-fold 
less cytotoxic than free doxorubicin, was a bet- 
ter substrate for the enzyme (407). The doxo- 
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rubicin prodrug DOX-GA3 (98) was 12-fold into the genome of the tumor cells, followed by 
less toxic than doxorubicin in cells of the hu- administration of the prodrug. A small but 
man ovarian cancer cell line FMa and was growing proportion of the large number of 
somewhat superior to doxorubicin against "gene therapy" trials now in progress is for 
FMa xenografts in mice in conjunction with gene-directed enzyme-prodrug therapy, or 
323-A3Ihuman P-glucuronidase conjugate "suicide gene therapy," although problems 
(408). However, the use of such tightly DNA with systemic gene delivery remain (409). 
binding, cell cycle-specific (topo I1 inhibitor) This concept theoretically retains the advan- 
effectors is not yet known. tages of ADEPT in terms of selective and suf- 

ficient access of the activated drug to tumor 
cells and expands the class of available en- 
zymes to those that require endogenous cofac- 

CH20H tors. However one approach to design in selec- 
tivity between prodrug and toxin is lost 
compared with ADEPT, because the prodrugs 
must be able to enter cells freely. 

5.5.2 Mechanism and SAR. As with ADEPT 
prodrugs, the specific mechanism of action de- 
pends on the type of enzyme used to activate 
the prodrug. GDEPT offers a wider choice of 
enzymes, because those with cofactors not 

(96) readily available outside cells can also be used. 
The protocol is also generally less immuno- 
genic than ADEPT. 

5.5.2.1 Prodrugs for Kinase Enzymes. The 
CH3 most widely used prodrug in GDEPT protocols 

is the antifungal agent ganciclovir (99), which 
is activated by the thymidine kinase enzyme 
from Herpes simplex virus, converting i t  into 
the monophosphate (100). This can then be 
converted by cellular enzymes into the toxic 
triphosphate, which acts as an antimetabolite. 
This combination has been evaluated in nu- 
merous clinical trials, primarily in gliomas by 
intratumoral injection (410). A limitation of 
the approach is the poor bystander properties 
of the active drug, which cannot enter cells by 
passive diffusion, but instead uses gap junc- 

(97) 
tion connections (411) that are not well devel- 
oped in many types of tumors (412). 

5.5.2.2 Prodrugs for Cytosine Deaminase. 
5.5 Prodrugs for CDEPT The yeast enzyme cytosine deaminase (413) 

has also been widely studied as a GDEPT sys- 
5.5.1 History. The ADEPT approach is tem in conjunction with 5-fluorocytosine 

generally limited to the use of enzymes that do (101), which it converts to the thymidylate 
not require energy-producing cofactors, and it synthetase inhibitor 5-fluorouracil (73). This 
also has the likelihood of generating immune has good diffusion properties and shows better 
responses to the foreign proteins used. In bystander effects (414). Experimental studies 
gene-directed enzyme prodrug therapy have focused mainly on colon cancer models 
(GDEPT), the enzyme is targeted to tumor for the use of this combination, because clini- 
cells by integrating the gene that produces it cally 5-fluorouracil is one of the most effective 
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drugs for colon cancer. Possible drawbacks in- 
clude the relatively low potency of 73, coupled 
with its pronounced cell cycle selectivity (4151, 
and no clinical trials of the protocol have yet 
been reported. 

5.5.2.3 Prodrugs for Oxidative Enzymes. 
The cytochrome P450 enzymes that non-spe- 
cifically activate the clinical agent cycloph~s- 
phamide (4) in the liver to the active species 
phosphoramide mustard (see Section 2.3.2 
and Fig. 2.2) have also been employed in a 
GDEPT protocol with cyclophosphamide. 
Treatment of sc 9L gliosarcoma tumors trans- 
duced with various isozymes, especially 
CYP2B6 or CYP2C18-Met, with (4) gave large 
enhancements over the normal liver P450-de- 
pendent antitumor effect seen with control 9L 
tumors (growth delays of 25-50 days com- 
pared with 5-6 days), with no apparent in- 
crease in host toxicity (416). 

5.5.2.4 Prodrugs for Reductase Enzymes. 
The dinitrophenylaziridine (102102; CB 
1954) is activated by the aerobic nitroreduc- 
tase (NTR) from E. coli (417), in conjunction 
with NADH or NADPH, to a mixture of hy- 
droxylamines (Fig. 2.14). The 4-hydroxyl- 
amine (103) is then further metabolized by 
cellular enzymes to DNA cross-linking spe- 
cies. CB 1954 shows high selectivity (up to 
1000-fold) for a variety of cell lines transduced 



Figure 2.14. Metabolism of N 
CB 1954 by E. coli NTR. (102) /\ 

with the enzyme over the corresponding wild- 
type cell lines (418). It is now in clinical trial in 
conjunction with NTR, using a GDEPT proto- 
col (419). 

5.6 Antibody-Toxin Conjugates 

5.6.1 History. This is a direct development 
of the "immunotoxin" approach, again ex- 
ploiting the fact that many types of tumor cells 
present characteristic tumor-associated anti- 
gens on their surface (391). Despite much 
work, this approach has not been particularly 
successful until recently, with a combination 
of the availability of more resurgence of inter- 
est. The hypothesis is that conjugation of toxic 
drugs to the antibodies deactivate the drug (by 
limiting diffusional access to cells) without 
changing the selectivity of binding of the anti- 
body. This allows it to locate on (antigen-bear- 
ing) tumor cells, internalize, and release the 
toxin (often through an acid-labile linker) 
when it is taken up into acidic endosomes (Fig. 
2.15). 

5.6.2 Mechanism and SAR. A wide variety 
of antibodies, linkers, and toxins are currently 
being explored in this approach. Doxorubicin 
continues to be widely used as a toxin because 
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Figure 2.15. Schematic of toxin-armed antibody. 
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it is so well characterized, although it is not 
exceptionally potent. The most advanced 
doxorubicin-containing conjugate is SGN-15 
(104), in which an average of eight molecules 
of doxorubicin are linked through an acid-la- 
bile hydrazone link, through the C-14 car- 
bonyl, to the chimeric mAb BR96, which binds 
to a modified LeY antigen on tumor cells. The 
major route of breakdown of (104) in vitro has 
been shown to be acid-catalyzed hydrazone 
hydrolysis, as designed (420). SGN-15 induced 
cures of established subcutaneous human co- 
lon carcinomas in athymic mice and rats (421), 
where free doxorubicin at its maximum-toler- 
ated doses were ineffective. A recent phase I 
clinical trial of SGN-15 in patients with meta- 
static colon and breast cancers expressing the 
LeY antigen determined the optimal dose to be 
700 mg/m2 (equivalent to 19 mg/m2 of doxoru- 
bicin), with only mild toxicity (422). 

Conjugates of the extremely potent cali- 
cheamicin-type DNA cleaving agents have 
been under development for some time (423, 
424). The conjugate (105) (gemtuzumab ozo- 
gamicin; mylotarg) was the first antibody 
armed with a small-molecule cytotoxin to 
reach clinical trial. Mylotarg has an average of 
four to five calicheamicin molecules linked 
through an acid-labile hydrazone linker, 
through a sterically-hindered disulfide, to a 
humanized hP67.6 IG1-based antibody that 
recognizes the CD33 antigen on normal and 
leukemic myeloid progenitor cells (425). 
Cleavage of the linker in the low pH endo- 
somic environment in cells is followed by in- 
tramolecular cyclization to generate the tran- 
sient benzenoid diradical that results in DNA 
double-strand cleavage (426). In phase I1 stud- 
ies in relapsed AML patients, an overall 30% 
response rate was seen (4271, with delayed 
hepatotoxicity as a possible side effect (428). 
Conjugate (105) has also been reported to be 
active clinically in brc/abl-positive CML (429). 
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The conjugate SB 408075 (106) employs 
the very potent synthetic maytansinoid-type 
tubulin inhibitor DM1 (430), with an average 
of four molecules of the toxin attached by a 
disulfide link to hC242, an antibody to a mu- 
cin-like glycoprotein on colorectal cancer cells. 
This conjugate affected cures in mice bearing 
large COL0205 human colon tumor xeno- 
grafts (431) and is reported to be in phase I1 
clinical trials. 

Finally, members of the class 6 f very cyto- 
toxic DNA minor groove alkylators exempli- 
fied by the natural products CC-1065 and duo- 
carmycin (83) have also been used to wm 
antibodies. As discussed in ~ect i86Z5,  these 
DNA minor groove alkylators were also evalu- 
ated clinically in their own right, but proved 
too toxic. Conjugate (107) (KM231-DU257) 
contains an average of two molecules of the 
duocarmycin analog DU257, linked through a 
PEGylated dipeptide (H0,C-Val-Ala-NH,) to 
an M231 antibody that targets the sLea anti- 
gen (432). The PEGylated linker prolongs 
plasma half-life, and the Val-Ala link is 
cleaved by tumor proteases to primarily re- 
lease the DU257-Val conjugate, which has 
similar potency to DU257 itself. 
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1 Introduction 

Cancer is now believed to be the number one 
cause of premature death in industrialized na- 
tions. The market for anticancer agents was 
estimated at about US$10 billion in 1997 and 
continues to escalate. Because of the need and 
the value of these drugs, many laboratories 
are intensively investigating the chemistry 
and biology of novel anticancer agents. Major 
advances have been made in understanding 
the nature and vulnerability of cancerous 
cells, resulting in development of novel 
screens and approaches. For the present, how- 
ever, cytotoxic agents, many of natural origin, 
are the mainstays of anticancer chemother- 
apy. 

A wide array of complex terrestrial and 
marine natural products possesses antitu- 
mor activity (1-5). A few of these were in 
folkloric use in fairly ancient times, whereas 
many have been discovered very recently as 
the result of directed screening programs. In 
earlier times screening was principally car- 
ried out against P388 and L1210 (murine 
leukemia models), but now there is greater 
emphasis on slower growing solid tumors. 
Antitumor natural products possess some of 
the most intricate structures of any com- " 

pounds finding medicinal use today, and 
most are so toxic that each patient must be 
carefully titrated with them. Even with this 
care. ~a t i en t s  still find the side effects atten- , . 
dant on their use hard to bear. 

The question of why these substances occur 
in nature is endlessly debated. Many believe 
that thev are defensive secretions that allow " 

the organisms that produce them to survive in 
a hostile world. Others believe that they rep- 
resent growth regulators that allow organized 
and controlled growth of cells and that they 
are not particularly toxic in the quantities nor- 
mally found in the producing cells. I t  is not 
easy to resolve such arguments, but the point 
remains beyond dispute that such compounds 
are widespread, are easily detected, and that 
individual plants or animals have evolved 

, widely disparate structural solutions to what- 
ever needs these compounds actually fulfill. 

These agents are collectively the most com- 
plex nonpolymeric organic medicinal agents in 
present use. At the time of their discovery, 

elucidation of their chemical structures fre- 
quently pushed the limits of chemical science. 
Unraveling their molecular modes of action in 
many cases revealed previously unsuspected 
complexities in cellular growth regulation and 
biochemistry. Successful synthesis of these 
and related compounds has greatly enriched 
our synthetic capabilities and a number of 
these syntheses have become classics of the 
art. Learning how to administer them safely to 
patients required the highest level of clinical 
expertise. 

It is also interesting to contemplate their 
structural diversity from a biosynthetic stand- 
point. Starting with fairly ordinary mono- 
meric units, complex enzymic pathways ulti- 
mately produced these cytostatic/cytotoxic 
agents without at the same time poisoning the 
microorganism or plant producing them. It is 
not credible to suppose that the organisms 
produced these substances as a gift to human- 
ity. Each of these products represents such a 
finely crafted idiosyncratic design that one 
wonders why so many different organisms 
came up with such different solutions, given 
that the starting materials are basically simi- 
lar. One might have guessed that fewer gen- 
eral solutions would have developed over bio- 
logical time if one wishes to believe that they 
serve a role in regulating the growth of .the 
producing organisms. In any event, mankind 
is fortunate that their activity spectrum is 
broad enough for us to use. 

The toxicity of these agents is not particu- 
larly surprising, in that the screens employed in 
their discovery have historically depended on le- 
thality to cells as an endpoint (6-8). It has his- 
torically been considered that rapidly growing 
cells, including cancer cells in particular, have a 
greater appetite for nutrients than more quies- 
cent cells and so are selectively intoxicated on a 
kinetic basis. Thus the safety margin toward un- 
transformed cells is not great. Furthermore, 
comparatively slow growing tumors are particu- 
larly hard to treat with such agents. Host cells 
that have a high growth fraction are also killed. 
Thus the usual constellation of side affects [all- 
opecia, gastrointestinal (GI) ulceration, fertility 
impairment, immune suppression, blood dys- 
crasias, etc.] is relatively unavoidable. Very re- 
cently, synthetic agents able to interfere with 
aberrant cytokine-mediated growth signals 



Figure 3.1. Synopsis of mo- 
lecular modes of action of 
various prominent antitu- 
mor natural products. 

have begun to appear on the market. Gleevec is 
the first commercial success embodying this ap- 
proach and its antitumor application is compar- 
atively nontoxic. It seems likely that natural 
products can be found sharing these character- 
istics. If so, a new era of natural product chemo- 
therapeutic agents with minimal toxicity to nor- 
mal cells will dawn. 

The results of one of the principal screening 
methods in present use is collected in the Na- 
tional Cancer Institute database that was estab- 
lished in 1990 (6). This is based on comparative 
potency against 60 different human cancer cell 
lines grown in tissue culture. More than 70,000 
compounds have been put through this screen 
and the data for each are presented in graphical 
form. From this, insights into mechanism of ac- 
tion and mode of resistance can be drawn (9). 
Many other tests are in present use, including 
screens for signal transduction inhibitors, anti- 
angiogenesis, cell-cycle inhibition, exploitation 
of functional genomics, immunotherapeutics, 
vaccines, and chemoprevention. Much inventive 
biology is coming forward and exciting days ap- 
pear to lie ahead. 

The natural agents presently in use can be 
conveniently classified according to their mo- 
lecular modes of action as follows: 

1. Drugs attacking DNA 
Dactinomycin 
Bleomycin 
Mitomycin 
Plicamycin (mithramycin) 
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Topoisomerase I I  inhibitors 
Anthracyclines 
lsopodophyllotoxins 

Topoisomerase I inhibitors 
Camptothecins 

DNA strand breakers 
Bleomycins 

DNA groove binders 
Actinomycins 

DNA intercalators 
Anthracyclines 
Bleomycins 

DNA alkylating agents 
Mitomycins 

2. Drugs inhibiting enzymes that process 
DNA 

r Anthracyclines (daunorubicin, doxorubi- 
cin, epirubicin, idarubicin, valrubicin) 

r Camptothecins (topotecan, irinotecan) 
r Isopodophyllotoxins (etoposide, tenipo- 

cide) 

3. Drugs interfering with tubulin polymeriza- 
tion/depolymerization 

r Taxus diterpenes (docetaxel, paclitaxeV 
taxol) 

0 Vinca dimeric alkaloids (vinblastine, vin- 
cristine, vinorelbine) 

Figure 3.1 illustrates in summary form 
the various points of attack of prominent 
natural antitumor agents on growing cells. 
One notes that DNA or tubulin in one way or 
another (either by direct attack or by inter- 
ference with enzymes processing these im- 
portant cellular macromolecules) is the pri- 
mary target of all of these agents and that 
most phases of the cell cycle are involved, 
especially when mixtures ("cocktails") are 
employed. 

Therapeutics (11). 
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2 Drugs Attacking DNA 

2 DRUGS ATTACKING DNA 

2.1 Dactinomycin (Cosmegen) 

2.1 .I Introduction. The actinomycins are 
a family of yellow-red peptide-containing anti- 
tumor antibiotics produced by fermentation of 
various Streptomyces and Micromonospora 
species. The first members of the actinomycin 
family were discovered in the early 1940s in 
the hopes of finding nontoxic antibacterial an- 
tibiotics in fermentations of soil microorgan- 
isms (12), although in the actinomycin case 
this ambition was dashed by their high toxic- 
ity. Somewhat later (since about 1958) this 
was compensated for by the discovery that the 
toxicity to rapidly growing cells could be useful 
in cancer chemotherapy. One should note, 
however, that later discoveries demonstrated 
that the potencies against microbes and 
against tumors do not parallel well. At the 
present time about seven different complexes 
of actinomycins have been identified, each dif- 
fering from the others primarily by the vari- 
ous amino acids constituting the two cyclic 
depsipentapeptide side chains pendant from 
the common phenoxazinone chromophore 
[called actinocin (I)]. When the two cyclic pep- 

CONHR CONHR] 
I I 

tide side chains are identical, these agents are 
referred to as isoactinomycins (R = R'). When 
they are different from each other, they are 
known as anisoactinomycins (R # R'). Of the 
20 or so natural actinomycins and a much 
larger number of synthetic and biosynthetic 
analogs, actinomycin D [(2), from which the 
generic name dactinomycin is derived] is the 
most prominent medicinally. A useful trivial 
nomenclatural system has also grown up. In 
this system, dactinomycin is referred to as 
Val-2-AM and other analogs are named by the 

position and identity of the amino acids that 
are exchanged. Actinomycin C (cactinomy- 
cin-3) is thus known as Ile-2-AM. 

2.1.2 Medicinal Uses. As noted in the 
summarizing table, dactinomycin is used me- 
dicinally by intravenous (i.v.) injection for the 
treatment of Wilm's tumor, rhabdomyosar- 
coma, metastatic and nonmetastatic chorio- 
carcinoma, nonseminomatous testicular car- 
cinoma, Ewing's sarcoma, nonmetastatic 
Ewing's sarcoma, and sarcoma botryoides. 
The usual dose is 10-15 pg/kgi.v. for 5 days. If 
no serious symptoms develop from this, addi- 
tional treatments are given at 2- to Cweek 
intervals. Other treatment schedules have 
also been used. The drug is often combined 
with vincristine and cyclophosphamide in a 
cocktail to enhance the cure rate (13). 

2.1.3 Contraindications and Side Effects. 
Dactinomycin is contraindicated in the pres- 
ence of chicken pox or herpes zoster, wherein 
administration may result in severe exacerba- 
tion, occasionally including death. The drug is 
extremely corrosive in soft tissues, so extrav- 
asation can lead to severe tissue damage (14). 
To avoid this the drug is usually injected into 
infusion tubing rather than being injected di- 
rectly into veins. When combined with radia- 
tion therapy, exaggerated skin reactions can 
occur as can an increase in GI toxicity and 
bone marrow problems. Secondary tumors can 
be observed in some cases that can be attrib- 
uted to the drug. Dactinomycin is carcinogenic 
and mutagenic in animal studies and malfor- 
mations in animal fetuses have also been ob- 
served. Nausea and vomiting are common 
along with renal, hepatic, and bone marrow 
function abnormalities. The usual alopecia, 
skin eruptions, GI ulcerations, proctitis, ane- 
mia, and other blood dyscrasias, esophagitis, 
anorexia, malaise, fatigue, and fever, for ex- 
ample, are also observed. Clearly this is a very 
toxic drug. 

2.1.4 Pharmacokinetic Features. Dactino- 
mycin is not very available after oral adminis- 
tration, so it is primarily administered by in- 
jection. About 2 h after i.v. administration 
very little circulating dactinomycin can be de- 
tected in blood. It is primarily excreted in the 
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bile and the urine. It does not pass the blood- 
brain barrier. Dactinomycin is only slightly 
metabolized. Despite these factors it has a 
half-life of about 36 h. Persistence is largely 
accounted for by tight binding of the drug to 
DNA in nucleated cells (15-17). 

2.1.5 Medicinal Chemical Transformations. 
Total synthesis of dactinomycin has been ac- 
complished but this has not proved as yet to be 
of practical value (see Fig. 3.2). Analogs can be 
assembled from appropriately substituted 
benzenoid analogs. The overall strategy com- 
monly involves construction of the external 
aromatic rings, attachment of the depsipep- 
tide side-chain precursors, oxidative genera- 
tion of the actinocin ring system, and func- 
tional group transformations to complete the 
synthesis (18-26). 

Semisynthetic side-chain analogs of the ac- 
tinomycins are prepared by removal of the 
depsipentapeptide side chains and their re- 
placement by synthetic moieties. Analogs with 
altered peptide side chains are also prepared 
by directed biosynthetic manipulation of the 
fermentations. The synthetic replacement has 
been done in a combinatorial mode as well 
(27). Replacement of the normal side chains by 
simple amines leads to inactive products. Most 
of the other side-chain variations have led to 
compounds with reduced in uiuo potency. 
None of those few analogs where this is not 
true has been commercialized. 

Some chemical alterations in the chro- 
mophoric phenoxazinone moiety have also 
been accomplished. After considerable work it 
has emerged that the C-2 and the C-7 positions 
can be substituted with retention of signifi- 

QNH2 I H2 . @:g 0 H2 ClC02Et base - Dactinomycin 

OBzl 2 K3Fe(CN)6 

Figure 3.2. Synthesis of dactinomycin. 
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cant activity. Among some of the useful reac- 
tions leading to testable analogs are a series of 
addition/elimination reactions, starting with 
careful alkali hydrolysis to produce the C-2 
OH analog. This can be converted by thionyl 
chloride treatment to the C-2 C1 analog. This 
in turn can be reacted with a variety of mines  
to produce alkylated C-2 amino substances 
(28). Catalytic reduction of the 2-C1 analog re- 
sults in the protio analog, which is inactive. 
The C-2 chloro analog can be halogenated with 
chlorine or bromine to produce the C-2 
chloro-C7 chloro or bromo analogs. These in 
turn can be solvolyzed to the C-2 amino-C7 
halo analogs (29-32). Nitration and hydroxy- 
lation at the C-7 position can be accomplished 
but require prior protection with pyruvate. Af- 
ter nitration or oxidation to the quinone 
imine- and reduction, careful alkaline hydro- 
lysis of the blocking pyruvate moiety leads to 
the desired analogs (28, 29, 33). The C-7 OH 
analog can be converted to the ally1 ether and 
this can be epoxidized to produce an analog 
that not only can intercalate by virtue of its 
aromatic rings but can also alkylate DNA. The 
nitrogen analog of the epoxide (aziridinyl- 
methylene) can be prepared by a somewhat 
different route. Hydrogenation of this last 
opens the aziridine ring to produce the pri- 
mary amine (34-36). (See Fig. 3.3.) 

The central chromophoric ring can also be 
modified to, for example, the phenazine (37, 
38) analogs and to oxazinone and oxazole ring 
analogs (39, 40). These products have not be- 
come important (41). 

In sum, these studies demonstrate that the 
side-chains are important determinants of activ- 
ity as is the basic chromophoric three-ring sys- 
tem. Peripheral adornments are tolerated but 
not superior (42-48). Considering the putative 
molecular mode of action described below, this 
definition of the pharmacophore is not surpris- 
ing. This definition of the pharmacophore is 
schematically represented in Fig. 3.4, where the 
pharmacologically successful transformations 
that take place are represented by the boxes. 

2.1.6 Molecular Mode of Action. The flat 
three-ring fused aromatic portion of dactino- 
mycin intercalates into double-helical DNA 
between the stacked bases (preferring gua- 
nine-cytosine pairs), whereas the attached cy- 

clic peptide side chains of the drug bind into 
the minor grooves, thus further anchoring the 
complex (49-58). These combined interac- 
tions produce a tight and long-lasting binding. 
This model is supported by extensive X-ray 
studies with model nucleotides. As with other 
intercalating drugs, this interaction stretches 
the DNA and interferes with DNA transcrip- 
tion into RNA by RNA polymerase. The inter- 
ference with the functioning of DNA-depen- 
dent RNA polymerase by dactinomycin is 
much stronger than the interference with 
DNA polymerases themselves. The conse- 
quences of intercalation are believed to be re- 
sponsible for the antitumor action and most of 
the toxicity of dactinomycin. Some strand 
breaks are also reported. These broken prod- 
ucts are believed to result from redox reac- 
tions of the quinonelike central chromophoric 
ring (57). Although relatively non-cell-cycle 
specific, dactinomycin's action is particularly 
prominent in the G-1 phase. The cytotoxic ac- 
tion of dactinomycin on rapidly proliferating 
cells is pronounced, resulting not only in anti- 
tumor activity but also in severe toxicities to 
certain host organs. Figure 3.5 illustrates the 
intercalation and minor-groove binding of 
dactinomycins. 

Resistance to dactinomycin is primarily at- 
tributable to drug export through overexpres- 
sion of P-glycoprotein and to alterations in tu- 
mor cell differentiation mechanisms (58 - 63). 

2.1.7 Biosynthesis. The actinomycins are 
biosynthesized starting with tryptamine (see 
Fig. 3.6). This passes through kynurenine to 
3-hydroxyanthranilic acid then to 4-methyl-3- 
hydroxyanthranilic acid. To this last the pep- 
tide side chains are added. Oxidative dimeriza- 
tion then results in completion of the 
phenoxazinone ring chromophore. This pro- 
cess is rather similar to that used in total 
chemical synthesis of dactinomycin. The un- 
usual amino acids in the side chains provide 
strong evidence for very significant post- 
translational modifications. The various 
D-amino acids are converted from the L-stereo- 
isomers and, in the case of dactinomycin, sar- 
cosine is N-methylated (64). By varying the 
amino acid composition of the medium, a vari- 
ety of actinomycin analogs can be made by di- 
rected fermentation (65, 66). 



Antitumor Natural Products 

Oxazinone 
X X 

I I 

Y = OH, NH2 Y=O,N 
Y 

X . ~ X 

Figure 3.3. Synthesis of dactinomycin analogs. 
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The "boxed" functional groups can be changed with 
retention of significant biological activity. Not all 
such changes, however, are successful. 

Figure 3.4. Synopsis of pharmacologically success- 
ful transformations of actinomycins. 

The chemistry of actinomycins has been 
the subject of a number of detailed reviews 
(67-71). 

2.2 Bleomycin (Blenoxane) 

2.2.1 Introduction. Bleomycin sulfate is a 
mixture of cytotoxic water-soluble basic glyco- 
peptide antibiotics isolated by the Umezawa 
group from fermentation broths of Streptomy- 
ces verticillus. The commercial form consists 
of cuprous chelates primarily of bleomycins 
A-2 (3) and B-2 (4). Subsequently, many ana- 
logs have been isolated by various groups and 
been given various names. Among these are 
the pepleomycins (5),  phleomycins, (11) cleo- 
mycins, (12) tallysomycins, (13), and zorba- 
mycins (14). 

2.2.2 Medicinal Uses. Bleomycin is used 
intramuscularly (i.m.1, subcutaneously (s.c.), 

etc. i; - Minor Groove LL atp 

dR 

etc. ‘p .inor ~roove H ; e t c .  

i.v., or intrapleurally, often in combination 
with other antibiotics, for the clinical treat- 
ment of squamous cell carcinomas, Hodgkin's 
disease, testicular and ovarian carcinoma, and 
malignant pleural effusion. It is also instilled 
into the bladder for bladder cancer so that less 
generalized side effects are obtained. It is of- 
ten coadministered with a variety of other an- 
titumor agents to enhance its antitumor effi- 
cacy. One advantage that bleomycin has in 
such combinations is that it possesses little 
bone marrow toxicity and is not very immune 
suppressant, so it is compatible therapeuti- 
cally with other agents (72-75). 

2.2.3 Contraindications and Side Effects. 
Bleomycin is contraindicated when idiosyn- 
cratic or hypersensitive reactions are ob- 
served. Immediate or delayed reactions resem- 
bling anaphylaxis occur in about 1% of 
lymphoma patients. Because of the possibility 
of anaphylaxis, it is wise to treat lymphoma 
patients with 2 units or less for the first two 
doses. If no acute reaction occurs, then the 
normal administration schedule can be 
followed. 

The most severe toxicity of bleomycin is 
pulmonary fibrosis and is more common with 
higher doses. This toxicity is observed in about 
10% of patients and is difficult to anticipate, 
hard to detect in its early stages, and in about 
10% of those affected it progresses to fatal 
lung compromise (76-78). Renal damage oc- 
curs occasionally and further decreases the 
rate of excretion of the drug. In rats, bleomy- 
cin has been observed to be tumorigenic. In 
pregnant females, fetal damage can result. 

I = DNA base 

0 = DM ring 

Figure 3.5. Cartoon of 
dR = Deoxyribose 

phosphate back intercalation and minor 

bone groove binding of dactino- 
mycins. 
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Figure 3.6. Biosynthesis of dactinomycin. 

Skin and mucous membrane damage, hair 
loss, rash, and itching, for example, are not 
uncommon and may require discontinuation 
of the drug. In addition, the common constel- 
lation of fever, nausea, chills, vomiting, an- 
orexia, weight loss, pain at the tumor site, and 
phlebitis are seen. 

Coadministration with digoxin and phenyt- 
oin may lead to a decrease in blood levels. 

The side effects of bleomycin generally do not 
reinforce the toxicities of other antitumor 
agents, so it is often used in anticancer cocktails. 

2.2.4 Pharmacokinetic Features. When in- 
jected i.v., bleomycin is rapidly distributed and 
has a half-life of 10-20 min. Intramuscular in- 
jections peak in 30-60 min, although the peak 
levels are less than about one-third those ob- 
tained i . ~ .  The overall half-life of bleomycin is 
about 3 h. Skin and lungs accumulate particu- 
larly high concentrations of the drug, in part 
because these are apparently the only tissues 
that do not rapidly deactivate it by enzymatic 
hydrolysis. It does not cross the blood-brain bar- 
rier efficiently because of its size and polarity. 
About 60-70% of the administered dose is recov- 
erable as active bleomycin in the urine. Excre- 
tion is progressively delayed when the kidneys 
are damaged, so the doses are reduced by refer- 
ence to creatinine levels (79). 

2.2.5 Medicinal Chemistry. The essential 
central core of bleomycin provides a chelating 
environment for transition metals, especially 

Cu(1) and Fe(I1) (3). The branched glycopep- 
tide side chain is less essential for activity and 
appears to serve in facilitating passage across 
cell membranes and to assist in oxygen bind- 
ing. Removal of the sugars and the oxygen to 
which they are attached produces molecules 
that are fully active but distinct from bleomy- 
cin itself. The dipeptide unit is a linker arm 
but contributes key hydrogen bonding and 
perhaps other binding interactions that inten- 
sify activity and produce degrees of base spec- 
ificity to the cleavages. The bithiazole unit p d  
its pendant terminal cation are important in 
DNA targeting of the drug. These contribu- 
tions were uncovered by the chemical synthe- 
sis of analogs that could not readily have been 
prepared by degradation of bleomycin itself or 
by directed biosynthesis. 

Partial chemical synthesis, with or without 
the aid of enzymes, has also produced a variety 
of analogs through modifications of this periph- 
eral side-chain array (80-91). Bleomycin is a 
conglomerate molecule built up from a collec- 
tion of unusual subunits. Most of these were pre- 
pared independently by synthesis, in prepara- 
tion for ultimate assembly into bleomycin itself 
or its analogs. The terminal bithiazole and its 
pendant amides are the portion of the molecule 
that binds to DNA. For the purpose of making 
analogs, the charged dirnethylsulfonium group 
is monodemethylated through the agency of 
heat. The resulting compound is then cleaved to 
bleomycinic acid (6) by use of cyanogen bromide 
followed by mild alkaline treatment. Some soil 
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(11) A = as  in (5; B = (44,45) Dihydrothiazole 

(12) A = as  in (3); C = 5-NH 

microorganisms possess acylagmatine amidohy- 
drolase capable of converting bleomycin to bleo- 
mycinic acid. Bleomycinic acid is then converted 
to the desired amides by use of water-soluble 
carbodimide chemistry. Whereas the chemical 
method is capable of producing greater struc- 
tural variation, in practice the semisynthetic 
method has proved more convenient. 

Although bleomycin and its analogs have 
also been totally synthesized in various labo- 
ratories, the processes are too complex to be of 
commercial value (92-95). 

The phleomycins (11) are related in that 
one of the thiazole rings has been reduced to 
its C-44,45-dihydro analog. The phleomycins 
have substantial antitumor activity but are 
too nephrotoxic for clinical use. The cliomy- 
cins (121, tallysomycins (13), zorbamycins 
(14), zorbonamycins, platomycins, and victo- 
mycins are also structurally related to the 
bleomycins. None of these various alternative 
substances has displaced the bleomycin com- 
plex from the market, even though many pos- 
sess significant antitumor properties. The 
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Figure 3.7. Generation of reactive oxygen species by transition metal chelates of bleomycins. 

specific potencies and toxicities vary widely 
with structural variations. 

In the presence of a mild base, metal-free 
bleomycin isomerizes to isobleomycin through 
an 0-to-0 acyl migration of the carbamoyl 
moiety from position 22 to 23 of the mannosyl 
group. Copper (11) bleomycin, under the same 
conditions, slowly isomerizes at its masked as- 
partamine moiety attached to the pyrimidine 
substituent (at C-6). This isomer is substan- 
tially less active than bleomycin itself. 

Bleomycin chelates with various transition 
metals, the most relevant of which are iron (11) 
and copper (I), to form the corresponding com- 
plexes. The iron complex binds oxygen and be- 
comes oxidized, producing the hydroql radical 
and the hydroperoxyl radical. This is schemati- 
cally illustrated in Fig. 3.7. The bithiazole moi- 
ety intercalates into DNA and the complex is 
stabilized by electrostatic attractions between 
the sulfonium or ammonium side chains with 
the phosphate backbone of DNA This fixes the 
drug at DNA, whereupon the reactive oxygen 
species generated by its transition-metal com- 
plex breaks the DNAmolecule at the sugar back- 
bone, thus releasing purine and pyrimidine 
bases. This important reaction is illustrated in 
Fig. 3.8. Specific details of this complex interac- 
tion are still emerging. 

Given that the biological action of bleomy- 
cin depends collectively on its ability to inter- 
calate, to stabilize the intercalation complex 
by electrostatic forces, and to complex transi- 
tion metals capable of generating oxygen 
radicals, the pharmacophore is distributed 
through the molecule. Acceptable variations 
involve substitution of various groups onto 
bleomycinic acid and a variety of other com- 
paratively trivial changes such as partial re- 
duction of the thiazole moieties and alter- 
ations of the amino acids near the bleomycinic 
acid carboxyl group. 

Recently, efforts have been directed to the 
synthesis of various macromolecular conju- 

gates of bleomycin, in an attempt to produce 
tissue selectivity and, perhaps, reduce lung 
toxicity. Some of these agents retain very sig- 
nificant nucleic acid clastogenicity in vitro 
(96). 

2.2.6 Biosynthesis. Many analogs of bleo- 
mycin have been prepared by directed biosyn- 
thesis through appropriate media supplemen- 
tation (97-100). Approximately 10 naturally 
occurring bleomycins have been reported 
(3-4, 7-10, etc.). These differ from one an- 
other by possessing a variety of different di- 
amino analogs in place of the sulfoniumamino 
side chain attached to C-49 of bleomycinic acid 
(6). In addition, directed biosynthetic methods 
involving media supplementation with suit- 
able precursors have produced approximately 
21 others, which also consist of a variety of 
diamino analogs in which the C-49 moiety has 
been replaced. Thus the biosynthesis of bleo- 
mycinic acid is relatively tightly controlled, al- 
though the amide synthase that puts on the 
various side chains is not very specific in its 
substrate tastes. 

2.2.7 Molecular Mode of Action and Resis- 
tance. The ~recise molecular mode of action of 
bleomycin is incompletely understood because 
it has numerous actions in test systems. The 
bleomycins are known to bind preferentially 
to the minor groove of DNA, although the spe- 
cific details of this host-guest interaction are 
still elusive. The cytotoxicity of the bleomy- 
cins is enhanced when a DNA-binding region 
is present and the specific nature of the DNA- 
binding moiety can convey sequence specific- 
ity. The nucleic acid-cleaving capacity is metal 
ion and oxygen dependent and it is believed 
that the complexes generate reactive oxygen 
species that are responsible for the single- and 
double-strand nucleic acid cleavages observed 
(see Fig. 3.8). This DNA destruction is gener- 
ally believed to account for its cytotoxicity 
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(101-104). Interestingly, in the absence of 
DNA, bleomycin is also capable of destroying 
itself instead, presumably through the action 
of the same reactive oxygen species (105). A 
number of artificial analogs have been pre- 
pared to explore the contribution of various 
molecular features of these drugs and to ex- 
ploit these features. Some of these products 
include agents that are inert by themselves 
but that enhance the cytotoxicity of bleomycin 
fragments when attached craftily to them. 
These agents usually contain aromatic moi- 
eties and have the capacity to have a cationic 
moiety as well. Bleomycin is known to gener- 

ate oxygen-based free radicals when chelated 
to certain metal ions, notably ferrous iron and 
copper. When chelated to ferric iron, a reducing 
agent adds an electron to convert the complex to 
ferrous iron. This, in turn, transfers an electron 
to oxygen, producing either the superoxide rad- 
ical or the hydroxide radical (see Fig. 3.7). These 
radicals attack ribosyl moieties in DNA and 
RNA, leading to nucleic acid fragmentation and 
subsequent interference with their biosynthe- 
sis. This action is believed to be primary in the 
cytotoxic action of bleomycin. Bleomycin's ac- 
tion is cell cycle specific, causing major damage 
in the G-2 and less in the M phase. 
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Resistance to bleomycin occurs primarily 
through the action of bleomycin hydrolase, 
which attacks metal-free bleomycin at the C-4 
carboxamide moiety to produce deamidobleo- 
mycin (106). This last produces radicals at a 
much lower frequency than that of bleomycin 
itself. This causes a much lower cleavage of 
DNA and removes the majority of the antitu- 
mor action of bleomycin. In support of this 
idea, resistant cells usually possess a higher 
concentration of bleomycin hydrolase than do 
sensitive cells. The hydrolase is present in nor- 
mal tissues, particularly in the liver. Interest- 
ingly, recent evidence implicates this enzyme 
in the formation of amyloid precursor protein 
characteristic of Alzheimer's disease (107). 
Other experts implicate enhanced DNA repair 
capacity or decreased cellular uptake as con- 
tributory to resistance. 

2.2.8 Recent Developments and Things to 
Come. Considering bleomycin's particular 
ability to destroy DNA and RNA molecules, 
there is comparatively little likelihood that 
molecular manipulation of bleomycin will 
soon produce a nontoxic version of the drug. 

The chemical properties of the bleomycins 
have been reviewed recently (104,108-113). 

2.3 Mitomycin (Mutamycin) 

2.3.1 Introduction. Mitomycin C (15) was 
discovered initially at the Kitasato Institute 
(114) and at the Kyowa Hakko Kogyo labora- 

tories in Japan, as a metabolite of Streptomy- 
ces caespitosus (115), and elsewhere (116). A 
number of analogs have been discovered at 
several other places. These drugs are a group 
of blue aziridine-containing quinones, of 
which mitomycin C is the most important 
from a clinical perspective. Mitomycin A and 

porphiromycin also belong to this group but 
have not been marketed. Mitomycins appar- 
ently were the first of the useful bioreductively 
activated DNA alkylating agents to be discov- 
ered. Literally thousands of alkylating agents, 
notably the a$-unsaturated sesquiterpene 
lactones of the Compositae, have been found 
in nature, and an enormous effort has been 
expended in their synthesis and evaluation 
without notable success. The contrasting suc- 
cess of the mitomycins seems to derive from 
the finding that they are relatively inert until 
bioreductively activated, so they show greater 
biological selectivity compared with that of 
many other naturally occurring alkylating 
agents. 

2.3.2 Clinical Use. Mitomycin is adminis- 
tered i.v. in combinations of antitumor agents 
for treatment of disseminated adenocarci- 
noma of the stomach, colon, or pancreas, or for 
treatment of other tumors where other drugs 
have failed (117-120). 

2.3.3 Contraindications and Side Effects. It 
is contraindicated in cases of hypersensitivity 
or idiosyncratic responses to the drug or 
where there are preexisting blood dyscrasias. 
The drug can cause a serious cumulative bone 
marrow suppression, notably thrombocytbpe- 
nia and leukopenia (121, 122), that can con- 
tribute to the development of overwhelming 
infectious disease. This requires reducing dos- 
ages. Irreversible renal failure as a conse- 
quence of hemolytic uremic syndrome is also 
possible (121). Occasionally adult respiratory 
distress syndrome has also been seen. When 
extravasation is seen during administration, 
cellulitis, ulceration, and sloughing of tissue 
may be the consequence (123,124). The drug 
is known to be tumorigenic in rodents. Its 
safety in pregnancy is unclear and teratoge- 
nicity is seen in rodent studies. Other side ef- 
fects include fever, anorexia, nausea, vomit- 
ing, headache, blurred vision, confusion, 
drowsiness, syncope, fatigue, edema, throm- 
bophlebitis, hematemesis, diarrhea, and pain. 
It is not clear that all of these are related to the 
use of mitomycin or whether they are at least 
partly the consequence of other agents in an- 
titumor cocktails. 
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2.3.4 Pharmacokinetics. Mitomvcin is " 

poorly absorbed orally and is rapidly cleared 
when injected i.v., with a serum half-life of 
about 30-90 min after a bolus dose of 30 mg. 
Metabolism takes place primarily in the liver 
and is saturable. As a consequence of the satu- 
rability, the amount of free drug in the urine 
increases with increasing doses. Only about 
10% of an average administered dose is ex- 
creted unchanged in the urine and the bile 
because extensive metabolism takes place. 
The drug is distributed widely in the tissues, 
with the exception of the brain, where very 
little penetrates (125-128). 

Because mitomycin C is activated as an 
antitumor agent by reduction, significant ef- 
fort has been expended on trying to decide 
whether DT-diaphorase activity correlates 
well with antitumor activity in vivo. This is as 
yet imperfectly resolved but the correlation 
appears to be poor. Other studies suggest that 
NADPH:cytochrome P450 reductase (a qui- 
none reductase) contributes strongly under 
some circumstances. 

Inactivation and activation occur by me- - 
tabolism andlor by conjugation, and a number 
of metabolites, principally 2,7-diaminomito- 
sene, have been identified (129-131). The ra- 
tio between inactivation and activation is par- 
tially a function of whether DNA intercepts 
the reduced species before it is quenched by 
some other molecular species. 

2.3.5 Medicinal Chemistry. Much explora- 
tion of the chemistry of the mitomycins has been 
carried out accompanied by excellent reviews in 
the literature (132-134). Total chemical synthe- 
ses of mitomycins A and C have been achieved, 
but these are not practical for production pur- 
poses (135-137). More than a thousand analogs 
have been prepared by semisynthesis but none 
of these agents has succeeded in replacing mito- 
mycin C itself. Generally, it has been found that 
mitomycin C analogs are less toxic than mitomy- 
cin A derivatives. Most modifications have been 
achieved at the N-la, C-7, C-6, and C-10 posi- 
tions. The C-7 position is particularly conve- 
niently altered through additioldelimination se- 
quences, and some of these agents have 
received extensive evaluation. It is noted that 
the C-6 and C-7 positions play only an indirect 
role in the activation of the ring system, so 

substitutions there might be regarded as pri- 
marily significant in altering the pharmacoki- 
netic properties of the mitomycins. It has been 
found quite recently, however, that the partic- 
ipation of the C-7 substituent in activation by 
thiols differs significantly when C-7 bears a 
methoxyl group (the mitomycin A series) com- 
pared to the activation when C-7 bears an 
amino group (the mitomycin C series). Indeed, 
thiols activate the methoxy analogs but not 
the amino analogs. Mechanistically, both se- 
ries arrive at the same bisalkylating species in 
vivo but through different routes. This may 
help rationalize why mitomycin A is both 
more potent and more cardiotoxic than mito- 
mycin C (138). The results of a comparison of 
physicochemical properties and biological ac- 
tivity of the mitomycins led to the conclusion 
that potency correlates with uptake, as influ- 
enced primarily by log P, and also with the 
redox potential (Ell21 (139). 

The metabolism of mitomycin C in vivo pri- 
marily leads through reduction and loss of 
methanol to a dihydromitosene end product. 
Interception by DNA, on the other hand, leads 
to alkylation of the latter instead (138, 139). 

2.3.6 Molecular Mode of Action and Resis- 
tance. Mitomycin C undergoes enzymatic re- 
ductive activation to produce reactive spec?es 
capable of bisalkylation and crosslinking of 
DNA, resulting in inhibition of DNA biosyn- 
thesis (140-142). This effect is particularly 
prominent at guanine-cytosine pairs. The re- 
ductive activation of mitomycin C makes it 
particularly useful in anaerobic portions of tu- 
mor masses that have a generally reducing en- 
vironment. Mitomycin is also capable of caus- 
ing single-strand breaks in DNA molecules. 

The apparent chemical mechanism by 
which mitomycin is reductively alkylated to a 
bisalkylating agent is illustrated in Fig. 3.9. 
The process is initiated by a quinone reduction 
followed by elimination of methanol, opening 
of the aziridine ring, conjugate addition of 
DNA, ejection of the carbamate function, and 
further addition of DNA. 

The bisalkylation of DNA can be either in- 
trastrand or interstrand, as illustrated in Fig. 
3.10. 

Resistance is attributed to failure of reduc- 
tion (143), to premature reoxidation (143, 
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Figure 3.9. Reductive activation and bisalkylation of DNA by mitomycin C. 

144), binding to a drug-intercepting protein 
that also has oxidase activity (145), and to P- 
glycoprotein-mediated efflux from cancer 
cells (146, 147). 

2.3.7 Medicinal Chemistry. The pharma- MM 
cologically successful chemical transforma- 
tions of mitomycin are schematically summa- 
rized in Fig. 3.11. lntrastrand alkylation 

The chemistry and pharmacological ac- or tions of the mitomycins have been reviewed .r' % 

2.4 Plicamycin (Formerly Mithramycin; 
Mithracin) 

lnterstrand alkylation 
2.4.1 introduction. Plicamycin (161, pro- 

duced by fermentation of Streptomyces plica- - = DNA base 
tus and S. argillaceus, was isolated in 1953 dR = Deoxvribose back bone 
(149). It is a member of the aureolic acid fam- MM = Mitomycin C 
ily of glycosylated polyketides, which also in- 
cludes chromomycins, chromocyclomycins, Figure 3.10. Interstrand and intrastrand alkylation 
olivomycins, and UCH9. It was subsequently of DNA by bioreductively activated mitomycin C. 
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weakness, lethargy, malaise, headache, de- 
pression phlebitis, facial flushing, skin rash, 
hepatotoxicity, and electrolyte disturbances 
(decrease in serum calcium, potassium, and 
phosphate levels) are also encountered. 

Plicamycin is contraindicated with coagu- 
lation disorders, thrombocytopenia, thrombo- 

"boxed" functional groups can be changed with cytopathy, impairment of bone marrow func- 
ention of significant biological activity. Not all tion, and in pregnancy. such changes, however, are successful. The toxic reactions of plicamycin are much 

gure 3.11. Pharmacologically successful modifi- less severe and frequent in the lower dosages 
ons of mitomycin C. employed to lower calcium ion levels. 

2.4.4 Pharmacokinetics. Plicamycin is 

tern ensues, with a half-life of approximately 
11 h having been reported (160). 

2.4.2 Clinical Uses. Plicamycin is highly 
2.4.5 Mode of Action and Resistance. The 

ment of testicular tumors (150-153). In exact mechanism of action of plicamycin is elu- 

ne disease (154-157). 

2.4.3 Contraindications and Side Ef- enhanced in the presence of divalent metal 

ility are also known to occur with the use cin also acts on osteoclasts and blocks the 

hea and stomatitis, fever, drowsiness, Resistance to plicamycin involves eMiux 

OH 

(16) 



through the action of P-glycoprotein (1671, al- 
though recent publications suggest that plica- 
mycin has the capacity to suppress MDR 1 
gene expression in vitro, thereby modulating 
multidrug resistance (168). 

2.4.6 Medicinal Chemistry. The chemistry 
of plicamycin and its analogs has been re- 
viewed (169). For a long time there was con- 
siderable confusion about the precise chemical 
structure of plicamycin (mostly with respect 
to the number and arrangement of the sugars) 
but this has now apparently been resolved by 
careful NMR studies (170). 

The sugars must be present in plicamycin 
for successful DNA binding and magnesium 
ion also promotes the interaction. 

2.4.7 Biosynthesis. Biosynthesis of the au- 
reolic acid group of antitumor antibiotics be- 
gins with condensation of 10 acetyl units to 
produce a formal polyketide that, on conden- 
sation, produces a tetracyclic intermediate 
whose structure and that of the subsequent 
intermediates is reminiscent of those involved 
in tetracycline biosynthesis (171). After the 
formation of premithramycinone, a rather 
complex sequence of reactions ensues, as illus- 
trated in Fig. 3.12. A sequence of methylations 
and glycosylations lead to premithramycin A3. 
Of particular interest in the remaining se- 
quence is an oxidative ring scission and decar- 
boxylation, which leads to the final tricyclic 
ring system. This is followed by oxidation level 
adjustment, producing plicamycin itself, or to 
one of the other members of this class, depend- 
ing on the specifics of the biosynthetic inter- 
mediates (172, 173). Omission of the key C-7 
methylation step leads, for example, through a 
parallel pathway to the formation of 7-de- 
methylmithramycin (174). 

3 DRUGS INHIBITING ENZYMES THAT 
PROCESS DNA 

3.1 Anthracyclines 

The anthracyclines are an important class of 
streptomycete-derived tetracyclic glycosidic 
and intercalating red quinone-based drugs. 
None of the first generation of this widespread 
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class of natural products became clinically 
prominent. The structures of some of these 
chemically interesting compounds, generally 
named as rhodomycins, including pyrromycin, 
musettamycin, and marcellomycin (whose 
names will please opera buffs), are given in 
Fig. 3.13. Those anthracyclines of clinical 
value were discovered initially in the Pharmi- 
talia Laboratories in Italy and subsequently in 
a number of other places (175, 176). The first 
of the clinically useful group was the Strepto- 
myces peucetius metabolite, daunorubicin 
(18). This was followed by its hydroxylated an- 
alog doxorubicin (171, a metabolite of S. peu- 
ceteus var. caesius. Many synthetic anthracy- 
clines resulted from intense study in many 
laboratories. These synthetic methods led to a 
number of marketed products, including 
daunomycin's desmethoxy analog idarubicin 
(20) and doxorubicin's diastereomer epirubi- 
cin (19) (177, 178), and the bisacylated prod- 
uct of doxorubicin, valrubicin (21). Daunomy- 
cin and idarubicin are primarily used for the 
treatment of acute leukemia, and epirubicin is 
used for solid tumors, but doxorubicin is used 
for a much wider range of cancers. 

Compd. R R1 R2 R3 R4 I 
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R = H = Pyrromycin 
R = A = Musettamycin 
R = B = Marcellornycin 

Figure 3.13. Structures of some unmarketed anthracyclines. 

3.1.1 Daunorubicin (Daunomycin; Cerubi- 
dine, Rubidomycin; 18) 

3.1.1. 1 Therapeutic Uses. Daunorubicin is 
used in combination with other agents by i.v. 
infusion for treatment of acute myelogenous 
and lymphocytic leukemias (179-181). 

3.1.1.2 Side Effects and Contraindications. 
It is not generally used i.m. or s.c. because of 
the severe tissue damage that may accompany 
extravasation (182). It is contraindicated 
when hypersensitivity reactions are present. 
Among the side effects that are encountered 
are severe cumulative myocardial toxicity that 
can include acute congestive heart failure af- 
ter cumulative doses above 400-550 mg/m2 of 
body surface in adults and less in infants 
(183), severe myelosuppression (hemorrhage, 
superinfections), bone marrow suppression, 
secondary leukemia, renamepatic failure, 
carcinogenesis, mutagenesis, teratogenicity, 
and fertility impairment. The cardiomyopathy 
is characteristic of the anthracycline class and 
can occur long after therapy is concluded (184, 
185). The highly colored nature of the drug 
can lead to urine discoloration that alarms the 
patient because of drug excretion. In addition, 

alopecia, rash, contact dermatitis, urticaria, 
nausea, vomiting, mucositis, diarrhea, abdom- 
inal pain, fever, chills, and (occasionally) ana- 
phylaxis are observable. When given along 
with cyclophosphamide, its cardiotoxicity is 
enhanced and enhanced toxicity is seen when 
given concurrently with methotrexate. 

3.1.1.3 Pharmacokinetics. On i.v. admin- 
istration the drug is rapidly distributed into 
tissues but does not enter the central nervous 
system. Rapid liver reduction to daunomyci- 
no1 is seen followed by hydrolytic or reductive 
loss of the sugar along with the oxygen atom 
with which it is attached to the ring system. 
These two reactions also can take place before 
reduction. Demethylation of the 0-methyl 
ether moiety also occurs followed by sulfation 
or glucuronidation of the resulting phenolic 
OH. These and other transformation products 
have lesser bioactivity (186). Patients with de- 
creased liver function should receive smaller 
doses because they are not able to detoxify the 
drug effectively. The half-life is about 8.5 h 
and about 25% of the active drug is found in 
the urine along with about 40% in the bile 
(187). Liposomally encased daunorubicin ci- 
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e shows greater selectivity for solid tumors 
is translocated in the lymph (180). Nu- 
binding of anthracyclines is sufficiently 

ngto complicate the excretion pattern and 
determine the tissue distribution of these 

ts (188). Different tissues bind doxorubi- 
.m direct proportion to their DNA content. 
e metabolism of daunorubicin is illustrated 

, 3.1.1.4 Mechanism of Action and Resis- 
ce. The mode of action of daunorubicin 
d the other clinically useful anthracyclines 

Figure 3.14. Metabolism of daunorubicin. 

is multiple. Authorities differ with respect to 
which is the most significant but most at- 
tribute this to inhibition of the mammalian 
topoisomerase 11, essential for shaping DNA, 
so that it can function and be processed (189). 
The drug also intercalates into DNA, inhibits 
DNA and RNA polymerases, and also causes 
free-radical single- and double-strand damage 
to DNA (190). These drugs are, therefore, also 
mutagenic and carcinogenic. Free-radical (re- 
active oxygen species) generation is promoted 
by the interaction of these drugs with P450 
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(191) and with iron, which they chelate (192). 
The reactive oxygen species that they can gen- 
erate also cause severe damage to membranes 
and this may contribute not only to their an- 
titumor efficacy but also to the cardiomyopa- 
thy that they cause (193). 

Resistance to daunorubicin and the other 
anthracyclines is attributed to efflux mediated 
by P-glycoprotein, whose expression is ampli- 
fied in response to their use (187, 194-196). A 
number of other mechanisms have been ad- 
vanced as contributory such as use of other 
export mechanisms, increased endogenous an- 
tioxidant mechanisms, and decreased action 
of mammalian topoisomerase I1 (197). 

3.1.2 Doxorubicin. Doxorubicin [adria- 
mycin, rubex; (1711 is a hydroxylated analog of 
daunorubicin but finds much wider anticancer 
use. 

3.1.2.1 Therapeutic Uses. Doxorubicin is 
given i.v. by rapid infusion for the treatment 
of disseminated neoplastic conditions such as 
acute lymphoblastic leukemia, acute myelo- 
blastic leukemia, Wilms' tumor, neuroblas- 
toma, soft tissue and bone sarcomas, breast 
carcinoma, ovarian carcinoma, transitional 
cell bladder carcinoma, thyroid carcinoma, 
Hodgkin's and non-Hodgkin's lymphomas, 
bronchogenic carcinoma, and gastric carci- 
noma. 

3.1.2.2 Side Effects and Contraindica- 
tions. Doxorubicin is contraindicated in pa- 
tients with preexisting severe myelosuppres- 
sion consequent either to other antitumor 
treatments or to radiotherapy. It is also con- 
traindicated when hypersensitivity to anthra- 
cyclines is present or when significant previ- 
ous doses of other anthracyclines have been 
administered, given that their doses coaccu- 
mulate toward congestive heart failure. 

Side effects are generally similar to those 
seen with daunorubicin (which see), with par- 
ticular reference to cumulative drug-related 
congestive heart failure, extravasation prob- 
lems, myelosuppression, and hepatic damage. 

3.1.2.3 Pharmacokinetics. As with dauno- 
rubicin, the tissue distribution of doxorubicin 
is strongly influenced by the cellular content 
of DNA in various parts of the body (188). Me- 
tabolites of doxorubicin are its aglycone, its 
deoxyaglycone, doxorubicinol and its deoxyag- 

lycone, and demethyldeoxyadriamycinol agly- 
cone as its 4-0-P-glucuronide and 0-sulfides. 
Thus carbonyl reduction is the main metabolic 
reaction and this is followed by various hydro- 
lytic and reductive losses of the sugar, O-de- 
methylation, and various conjugative reac- 
tions (198). These reactions quite parallel the 
findings with those of doxorubicin. 

3.1.2.4 Molecular Mode of Action and Re- 
sistance. The manifold cytotoxic actions of 
doxorubicin on cells are qualitatively the same 
as those of daunorubicin. Likewise, the resis- 
tance mechanisms, especially those involving 
P-glycoprotein expulsion, are closely similar. 
Interestingly, expulsion is significantly less- 
ened by liposome encapsulation (199). 

3.1.3 Epirubicin. Epirubicin (Ellence, (19) 
is a C-4'-diastereoisomer of doxorubicin given 
by i.v. infusion as an adjunct to the use of 
other agents for the treatment of breast can- 
cer, when axillary node tumor involvement is 
seen after breast removal surgery (200). The 
toxicities of epirubicin are analogous to those 
described above for daunorubicin and doxoru- 
bicin (which see). Particular note should be 
paid to drug-related cumulative congestive 
heart failure, extravasation problems, myelo- 
suppression, and hepatic damage. 

3.1.4 Valrubicin. Valrubicin (21) and ida- 
rubicin (20) are also anthracyclines that have 
seen significant clinical use (201). Idarubicin 
differs from doxorubicin in lacking the me- 
thoxy group in the chromophore and has an 
epimeric hydroxyl group in the sugar (202). 
This molecule is comparatively lipophilic, re- 
sulting in increased cellular uptake (the cellu- 
lar concentrations exceed 100 times those 
achieved in plasma) (203) and strong serum 
protein binding (204). Extensive extrahepatic 
metabolism to the 13-dihydro analog occurs 
(205). 

Valrubicin is the valeric ester trifluoroace- 
tic amide of doxorubicin (206-208). It is in- 
stilled into the bladder through a urethral 
catheter after bladder drainage and is voided 
after 2 h (209). It is highly toxic on contact 
with tissues but its means of administration 
limits systemic exposure. Its local adverse re- 
actions are usually comparatively mild and re- 
solve in about 24 h. Evidence indicates that 
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moiety is removed enzymi- 
in vivo before exerting its cytotoxic effect 

3.1.4.1 Biosynthesis. The anthracyclines 
polyketides, as can be readily discerned 

m their structures. Doxorubicin is pro- 
ced from daunorubicin by a late hydroxyla- 

genetically unstable. As a 
ently produced com- 

nt chemical transforma- 
fermentation (212). 

3.1 A.2 Medicinal Chemistry, Many hun- 
ave been prepared either by 

ation of the natural prod- 
total synthesis. As a 
derstanding of their 

elationships is at hand 

The impressive anticancer activity and 
cal potential of the anthracyclines re- 

esearch toward total syn- 
structural modification studies of 
ounds (175,176,219,220). From a 

cture-activity relationship (SARI view- 
int, the anthracycline structural core can be 
vided into three major components: (1) Ring 

lic moiety bearing the two-carbon 
oup and the tertiary hydroxy 

mitantly having a chiral 
oxy group at C-7, which in turn 

connected to the aminosugar unit; (2) the 
osugar residue, attached to the C-7 hy- 

xy group through an a-glycosidic linkage; 
the anthraquinone chromophore, consist- 

e and a hydroquinone moiety 
adjacent rings. The C-13 and C-14 positions 
the various anthracyclines are obvious func- 

derivatization. Thus, the 13- 
to functionality has been subjected to reduc- 

ion, hydrazide formation, and 
forth, without adversely affecting the bioac- 

incorporation of various es- 
ctionalities at C-14, through 

ion and subsequent dis- 
halogen with nucleophiles, 

found to be a useful approach in modulat- 
g the activity of the parent anthracyclines. 

gation of the C-9 alkyl chain 
introduction of amine functionalities at 

14 is detrimental to activity. Additionally, 
rmation of 9,lO-anhydro or the 9-deoxy an- 
ogs results in decreased activity. Interest- 

ingly, the natural stereochemical configura- 
tions at C-7 and C-9 were found to be an 
important contributor to bioactivity, wherein 
it has been proposed that H-bonding between 
the two cis-oxygen functionalities at these po- 
sitions stabilizes the preferred half-chair con- 
formation of the D-ring. 

The amino sugar residue of the various an- 
thracyclines is an essential requirement for 
bioactivity. Among the various SAR studies in- 
volving the carbohydrate core, it has been seen 
that attachment of this moiety to the anthra- 
cycline nucleus through an a-anomeric bond is 
necessary for optimum activity. Conversion of 
the C-3' amine group to the corresponding 
dimethylamino or morpholino functionalities 
confers improved activity; however, acylation 
of the amine (the exception being trifluoro- 
acetyl) or its replacement with a hydroxy 
group results in loss of activity. Interestingly, 
conversion of the C-4' hydroxy group to its 
corresponding methyl ether, C-4' epimeriza- 
tion, or deoxygenation has a negligible effect 
on bioactivity. In more recent studies, novel 
disaccharide analogs of doxorubicin and idaru- 
bicin have been found to exhibit impressive 
antitumor activity (221). 

The anthraquinone chromophore is an im- 
portant structural feature of the anthracy- 
clines. The various oxygenated functionalities 
present in this fragment have been the focus 
of considerable synthetic activity in search of 
analogs with improved activity. Thus, the phe- 
nolic hydroxy groups present in this core were 
found to undergo ready acylation and alkyla- 
tion under standard reaction conditions. It 
has been shown that, 0-methylation of the C-6 
or C-11 phenolic groups results in analogs 
with markedly reduced activity, whereas C-4 
modifications such as demethylation and de- 
oxygenation do not affect bioactivity. Interest- 
ingly, a serendipitous transformation of the 
C-5 carbonyl to the corresponding imino func- 
tionality resulted in an analog that retained 
activity and was found to be significantly less 
cardiotoxic than the parent compound. 

3.1.4.3 Biosynthesis. The proposed bio- 
genesis of the anthracyclines invokes the in- 
volvement of a polyketide synthon. In studies 
involving various blocked mutants of anthra- 
cycline-producing Streptomyces and utiliza- 
tion of 14C-labeled acetate and propionate pre- 
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Figure 3.15. Proposed biosynthetic pathway lead- 
ing to anthracyclines. 

cursors, it has been shown that there are two 
biosynthetic pathways responsible for the for- 
mation of the polyketide fragment. Daunomy- 
cinone, pyrromycinone, and related aglycones 
are derived from a polyketide synthon having 
one propionate and nine acetate units, 
whereas deviant members such as steffimyci- 
none and nogalanol are obtained from a 10- 
acetate polyketide unit. Thus, a "head-to-tail" 
condensation of the decaketide chain forms 
the parent tetracyclic core and the C-9 quater- 
nary center of the anthracyclines. A sequence 
of biotransformations involving C-2 and C-7 
carbonyl reduction, dehydration (C-2/C-3), 
enolization/aromatization, and B-ring oxida- 
tion leads to aklavinone. Further oxidation, 
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decarboxylation (for some class of com- 
pounds), and glycosidation finally result in the 
corresponding bioactive glycosides. See Fig. 
3.15 for a schematic illustration of the pro- 
posed biosynthetic pathway leading to anthra- 
cyclines. 

3.1.4.4 Recent Developments and Things to 
Come. Reviews of this topic are available 
(203,210, 222). 

3.2 Camptothecins 

Camptothecin (22) was discovered almost at 
the same time (1966) as was tax01 and by the 
same research group (223). It is present in the 
extractives of the Chinese tree Camptotheca 
acuminata (growing in California) and has 
subsequently been found to be abundant in 
the extractives of Mappia foetida, a weed that 
grows prolifically in the Western Ghats of In- 
dia. Despite its early promise in laboratory 
and rodent studies, it was disappointing in 
clinical studies because of severe toxicity and 
so it has not found clinical use by itself, but 
serves as the inspiration for the preparation of 
its clinical descendants prepared both by par- 
tial and total chemical synthesis methods. 
Camptothecin itself is very insoluble. This 
made early evaluation difficult. Tests were 
performed on its sodium salt (prepared by hy- 
drolysis of the lactone ring) but clinical trials 
of this salt had to be discontinued because of 
severe, unpredictable hemorrhagic cystitis, 
even though some patients with gastric and 
colon cancers were responding to the drug. A 
quiet period followed. Much later came a re- 
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Figure 3.16. Hydrolysis of camptothecin analogs. 

surgence of interest because of the discovery 
that the drug works by inhibiting nuclear 
mammalian topoisomerase I, a novel mecha- 
nism of action among contemporary antitu- 
mor agents (224). Topoisomerase I is a ubiqui- 
tous enzyme essential for changing the 
twisting number of DNA molecules (relaxing 
supercoils) so that they can be transcribed and 
repaired. The levels of topoisomerase I are of- 
ten raised in tumor cells. Topoisomerase I ex- 
erts its action by making transient single- 
strand breaks in duplex DNA, rotating the 
molecule, and resealing again. Camptothecin 
and its analogs form a ternary complex with 
the cut DNA and topoisomerase I, which pre- 
vents progression or regression. The cut DNA 
is unavailable to the cell, so that it is stranded 
in the S-phase of the cell cycle and the DNA is 
degraded, thus leading to cell death. 

Camptothecin itself is very water insolu- 
ble, thus impeding its use by injection. Fur- 
thermore, it is quite unstable in the body 
because of ease of hydrolysis of the lactone 
ring under physiological conditions, to pro- 
duce the highly toxic acid analog (Fig. 3.16). 
The ring-opened form is also highly serum 

I '  protein bound, helping to account for its 
comparatively poor activity in vivo. This 
high level of binding also displaces the equi- I 

i librium further in the direction of the unde- 
sirable ring-opened acid form. These factors 
apparently are less limiting in mice, produc- 
ing a significant species difference in behav- 
ior. This raised the level of disappointment 
when, despite favorable animal studies, the 
drug performed poorly in the clinic. Many 
analogs were subsequently prepared by total 

synthesis and by conversions of camptoth- 
ecin itself. The more promising of these 
newer analogs are much more soluble in wa- 
ter and less serum protein bound, helping 
them to overcome some of the defects of 
camptothecin itself. 

Metabolism. Hydrolysis to the less-active 
and toxic ring-opened lactone occurs readily in 
vivo under physiological conditions (Fig. 3.16). 
Further, the lactone binds to serum proteins 
approximately 200 times more than does 
camptothecin itself. By mass action, this shifts 
the equilibrium toward ring opening. The lac- 
tone-opened analogs are significantly more 
water soluble than the lactone forms but are 
generally rather less active. 

3.2.1 Irinotecan (CPT-11) 
3.2.1.1 Clinical Uses. Irinotecan (24) is an 

analog hydroxylated in the quinoline ring and 
further converted to an amine-bearing pro- 
drug carbamate linker. It is given by i.v. infu- 
sion, often in combination with 5-FU and leu- 
covorin (which combination is particularly 
toxic) for the treatment of metastatic carci- 
noma of the colon or rectum (225). Irinotecan 
and its metabolites are much less serum pro- 
tein bound than topotecan and have a some- 
what longer half-life in serum. Irinotecan, 
however, is poorly orally bioavailable and is 
also subject to a significant first-pass metabo- 
lism. 

3.2.2 Topotecan 
3.2.2.1 Clinical Uses. Topotecan (23) is 

used for ovarian (226,227) and small-cell lung 
cancers (228-235). Topotecan is rapidly me- 
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tabolized by hydrolysis and the majority of the 
drug (75430%) is hydrolyzed in the plasma, 
with a half-life of a couple of hours. N-De- 
methyltopotecan and its glucuronide are 
found to a lesser extent. 

3.2.2.2 Contraindications and Side Effects. 
Extravasation of the camptothecin-derived 
drugs leads to tissue damage, and the drugs 
are strongly emetic and neutropenia is com- 
mon. Hypersensitivity to irinotecan is ob- 
served and is a contraindication. Diarrhea oc- 
curs by various mechanisms. Prior exposure 
to pelviclabdominal irradiation enhances the 
risk of severe myelosuppression and deaths 
have been observed attributed to consequent 
infections (236). Orthostatic hypertension, va- 
sodilation, insomnia, dizziness, alopecia, rash, 
anorexia, constipation, dyspepsia, anemia, 
weight loss, dehydration, colitis/ileus, renal 
function, and fertility impairment are also 
seen with irinotecan but are generally consid- 
ered to be mild (237). 

3.2.2.3 Pharmacokinetic Features. The 
pharmacokinetic features of topotecan are 
very complex. The drug is subject to alteration 
by esterases and the products are variously 
glucuronidated as well as oxidized by CYP 
3A4, so is subject to a number of possible drug- 
drug interactions (238). After oral administra- 
tion, about 30-40% of the drug is bioavailable 
(239-241). After i.v. dosage of prodrug irino- 
tecan, rapid metabolic conversion by hydroly- 
sis of the carbamoyl moiety to an active phe- 
nolic metabolite (SN-38) occurs as a result of 
the action of liver carboxvlesterase: this is fol- 
lowed by glucuronidatioi to a metabolite that 
is much less potent. Metabolite SN-38 is about 

1000-fold more active than irinotecan itself 
and accounts for the bulk of the antitumor 
activity of the drug. Fortunately, SN-38 has 
much less affinity toward serum proteins and 
this shifts the equilibrium toward retention of 
the active lactone form. Irinotecan is also con- 
verted in part to a metabolite in which the 
piperazine ring is oxidatively opened to pro- 
duce an acid analog (presumably through its 
lactam) (242). About 11-20% of active irinote- 
can is excreted in the urine but the majority of 
the drug and its metabolites are excreted in 
the bile. There appears to be a significant pa- 
tient-to-patient variation in ability to metabo- 
lize irinotecan (236). 

3.2.2.4 Molecular Mode of Action and Re- 
sistance. The camptothecins are inhibitors of 
the action of mammalian topoisomerase I. The 
normal function of this essential enzyme is to 
produce temporary single-strand breaks by 
which the topography of DNA can be altered, 
so that the molecule can be processed. In the 
presence of camptothecin and its analogs a 
ternary complex forms (camptothecin analogs 
+ DNA + enzyme) that results in single- 
strand breaks that cannot be resealed and this 
leads to defective DNA. In particular, when 
the replicating fork of DNA reaches the cleav- 
able complex generated by camptothecin de- 
rivatives, irreversible strand breaks result, 
causing a failure in DNA processing, thus 
causing the cells to die. The camptothecins are 
thus S-phase poisons (Fig. 3.17). The specific 
molecular details are still obscure, however 
(237). 

Resistance to the camptothecins is believed 
to result in part from excretion mediated by 
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RP-3 (multidrug resis- 
-associated protein) mechanisms (237, 

of other biological 
itro studies (244-247). 

eir meaning in clinical cases is as yet un- 
cells, reduced levels of 

drolases capable of cleaving irinotecan to 
-38 seem to contribute. Another mode of 

reases in content and 
tency of topoisomerase I (237, 248,249). 
3.2.2.5 Medicinal Chemistry. Several pa- 

various total synthesis 
camptothecin and re- 

d molecules have been published (250- 

The objectives of much of this work are 
clear. Drawbacks of camptothecin that have to 
be overcome are its poor water solubility, ease 
of hydrolytic lactone opening to the undesir- 
able acid form, high serum protein binding, 
and the reversibility of its drug-target interac- 
tion. The solubility problem has been ap- 
proached, interestingly, in quite opposite di- 

ions. Some groups have sought to increase 
er solubility and others to make the mole- 
es even more lipophilic. Each approach has 

orked significantly. 
After considerable effort it was discovered 

ts at the C-9 and C-11 
sitions considerably decreased serum pro- 

th the lactone-ring 
this did not interfere 

antitumor activity. Among the analogs 
have received clinical examination but 

eted are lurotecan 
camptothecin (255), 

and DX-8951f (256). A number of other ana- 
logs stand out from the many that have been 
made. Among these are the hexacyclic 1,4-ox- 

azines (257), Ring E homocamptothecins, 
7-cyanocamptothecins (258), and the silate- 
cans (25) (259). The latter are structurally un- 
usual, in that very few candidate dmgs con- 
tain silicon atoms. Furthermore, the best 
analogs are quite lipid soluble and, despite 
this, display superior stability in human blood 
and decreased albumin binding combined 
with significant potency. A summary of camp- 
tothecin SARs is illustrated in Fig. 3.18. 

Much effort has been ex~ended also to en- - 
hance the water solubility of the camptoth- 
ecins by inventive formulations. A number of 
prodrugs have also been made in attempts to 
enhance stability and water solubility. Among 
these are the C-16 esters, such as the bu- 
tyrates and propionates, some sugar-contain- 
ing molecules, and the C-11 carbamates, of 
which irinotecan is the most successful to 
date. 

Topotecan is likewise hydroxylated in the 
quinoline ring but with a dimethylamino- 

The "boxed" functional groups can be changed 
with retention of significant biological activity. 
Not all such changes, however, are successful 

Figure 3.18. Summary of camptothecin structure- 
activity relationships. 
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methylene moiety adjacent. It is administered 
i.v. for the treatment of ovarian and small-cell 
lung cancer. As with the other camptothecins, 
topotecan undergoes a reversible pH-depen- 
dent hydrolysis of its lactone moiety. It is the 
lactone form that is pharmacologically active. 
The drug has a complex excretion pattern, 
with a terminal half-life of about 2-3 h, and 
about 30% of the drug appears in the urine. 
Kidney damage decreases the excretion of the 
drug. Binding of topotecan to serum proteins 
is about 35%. The clinical side effects of topo- 
tecan are similar to those of irinotecan. 

The chiral center of the carnptothecins is S;  
the R-enantiomers are much less (10- to 100- 
fold) potent. 

3.2.2.6 Quantitative Structure-Activity Re- 
lationships (QSARs). Many synthetic campto- 
thecin analogs have been prepared in at- 
tempts to stabilize the active lactone form and 
to enhance water solubility. A QSAR correla- 
tion has been published based on the NCI da- 
tabase information for 167 camptothecin ana- 
logs. The key functions that emerged from this 
are the presence and comparative positions of 
the E-ring hydroxyl and lactone carbonyl and 
the D-ring carbonyl(260). 

3.2.2.7 Recent Developments and Things to 
Come. Topoisomerase I inhibition is a popu- 
lar area of contemporary research and a num- 
ber of analogs are in various stages of preclin- 
ical and clinical workup. It seems likely that 
the immediate future will see the emergence 
of additional agents in this class (261-264). 

3.3 lsopodophyllotoxins 

The lignan podophyllotoxin (27) is an ancient 
folk remedy (classically used for treatment of 
gout) found in the May apple, Podophyllum 
peltatum (265,266). Interestingly podophyllo- 
toxin binds to tubulin at a site distinct from 
that occupied by tax01 and the vinca bases, 
although its molecular mode of action does 
not involve this in any obvious way, and 
modern clinical interest lies in its isomers 
instead. The isopodophyllotoxins are semi- 
synthetic analogs resulting from acid-cata- 
lyzed reaction with suitably protected sug- 
ars followed by additional transformations. 
This results in attachment of the sugars to 
the ring system, with opposite stereochem- 
istry to podophyllotoxin itself. Etoposide 

(28) and teniposide (29) are the most prom- 
inent analogs so produced and these possess 
a different mode of action than that of podo- 
phyllotoxin (267)! Another diastereoisomer, 
picropodophyllotoxin (30), is produced by 
epimerization of podophyllotoxin at the lac- 
tone ring but it has not led to interesting 
analogs. 

3.3.1 Etoposide 
3.3.1.1 Therapeutic Uses. Etoposide is in- 

jected for the treatment of refractory testicu- 
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3.3.1.2 Side Effects and Contraindications. 
ersensitivity to etoposide or to the cremo- 
r EL vehicle are contraindications (272, 
). Myelosuppression, alopecia, nausea, 

a, diarrhea, hepatic damage, 
mbocytopenia are among 
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h etoposide, a therapy-re- 
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t of the action of human cytochrome 
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78). About half of the administered dose is 

d in the urine. Etoposide 
ds 76-96% to serum proteins and is dis- 
ced therefrom by bilirubin, so liver damage 
require reduction in dosage (279, 280). 

effectively pass the blood- 
The drug distributes best 

to small bowel, prostate, thyroid, bladder, 
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.1.4 Mode of Action and Resistance. 
ration causes DNA single- 
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ase I1 (283,284). Further- 
e, it is not an intercalator nor does it bind 
ctly to DNA in the absence of the enzyme. 
action is most prominent in the late S or 
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Figure 3.19. Illustration of the formation of a 
ternary complex between DNA, DNA topo- 

arY isomerase 11, and an isopodophyllotoxin glyco- 
side. 

early G-2 cell-cycle phases; thus cells do not 
enter the M-phase. The details of the interac- 
tion between topoisomerase 11, DNA, and 
the isopodophyllotoxins are still emerging. 
Human toposiomerase I1 is a homodimeric en- 
zyme responsible for manipulating DNA su- 
percoiling, chromosomal condensation/decon- 
densation, and unlinking of intertwined 
daughter chromosomes. These steps require 
energy gained by hydrolysis of ATP. Etoposide 
(and teniposide) act by stabilizing the covalent 
topoisomerase 11-DNA intermediate and this 
stabilized ternary complex containing en- 
zyme-cleaved DNA acts as a cellular poison. 
Figure 3.19 illustrates the formation of a ter- 
nary complex between DNA, DNA topoisom- 
erase 11, and an epipodophyllotoxin glycoside. 
During one topoisomerase I1 catalytic cycle, 
two ATP atoms are hydrolyzed. Etoposide and 
teniposide inhibit release of the ADP resulting 
from hydrolysis of the first ATP in a manner 
yet to be determined precisely, although the 
net result is that the ATPase activity of the 
enzyme is inhibited and resealing is prevented 
(285). Resistance takes the form of P-glyco- 
protein-related efflux (286), decreased expres- 
sion and biosynthesis of topoisomerase I1 
(287), or mutations in human topoisomerase 
IIa (288) orp53 tumor-suppressor gene (289). 

3.3.1.5 Medicinal Chemistry (290, 291). 
Although etoposide is widely used, it is inconve- 
niently water insoluble. A water-soluble pro- 
drug, etopophos, has been introduced. This 
agent is rapidly and extensively converted back 
to etoposide &er injection (267,292). 

3.3.2 Teniposide 
3.3.2.1 Therapeutic Uses. Teniposide is in- 

jected for the treatment of acute nonlympho- 
cytic leukemia, Hodgkin's disease and other 
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enter the M-phase. Resistance takes the fo: 
of P-glycoprotein-related efflux, decreas 
biosynthesis of topoisomerase 11, or mutatic 
inp53 tumor-suppressor gene (293). 

3.3.2.4 Structure-Acfivity Relationshi 
Figure 3.20 illustrates the comparatively li 
ited information relating to isopodophyl 
toxin glycosides. 

Detailed reviews of the properties of 1 
isopodophyllotoxins are available (294-297 

The "boxed" functional groups can be changed 4 DRUGS INTERFERING WITH TUBULI 
with retention of significant biological activity. Not POLYMERIZATION/DEPOLYMERlZATlON 
all changes, however, are successful. 

Figure 3.20. Summary of isopodophyllotoxin gly- 
coside structure-activity relationships. 

lymphomas, Kaposi's sarcoma, neuroblastoma, 
and other less thoroughly validated tumor situ- 
ations. Unfortunately, in a number of children 
treated for leukemia, later development of a te- 
niposide-generated leukemia may occur (267). 

3.3.2.2 Pharmacokinetics. The drug is 
given by slow i.v. infusion and also can be 
given orally. About half of the administered 
dose is bioavailable and follows a biphasic 
elimination kinetic profile after infusion. The 
drug does not efficiently pass the blood-brain 
barrier. Its tissue distribution and persistence 
are similar to those of etoposide (282). Hydro- 
lysis of the lactone is seen and conjugates are 
excreted in the urine after oxidative demeth- 
ylation, more so than with etoposide (277). 

3.3.2.3 Mode of Action and Resistance. 
Teniposide administration causes DNA sin- 
gle- and double-strand breaks and DNA-pro- 
tein links. This effect appears to be based on 
inhibition of topoisomerase I1 because the 
drug is not an intercalator nor does it bind to 
DNA. Its action is most prominent in the late S 
or early G-2 cell-cycle phases; thus cells do not 

Microtubules provide a sort of cytoskeleton 
cells so that they can maintain their shap 
They also form a sort of "rails," along wh 
the chromosomes move during mitosis. Thc 
microtubules are constructed by the cc 
trolled polymerization of monomeric tubu 
proteins of which there are two types, a and 
Figure 3.21 illustrates this process. 'I 
dimeric vinca alkaloids interfere with pa 
merization, thus preventing cell division 
preventing the formation of new micro 
bules. The taxus alkaloids, on the other ha1 
promote the polymerization into new micro 
bules but stabilize these and prevent their 
modeling. This prevents cell growth and 
pair. These mechanisms are compatible'w 
the modes of action of other antitumor agen 
thereby allowing for synergy when combir 
with these substances in cocktails. 

4.1 Taxus Diterpenes 
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Figure 3.21. Tubulin polymerization to microtubules and their disassembly. 
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8. R 

(31) R = Ph; R1 = COCH3 
(32) R = tBuO; R1 = H 

3,298). It took a great many years for taxol to 
me to the clinic because its initial performance 

mor-bearing mice was comparatively unim- 
iive. The progress to market was acceler- 

ated materially by the discovery of a novel (at 
he time) molecular mode of action. Taxol stim- 

the formation of microtubules from tubu- 
stabilizes this polymer, which stops cells 
viding (299401). 

er an enormous effort, semisynthesis 
m 10-deacetylbaccatin I11 (33), itself avail- 
e in quantity from the much more renew- 
le needles of various abundant yew species, 
ved economical and also allowed the syn- 

esis of many analogs, of which docetaxel 

(32) is the most prominent (302). Many partial 
and total syntheses of taxol have been re- 
ported but none of these has as yet proved to 
be practical. Despite a long tradition allowing 
the discoverer to name an important com- 
pound, taxol was renamed paclitaxel for com- 
mercial purposes by the CRADA winner, Bris- 
tol-Myers Squibb. 
4.1.1. I Clinical Uses. Taxol is widely used 

in combinations for the therapy of refractory 
ovarian, breast, lung, esophageal, bladder, 
and head and neck cancers. 
4.1.1.2 Side Effects and Contraindications. 

Taxol is a very toxic drug and it must be used 
with care. Bone marrow suppression (neutro- 
penia) is a major dose-limiting side effect 
(303). A few patients develop severe cardiac 
conduction abnormalities (304). Patients with 
liver abnormalities may be especially sensitive 
to taxol. Fertility impairment and mutagene- 
sis is seen in experimental animals, so taxol 
should only be given to pregnant patients with 
special care. Hypersensitivity is not uncom- 
mon and is often associated with the solvent in 
which this especially water insoluble drug 
must be administered (cremophor EL, a poly- 
ethoxylated castor oil) (305). Peripheral neu- 
ropathy occurs frequently and requires re- 
duced dosage. In contrast to many other 
antitumor agents, extravasation, although 
causing discomfort and local pathologies, does 
not generally lead to severe necrosis. Gastro- 



intestinal distress (diarrhea, fever, anemia, 
mucositis, nausea, and vomiting), alopecia, 
edema, and opportunistic infections are also 
reported by many patients. Paclitaxel is me- 
tabolized by the P450 system, so coadminis- 
tration of drugs requiring processing by 
CYP2C8 and CYP3A4 requires caution. This 
statement is also true of docetaxol(306). 

4.1.1.3 Pharmacokinetics. The drug is gen- 
erally given by long-time (3 or 24 h) i h s i o n  at 
3-week intervals or short-time (1 h) infusions at 
weekly intervals and is heavily protein bound 
(90-98%). Attempts to infuse the drug over very 
long times (96 h) have been made but involve 
significant practical limitations. The drug is ex- 
creted after a biphasic mode, with an initial 
rapid serum decline as the drug is distributed to 
the tissues and the overflow excreted. Return 
from peripheral tissues is slow and accounts for 
the second part of the excretion curve. The ex- 
cretion half-life is fairly long (- 13-55 h) (307- 
309). Extensive clearance other than by urine 
takes place, given that only 1-13% of the drug is 
found in the urine. Metabolism is primarily oxi- 
dative, with the main metabolite being the 6a- 
hydroxy analog and lesser amounts of the 3'- 
parahydroxybenzarnide and the 6a-hydroxy, 
3'-parahydroxybenzamide analogs being de- 
tected (310-312). 

4.1.1.4 Molecular Mode of Action and Re- 
sistance. Tax01 binds to the p-tubulin compo- 
nent and stimulates the formation of microtu- 
bules. These, however, do not break down, so 
the cell is unable to repair and to undergo mi- 
tosis (301). Resistant cells in culture are often 
seen to produce P-glycoprotein to excrete the 
drug (313), and also to have mutations in the 
p-tubulin component (314,315). Whether this 
is responsible for clinical resistance is still be- 
ing studied. Overexpression of the ErbB2 gene 
occurs fairly often in breast tumors and this 
leads to overproduction of a transmembrane 
growth factor receptor belonging to the ErbB 
receptor tyrosine kinase subfamily. Cells with 
this characteristic have reduced responsive- 
ness to taxol (316). Other growth factor anom- 
alies involving, for example, EGFRviii and 
HER-2 are also seen in some cell lines (317). 

4.1.2 DocetaxeVTaxotere. Docetaxel (32) 
is a semisynthetic analog of taxol prepared by 
a variety of chemical means, starting with the 
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more abundant 10-deacetylbaccatin I11 (33) 
(302). It has found a significant place in anti- 
cancer chemotherapy but is still a significantly 
toxic drug that must be used with care. 

4.1.2.1 Clinical Applications. Docetaxel is 
administered by i.v. infusion for the treatment 
of breast cancer, non-small-cell lung cancer 
and a variety of other less well established an- 
titumor indications (318). 

4.1.2.2 Side Effects and Contraindica- 
tions. Many of the adverse effects of docetaxel 
are similar to those of taxol itself. The drug, 
however, is administered in polysorbate 80 
rather than cremophor, so allergy is more 
commonly to the drug itself and can be severe. 
Poor liver function greatly enhances patient 
sensitivity to docetaxel. Severe fluid retention 
can also be observed. Patients are often ad- 
ministered corticoids before being exposed to 
docetaxel to assist in their tolerance of the 
drug. Myelotoxicity is potentially severe, so 
blood cell counts should be monitored. The 
toxicity of docetaxel is exaggerated when liver 
disease is present (319). 

4.1.2.3 Pharmacokinetics. In contrast ta 
paclitaxel, docetaxel has linear pharmacokinet- 
ics at the doses used in the clinic. As with ~acli- . 
taxel, metabolism takes place in the liver 
through cytochrome P450 enzymic oxidation 
and the metabolites are excreted primarily in 
the bile. The involvement of P450 3A4 and 3A5 
requires care in coadministering drugs that are 
also metabolized by these common enzymes 
(320). The metabolites are generally less toxic 
and less potent than docetaxel itself (321). 

4.1.2.4 Mode of Action and Resistance. 
See paclitaxel. 

4.1.2.5 Chemical Transformations. Although 
several total syntheses of taxol have been - 
achieved during the last few years, low overall 
yields and high costs preclude them from be- 
ing of commercial importance. Fortunately, 
isolation of the two taxol biosynthetic precur- 
sors, baccatin I11 and 10-deacetyl baccatin 111, 
initially from the regenerable needles of the 
yew species T. baccata and subsequent devel- 
opment of highly efficient semisynthesis of 
taxol and taxotere from the above precursors 
have apparently solved the present supply 
problem of these precious drugs. Moreover, 
the semisynthetic routes have also provided 
means to carry out extensive SAR studies and 
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tolerates modification without significant change in activity 

improve activity 

Benzoate ester essential; 
meta-substitution improves 

activity 1 
Figure 3.22. Structure-activity relationships of the taxol series. 
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nsequent access to a large number of taxol 
ies on taxol have dem- 
phenylisoserinate side 

1 component for bioactiv- 
, wherein limited modifications can be car- 
d out at the 3'-phenyl and the 3'-N-benzoyl 
s toward attenuating activity. Similarly, 

ntact oxetane ring in the 
erpenoid core appears to be essential for 
activity. Additionally, although the oxy- 
n-bearing functionalities at C-7, C-9, and 
10 allow various modifications, an acetoxy 
C-4 and an aroyloxy group at C-2 are indis- 

activity. Interestingly, 
01 analogs (A-nortaxol) 
ubulin assembly activ- 

beit with significantly diminished cyto- 

The SARs of the taxol series are summa- 

4.1.2.6 Biosynthesis. Taxol is one of the 
ructurally more complex members of the 

characterized by the pres- 
al taxane ring system. The 
01 biosynthesis involve the 

lization of geranylgeranyl diphosphate to 
-4(5),11(12)diene, forming the taxane 

sequent cytochrome P450- 
iated hydroxylation at C-5 of the olefin is 

llowed by several other cytochrome P450- 
dependent oxygenations at C-1, C-2, C-4, C-7, 
C-9, (2-10, and C-13 (the precise order of these 

regiospecific oxidations, however, is not yet 
known) and CoA-dependent acylations of the 
taxane core, en route to taxol (326). Biosyn- 
thetically, the N-benzoyl phenylisoserine side 
chain has been shown to originate from phe- 
nylalanine and its further elaboration in- 
volves a late-stage esterification at C-13 of an 
advanced baccatin I11 intermediate (327). 

The biosynthetic pathway between gera- 
nylgeranyl diphosphate and taxol remains to be 
fully elucidated but apparently passes through 
tam-4(5),11(12)-diene and taxa-4(20),11(12)- 
dieneda-01, as shown in Fig. 3.23. 

4.1.2.7 Things to Come. Recent interest 
has developed about the properties of the 
epothilones. These apparently bind to tubulin 
at approximately the taxol site but resistance 
by P-glycoprotein expulsion is apparently not 
significant with these fermentation products 
and they are active against a number of taxol- 
resistant cell lines. Elutherobin is another 
natural product binding to the taxane-binding 
site but this agent is cross-resistant with taxol 
(328). The clinical future of these agents is as 
yet uncertain and they have inspired much 
synthetic and biochemical attention. 

4.2 Dimeric Vinca Alkaloids 

The dimeric indole-indoline alkaloids were 
initially isolated from the Madagascan peri- 
winkle, Catharanthus rosea (formerly named 
Vinca rosea). The plant was originally investi- 
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Geranylgeranyl 
diphosphate 

0 

Taxadiene 
synthase 

1 Taxadiene 
5a-hydroxylase 

Figure 3.23. Biosynthesis of taxol. 

gated as a follow-up to folkloric reports of hy- 
poglycemic activity, and it was hoped to be of 
value in treating diabetes mellitus. This did 
not prove to be true but, during the investiga- 
tion of extracts, certain fractions produced 
granulocytopenia and bone marrow suppres- 
sion in animals. The active alkaloids were iso- 
lated from a matrix of indole alkaloids and 
were found to be active antileukemic agents 
against P-1534 cells. Development for human 
use followed after extensive experimentation. 
Four of these unsymmetrical dimeric alka- 
loids ultimately found use as antitumor 
agents. The best agents contain C-linked vin- 
doline and 16p-carbomethoxy velbanamine 
units. Apparently minor structural differ- 
ences between the alkaloids led to major dif- 
ferences in potency and utility (329). Because 
of their relative scarcity and medicinal value, 
these dimers have been attractive synthetic 
targets and a rich synthetic and biosynthetic 
literature has grown up around them. Inspec- 
tion of their structures readily leads to the in- 
ference that they are the products of unsym- 
metrical free-radical coupling. After much 
work, two groups, those of Potier in France 
(330, 331) and of Kutney in Canada (3321, 
succeeded in stereoselective dimerization. 
Treatment of the abundant alkaloid catha- 
ranthine as its N-oxide with trifluoroacetic 
anhydride leads to a fragmentation into an 

enamine that can be intercepted by vindo- 
line, another comparatively abundant alka- 
loid, and the product reduced by sodium 
borohydride. Under low temperature condi- 
tions the condensation is stereospecific in 
the desired manner. This is believed to re- 
flect a concerted interaction. When the reac- 
tion is run a t  higher temperatures, a mix- 
ture of diastereomers is produced instead. 
This is believed to be the result of a stepwise 
condensation. Variation of this chemistry 
leads to the formation of useful synthetic 
analogs and interconversions into natural 
analogs as well. Figure 3.24 illustrates the 
partial chemical synthesis of vinca dimers 
with the natural stereochemistry. 

It is interesting to note that dolastatin 10, a 
marine natural product with exceptional anti- 
tumor properties, also binds near to the vinca 
alkaloid binding domain and inhibits tubulin 
polymerization (333,334). 

4.2.1 Vinblastine (Velban) 
4.2.1.1 Medicinal Uses. Vinblastine sulfate 

(34) is given i.v. with great care, to avoid dam- 
aging extravasation (123), for the treatment of 
metastatic testicular tumors (usually in combi- 
nation with bleomycin and cisplatin). Various 
lymphomas also may respond. It has only lim- 
ited neurotoxicity, thus enhancing its utility. 
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N-oxide 
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Figure 3.24. Partial chemical synthesis of vinca dimers with the natural stereochemistry. 
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4.2.1.2 Side Effects and Contraindica- 
ms. Vinblastine causes severe tissue necro- 

sisupon extravasation. Mild neurotoxicity and 
iyelosuppression occur and these effects 
hould be monitored to prevent significant 
 xic city to the patient. The other side effects of 

vinblastine are common to antitumor agents 
dopecia, ulceration, nausea, etc.). 

4.2.1.3 Pharmacokinetic Features. Vin- 
lastine is extensively metabolized in the liver 
nd the metabolites are excreted as conjugates 
3 the bile. About 15% of the drug is found un- 
hanged in the urine (335, 336). Oxidative deg- 

radation of the catharanthus alkaloids occurs in 
part catalyzed by the action of myeloperoxidase. 

Cleavage occurs between C-20' and C-21' and is 
structurally facilitated by the presence of a (2-20' 
hydroxyl moiety (337). Peroxidase and cerulo- 
plasmin also catalyze oxidative transformations 
of vinblastine (338,339). 

4.2.1.4 Medicinal Chemical Transforma- 
tions. Hydrolysis of the acetyl group at C-4 of I i 
vinblastine abolishes its antileukemic activity. 
Furthermore, acetylation of the free hydroxyl 
groups also inactivates the molecule. The 
dimeric structure is required as is the stereo- 
chemistry of the point of attachment. Hydro- * 

genation of the olefinic linkage and reduction 
to the carbinol also greatly diminish potency. 
Thus the antileukemic activity is substan- 
tially dependent on the specific structural 
groups present in the molecule. 

4.2.1.5 Molecular Mode of Action and Re- 
sistance. Vinblastine blocks cells in the 
M-phase. It binds to the j3-subunit of tubulin 
in its dimer in a one-to-one complex, thus pre- 
venting its polymerization into microtubules. 
The binding site is near to, but different from, 
that of colchicines but similar to that of may- 
tansine and rhizoxin (although the conse- 
quences of binding of the latter are different 
from those of vinca binding). Nontubulin oli- 
gomers form from the component parts as a 
consequence, and preformed tubulin depoly- 
merizes and the complex with vinblastine 
crystallizes (340). Failure to produce func- 
tional microtubules prevents proper chromo- 
some formation and thus prevents cell divi- 



sion. The blocked cells then die (become 
apoptotic). Other cellular processes depen- 
dent on microtubules are also interfered with, 
although the blockade of chromosome forma- 
tion is regarded as central to their action 
(341). Resistance mainly takes the form of 
elaboration of P-glycoproteins that export vin- 
blastine, and this cross-resistance is broad 
enough to include the other vinca alkaloids 
and other antitumor agents as well (342). Re- 
sistance is also attributed to alterations in the 
tubulin subunits (343). 

4.2.2 Vincristine (Oncovin, Vincasar PFS) 
4.2.2.1 Medical Uses. Vincristine (35) is a 

common component of antitumor cocktails used 
in treating acute lymphoblastic leukemia and 
solid tumors of youngsters and in adult lym- 
phoma. It is commonly used with corticoste- 
roids. Study of its use in the form of liposomes 
has also been carried out (344). Its use produces 
limited myelosuppression, so it is an attractive 
component in cocktails. The reduced myelotox- 
icity may be attributable to oxidative degrada- 
tion of the drug by myeloperoxidase, a heme- 
centered peroxidase enzyme present in acute 
myeloblastic leukemia but not in acute lympho- 
blastic leukemia (345,346). 

4.2.2.2 Pharmacokinetic Features. Vincris- 
tine is extensively metabolized in the liver and 
the metabolites are excreted as conjugates in 
the bile. About 15% of the drug is found un- 
changed in the urine. 

4.2.2.3 Side Effects and Contraindica- 
tions. Vincristine causes severe tissue necrosis 
upon extravasation (123). Neurotoxicity is a sig- 
nificant potential problem with vincristine and 
is often treated in part by reducing the dose of 
the drug (347). Myelosuppression also occurs 
but to a lesser extent and this effect should be 
monitored to prevent significant toxicity to the 
patient. Gout can occur with vincristine admin- 
istration and can be controlled by use of allopuri- 
nol. The other side effects of vinblastine are 
common to antitumor agents (alopecia, ulcer- 
ation, nausea, diarrhea, etc.). 

4.2.2.4 Resistance. Resistance to vincris- 
tine is mediated in part by export resulting 
from the multidrug resistance protein and, in- 
terestingly, is characterized by cotransport 
with reduced glutathione (348). 
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4.2.3 Vinorelbine (Navelbine) 
4.2.3.1 Medicinal Uses. Vinorelbine (37) 

is used against non-small-cell lung cancer and 

against breast cancer (349-353). It appears to 
be intermediate in its neurotoxicity and my- 
elosuppression compared to that of the other 
vinca antitumor agents (354). 

4.2.3.2 Pharmacokinetic Features. Vi- 
norelbine is extensively metabolized in the " 

liver and the metabolites are excreted as con- 
jugates in the bile. About 15% of the drug is 
found unchanged in the urine. 

4.2.3.3 Side Effects and Contraindica- 
tions. Vinorelbine causes severe tissue necrosis 
upon extravasation as well as phlebitis (355). 
Prior i.v. administration of cimetidine partially 
avoids this. Mild neurotoxicity and myelosup- 
pression occur and these effects should be mon- 
itored to prevent significant toxicity to the pa- 
tient. Its most notable toxic side effect appears 
to be granulocytopenia. The other side effects of 
vinorelbine are common to antitumor agents 
(alopecia, ulceration, nausea, etc.). 

4.2.3.4 Things to Come. Vindisine (36) is 
an analog prepared from vinblastine (34). Its an- 
titumor spectrum, however, is more closely sim- 
ilar to that of vincristine. Clinical studies show 
activity against acute leukemia; lung cancer; 
breast carcinoma; squamous cell carcinoma of 
the esophagous, head, and neck; Hodgkin's dis- 
ease; and non-Hodgkin's lymphomas. Its toxici- 
ties include myelosuppression and neurotoxic- 
ity. Despite these promising findings, it has yet 
to be introduced into the clinic (356). 

Vinflunine (38) is a dimeric alkaloid, con- 
taining two gem-fluorine atoms, prepared by a 
mechanistically interesting process using su- 
per acidic reactants on vinorelbine. This com- 
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1 PROTECTIVE AGENTS AGAINST 
IONIZING RADIATION 

1.1 Introduction 

The protective action of certain substances 
against the damaging effects of ionizing radi- 
ation was first noted in 1942 (but not pub- 
lished until 1949) by Dale, Gray, and 
Meredith. A decrease in the inactivation of two 
enzymes by X-rays was observed upon addi- 
tion of several substances, including colloidal 
sulfur and thiourea, to aqueous preparations 
of the enzymes (1). Radioprotective effects for 
a bacteriophage were observed by Latarjet and 
Ephrati in 1948, using cysteine, cystine, gluta- 
thione, thioglycolic acid, and tryptophan (2). 
Radioprotection of mice against X-rays was 
achieved shortly thereafter in three different 
laboratories, in Belgium, the United States, 
and Britain, by use of cyanide (3), cysteine (41, 
and thiourea (51, respectively. These protec- 
tive effects were attributed at the time to in- 
hibition of, or reaction with, cellular enzymes. 
The importance of sulfur-containing mole- 
cules for radioprotection was thus demon- 
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strated from the very earliest experiments 
with living systems, although the reasons for 
selection of sulfur compounds were not clear. 

The importance of the mercapto (or thiol) 
function was demonstrated in 1951 by Bacq et 
al. (6), a Belgian physiologist, who removed 
the carboxyl group of cysteine and obtained 
2-mercaptoethylamine (MEA, or cysteamine; 
NH,CH,CH,SH), which proved to be a much 
stronger protective agent in mice than any 
previously tested. The presence of the amino 
group was also considered essential for good 
radioprotection, and most of the mercaptans 
and other sulfur-containing molecules, later 
synthesized, also contained an amino or other 
basic function. MEA and its derivatives, par- 
ticularly those having greater lipophilic char- 
acter, are still regarded as the most potent of 
the whole-body radioprotective agents. 

Since 1952 other types of structures with 
radioprotective activity have been found, in- 
cluding a number of physiologically important 
agents, notably serotonin, but none has yet 
exceeded the amino alkyl mercaptans in effec- 
tiveness on a molar basis. Various explana- 
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been elucidated may not be relevant to biolog- 
ical damage. It is therefore difficult to classify 
radioprotectors according to mechanism. 
They are organized in this discussion mostly 
according to chemical features, although it 
should be kept in mind that structurally sim- 
ilar compounds could be acting by completely 
different mechanisms, and even a single com- 
pound may protect by different mechanisms 
depending on the model system used for the 
study. 

Absorption of radiation energy by biologi- 
cal molecules has been considered to be either 
direct or indirect (12-14), although they both 
can result in the same kind of damage to a 
target molecule. Direct action involves absorp- 
tion of radiation energy by a target molecule, 
such as DNA. The absorbed energy is suffi- 
cient to cause the ejection of an electron from 
an atom of the target molecule (hence the 
term ionizing radiation), leaving the target 
molecule with an unpaired electron: that is, 
converting it into a free radical. Indirect ac- 
tion involves the absorption of radiation en- 
ergy by a molecule (such as H,O) other than 
the target molecule, and subsequent transfer 
of the energy to the target molecules by reac- 
tion of radiolytically produced nontarget free 
radical with the target molecule. In either 
case, the result is a target molecule free radi- 
cal. Subsequent reactions of the target mole- 
cule free radical can result in permanent 
chemical alteration, leading to a biological 
consequence. Reaction of the target molecule 
free radical with a hydrogen donor, such as a 
thiol, can restore the lost electron, thus restor- 
ing the target molecule (13). Repair usually 
refers to an enzymatic process, whereas the 
term restoration is the preferred usage to de- 
scribe this type of chemical radioprotection. 

Another mechanism of radioprotection is 
to scavenge the nontarget free radicals pro- 
duced by radiation before they can react with 
the target molecule. The most important dif- 
fusible free radical involved in the indirect ef- 
fect is the hydroxyl radical, formed by radioly- 
sis of water. Hydroxyl-radical scavenging can 
be the most effective mechanism of radiopro- 
tection of target molecules in dilute solution. 
However, radioprotection of mammalian cells 
by hydroxyl-radical scavenging is difficult to 
achieve because these highly reactive mole- 



cules will react with cellular constituents very 
rapidly at the high solute concentrations that 
exist in cells, and a very high concentration of 
hydroxyl-radical scavenger is required to in- 
tercept the hydroxyl radicals before this hap- 
pens (7). 

1.3 Antiradiation Testing 

Much of the early testing of radioprotective 
agents employed either X-rays or y-rays from 
an external source. Animals for initial in vivo 
testing most often have been mice or rats; 
guinea pigs have been used less frequently. 
Large animal radioprotector testing, with 
dogs or monkeys, has been limited to the more 
effective compounds; as determined from 
screening with mice or rats. Further informa- 
tion on this testing, through the use of 30-day 
survival [lethal dose for 50% survival at 30 . 

days (LD,,,,,)I as a criterion for protection, 
may be found in texts devoted to radiobiology 
(15,16) from that era, the 1960s. 

Various physiological effects may be ob- 
served, depending on the dose and type of ra- 
diation, as well as on the type of animal used. 
In theory, the appearance of any observable 
symptom of radiation damage may be used as 
the basis of a testing procedure but, histori- 
cally, lethality has generally been the criterion 
for protection. Sufficient numbers of animals 
must be employed for statistical significance, 
and in the case of mice irradiated with a lethal 
dose of X- or y-rays, the endpoint for survival 
is generally taken to be survival for 30 days 
after irradiation. Testing results are ex- - 
pressed most commonly as the percentage sur- 
vival for the observation- period compared to 
the survival of control animals. Another 
method of expression of test data is in terms of 
the dose reduction factor (DRF, which is the 
ratio of the radiation dose causing an effect 
such as LD,, in the treated animals or cells to 
the dose causing the same effect in the unpro- 
tected animals or cells). Recently, radioprotec- 
tion studies have been most frequently carried 
out in cell culture (17). Particular mechanisms 
of protection may be more effective with re- 
gard to certain endpoints (17). For example, 
protection against mutagenesis has been ob- 
served at lower concentrations of amino thiols 
than are required for protection against cell 
killing. 
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The dose of protective agent employed is 
usually the maximum tolerated dose (MTD), 
that is, the dose causing no deleterious effects. 
In a drug-screening program, candidate com- 
pounds are usually tested at their MTD level 
by use of a radiation dose that is lethal to all 
control animals in 30 davs. The time interval " 

between administration of the drug and irra- 
diation of the animals is usually 15-30 min for 
intraperitoneal dosing and 30-60 min for oral 
dosing. Drugs believed to act by inducing hyp- 
oxia or other metabolic changes usually must 
be administered several hours before irradia- 
tion. The rate of irradiation in screening pro- 
grams has commonly been 50-250 radslmin. 
At lower dose rates, the time for maximum 
effectiveness of the radioprotector can be ex- 
ceeded before the total radiation dose is ad- 
ministered. In addition, repair processes could 
become significant before the irradiation is 
complete. Chronic radiation studies have been 
carried out with repeated administration of 
protector, but results have been less decisive 
(18). 

Several concepts should be kept in mind 
with regard to testing results of radiation pro- 
tectors (1). Because many compounds have 
been tested at the maximum tolerated dose, 
the best protectors are not necessarily the 
most active on a molar basis, but rather the 
most effective at a given level of toxicity (2). 
Although many of these compounds are as ac- 
tive as the parent compound, some are acti- 
vated metabolically, or may act indirectly by in- 
ducing an endogenous protective mechanism. 

Other testing procedures used to a lesser 
extent include the inhibition of bacterial or 
plant growth and the prevention of depoly- 
merization of polymethacrylate or polystyrene 
(19) or of DNA (20). Other test procedures for 
evaluation of radioprotectors have included 
the plaque-forming ability of coliphage T (21), 
effect on Eh potential (22), inhibition of the 
formation of peroxides of unsaturated lipids or 
13-carotene (22), inhibition of chemilumines- 
cence of y-irradiated mouse tissue homogenates 
(231, and use of spleen colony counts (24). 

1.4 Protective Compounds 

The more extensively investigated compounds 
have been discussed in books by Thomson 
(16); Bacq (25, 27); Balubukha (26); Nygaard 
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and Simic (27); Livesey, Reed, and Adamson 
(28); and Bump and Malaker (17). A catalog of 
compounds tested for radiation protection up 
to 1963 was compiled by Huber and Spode 
(29). Extensive reviews on protective agents 

e 1963 have been written by Melching and 
effer (30), Overman and Jackson (311, Ro- 

antsev (321, Foye (331, Klayman and Cope- 
d (34), Yashunskii and Kovtun (35), and 

ump and Brown (36). Reports of two interna- 
onal symposia on radioprotective and radio- 
nsitizing agents have been published by Pa- 
etti and Vertua (37) and by Moroson and 
intiliani (38). A series of symposia on radi- 

ation modifiers has also been held (39). Chap- 
ters on radioprotective agents have appeared 
in Annual Reports in  Medicinal Chemistry in 
1966 and 1967 (40) and in 1968 and 1970 (411, 
and in Military Radiobiology in  1987 (42). 

In the following discussion of structure-ac- 
tivity relationships, results on radioprotection 
of mice are compared unless otherwise stated. 
Relevant details concerning radiation dose, 
compound dose, route of administration, or 
strain of test animal, variations of which can 
alter results significantly, may be found in the 
original references. 

1.4.1 Thiols and Thiol Derivatives. 2-Mer- 
toethylamine (MEA, cysteamine) and its 

rivatives have constituted the most effective 
f radioprotective compounds. Since the 

initial discoveries of the protective action in 
mice of cysteine by Patt et al. (4) and its decar- 
boxylated derivative, MEA, by Bacq et al. (6), 
hundreds of derivatives and analogs of the 
mercaptoethylamine structure have been syn- 
thesized and tested for radioprotective activ- 

. In the United States, the Walter Reed 
Institute of Research (WRAIR) funded a 

large synthetic program and developed a 
eening procedure for compounds mainly of 
s type, during the period from 1959 to 1986. 
compilation of the compounds tested in this 

was made by T. R. Sweeney of the 
R in 1979. Many European countries 

o supported research programs on the de- 
velopment of radioprotective compounds and 
have been joined more recently by China and 
India. Other types of agents have been found 

with protective activities, but sulfur-contain- 
ing molecules have been by far the most nu- 
merous. 

Several structural requirements for activ- 
ity in this series have become established. The 
presence of a free thiol group, or a thiol deriv- 
ative that can be converted to a free thiol in  
vivo, is essential for activity. The presence of a 
basic function [amino, amidino, or guanidino 
(4311 (1) located two or three carbon atoms 

distant from the thiol group is favorable for 
the best activity. Activity for these basic thiols 
drops off drastically with more than a three- 
carbon distance (44). The benefit arising from 
the basic group has not yet been explained, 
however. Several acyl thiol derivatives (2), 

such as the thiosulfuric acid (45), phosphoro- 
thioic acid (46), and trithiocarbonic acid (47), 
most likely liberate free thiol in the animal. 

Some radioprotectors may act by releasing 
endogenous nonprotein thiols normally bound 
by disulfide linkages with serum or interstitial 
proteins. An increase in tissue nonprotein 
thiol levels results after administration of the 
thiosulfate and phosphorothioate of MEA 
(48). 

Alkylation of the nitrogen of MEA causes 
loss of activity in some cases, but has also re- 
sulted in some of the most potent of the MEA 
derivatives, of which WR2721 (3) is the best 

known. The N-p-phenethyl and N-p-thienyl- 
ethyl derivatives have good activity (49). Dial- 
kylation of the nitrogen of MEA usually re- 
sults in some loss of activity. Whereas the 
N,N-dimethyl and N,N-diethyl derivatives re- 
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tain much of the activity of the MEA, the N,N- 
dipropyl and N,N-diisobutyl derivatives retain 
a little activity, and the di-n-butyl derivative is 
inactive (44). N,N1-Polymethylene bridging of 
the MEA structure provides compounds (4) 

that are active, where X is P03H2 and n is 3 or 
4, but inactive where X is S0,H (50). 

Alkylation of the carbon atoms of the MEA 
structure has given varied results. Active com- 
pounds have been found among C-monoalkyl 
derivatives, with 2-aminopropan-1-thiol hav- 
ing moderate activity and l-aminopropan-2- 
thiol having good activity (51, 52). Whereas 
a,a-dialkyl-P-aminoethanethiols are inactive 
(53, 54), some P,P-dialkyl-p-aminoethane 
thiosulfates and phosphorothioates (5) have 

substantial activity (55). 2-Amino-1-pentane- 
thiol and 2-amino-3-methyl-1-butanethiol also 
have good activity (55). C-Trialkyl derivatives 
of MEA (541, sec-mercaptoalkylamines (56), 
and 2-mercapto-2-phenethylamine (57) are in- 
active. Generally, the presence of a phenyl 
group in the MEA structure blocks activity 
(58). a,a-Dimethyl-2-arninoethanethiol, de- 
rived from penicillamine, is not protective but 
has radiosensitizing activity (59). 

Alkylation or arylation of the mercapto 
group generally results in loss of activity. The 
S-benzyl derivative of MEA has some activity, 
probably resulting from in uiuo debenzylation 
(60). 

Attempts to determine whether the stereo- 
chemical structure of the aminoalkanethiols is 
important have revealed that a given stereo- 
isomer may provide greater radioprotection 
than others. A small difference in activity was 
found for the cis and trans isomers of 2-ami- 
nocyclohexane-1-thiol (61). The cis forms of 
2-mercaptocyclobutylamine and 2-mercapto- 

cyclobutyl-N-methylamine have higher radio- 
protective activities in mice than those of the 
trans forms. No correlation could be found be- 
tween protective activity and ability to protect 
against either induction of DNA single-strand 
breaks or inactivation of proliferative capacity 
of hamster cells in vitro (62), however. On the 
other hand, the trans forms were less toxic and 
somewhat more effective in competing for free 
radicals in DNA. The D and L isomers of 
2-aminobutylisothiuronium bromide have 
been separated, and the D isomer was twice as 
active in mice as the L isomer (63). The optical 
isomers of dithiothreitol show a greater differ- 
ence in protective ability, the Dg isomer pro- 
tecting 50% of mice exposed to 650 rads, 
whereas the Lg isomer afforded no protection 
(64). The Dg isomer was also less toxic. 

Other functional groups in the MEA struc- 
ture have generally caused diminution or loss 
of protective ability. The presence of a car- 
boxyl group frequently causes lower activity; 
cysteine, for instance, has the same dose re- 
duction factor (1.7) in mice as that of MEA or 
MEG, but a much larger dose is required (65). 
This may be explained by the charge, or Z 
value, of the RSH molecule, which determines 
the concentration of thiol in the immediate 
vicinity of DNA, which has been shown to be in 
agreement with scavenging and chemical-re- 
pair reactions (66). The negative charge of a 
carboxyl group would thus be repelled by neg- 
ative charges on DNA and prevent close accu- 
mulation of the thiol, necessary for DNA pro- 
tection and repair. 

N-Monosubstituted derivatives of MEA 
containing thioureide or sulfone substituents 
are inactive, although sulfonic acid zwitteri- 
ons, HS(CH2)2NH2'(CH2)3S0,-, are strongly 
protective (67). The presence of hydroxyl often 
favors activity [e.g., L(+)-3-amino-4-mer- 
capto-1-butanol gives good protection to mice 
(6811. An additional thiol group diminished ac- 
tivity in a series of 2-alkyl-2-amino-1,3-pro- 
panedithiols, which showed little activity in 
mice (67). Dithiothreitol (Cleland's reagent, 6) 

HS-CH-CH-SH 
I I 

OH OH 
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protective ability (64), and Carmack et al. 
) found no protection from the oxidized di- 
ane form. Its protective activity in uivo may 
attributable to release of other nonprotein 
01s from mixed disulfides. Also, this may 

fled a requirement for a suitable redox po- 
othreitol is so readily reduced 

becomes oxidized in biological 
good protector in  uitro, under 

ns where it remains reduced. N-Car- 
thy1 derivatives of the phosphoro- 

oate of MEA, however, had high protective 
ivity (69). Sodium 2,3-dimercaptopropane 
fonate (Unithiol, 7), which was studied in 

HS-CH2-CH-CH2-S03Na 
I 
SH 

(7) 

med to be more protective and 
toxic than MEA (70). 
-Acylation of the MEA structure has pro- 

active compounds, particu- 
re zwitterions have resulted. The 

te (Bunte salt) (45), phosphorothio- 
and trithiocarbonate (47) of MEA, all 

rm zwitterions, have protective ac- 
ties comparable to that of MEA. Corre- 

onding zwitterions of mercaptoethylguani- 
) also give protection to mice 

rresponding to that of MEG (47, 71). Of 
ese S-acyl derivatives, the phosphorothio- 

een particularly effective; S-(3- 
ino-2-hydroxypropy1)phos-phorothioate 

(8) and S-(2-aminopropy1)-phosphorothioate 

NH3+-CH2-CH-CH2-SP03H- 
I 

OH 

(8) 

lues in mice of 2.16 and 1.86, re- 
ed to a DRF value of 1.84 for 
Aminopropylamino) ethyl]- 

sphorothioate (31, better known as WR2721, 
eening program at the Walter 

d Army Institute of Research (73), has 
iation activity and has been 

died in numerous investigations. 3-Ami- 
opropylphosphorothioate (71), however, and 

N-substituted derivatives of 2-aminoeth- 
ylphosphorothioate are essentially inactive 
(71). Numerous publications concerning the 
synthesis and screening activities of the amino 
thiol derivatives submitted to the Walter Reed 
Army Institute of Research, leading to the se- 
lection of WR2721 as the most effective com- 
pound resulting from this screening program, 
have not been included here. 

A comparison of the relative activities and 
toxicities of thiols with the corresponding 
thiosulfates showed the thiosulfates to be less 
toxic and comparable in activities (52,74). In a 
series of 2-N-alkylaminoethanethiols, consist- 
ing of 66 compounds, the thiosulfates were 
generally superior to the corresponding thiols, 
disulfides, or thiazolidines (741, given intra- 
peritoneally (i.p.) to mice. Another compari- 
son of the relative effectiveness of thiols with 
the common mercapto-covering groups, the 
disulfide, thiosulfate, and phosphorothioate, 
was made with a series of 84 derivatives of 
2-mercaptoacetamidine (75). Although gener- 
alities were not evident, by the i.p. route, the 
(3,5-dimethyl-1-adamantyl) methyl phospho- 
rothioate (9) was the most effective com- 

pound. Perorally, the disulfides appeared to be 
superior, the most effective compound of 
which was the 1-adamantyl-methyl disulfide. 
In a series of N-heterocyclic aminoethyl disul- 
fides and aminoethiosulfuric acids, the thio- 
sulfates were generally more active and less 
toxic than the disulfides, administered either 
i.p. or perorally (76). The most effective com- 
pound of this series was 2-(2-quinoxali- 
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nylamino) ethanethiosulfate (10) It is believed 
that the phosphorothioate group aids in cellu- 
lar transport (77). 

Two inorganic phosphorothioates, diam- 
monium amidophosphorothioate (11) and di- 
ammonium thioamidodiphosphate (12) gave 

DRF values, respectively, of 2.30 and 2.16 at 
relatively low doses (72). Alkylation of the 
arnidophosphorothioate lowered or eliminated 
activity, however (78). 

In a series of straight-chain aliphatic thio- 
esters of MEA, the best protection was found 
with the acetyl and octanoyl derivatives (79); 
the benzoyl ester was essentially inactive. N- 
Acetyl and N,S-diacetyl MEA showed minimal 
activity (80). In a series of hemimercaptals of 
MEA derived from glycolic acid, the most ac- 
tive protected mice at one-half the LD,, dose, 
with activity comparable to that of MEA (81). 

Other basic functional groups can replace 
the amino group in the MEA structure to pro- 
vide protective thiols. The inclusion of the 
guanidino group has provided very active com- 
pounds, notably 2-mercaptoethylguanidine 
(MEG, 1) and 2-mercaptopropylguanidine 
(MPG) (80). Solutions of these compounds 
were obtained by alkaline rearrangement of 
the aminoalkylisothiuronium (AET or APT; 
13) salts. When these compounds are em- 

ployed for radiation protection tests, the hy- 
drobromides of the aminoalkylisothiuronium 
bromides are rearranged in neutral or alkaline 
media. This rearrangement has been termed 
"intratransguanylation." Thus, AET or APT 
yields solutions of MEG or MPG (Equation 
4.1). These compounds are usually not iso- 
lated by this procedure, but they may be iso- 
lated as the sulfates (82) or the trithiocarbon- 
ate esters (47). 

Although AET is not subject to air oxi- 
dation, as are most thiols, it is affected by 
moisture, resulting in conversion to 2-amino- 
2-thiazoline. The disulfide, bis(2-guanidiho- 
ethyl) disulfide (GED), is readily prepared, 
however, and is relatively stable. With more 
than three carbon atoms between the amino 
and isothiuronium functions, rearrangement 

CH2-CH2 
OH- I I NH2+ Br- - H N ~ S  - I I 

NH2-C-NH-CH2-CH2-SH 
+H3N NH2 

I (4.1) 
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s not readily occur, and the isothiuronium 

about one-fourth the molar quantity of 
comparable protection in mice (63). 
ement of the amino group by 

protective activity, particularly with 

).Among the most effective of the amidino- 

dines related to MEA and MEG have been 
ctive; 3,3'-dithiobis(propionamidine) (85) 

groups (861, for instance, have good 

g pK, values of 10-12.5 has also pro- 
ed protective compounds having the dithio- 
amate group as the sulfur-containing 

with carbon disulfide gave imino-N-car- 
thioates (15) having moderate protective 

Substitution of the hydrazino group for 
no has not provided many active com- 

unds. Protection of mice has been reported 

H,CONHNHCOCH,, and its disulfide 

Oxidation of the thiol group of the MEA 
cture has provided products with radio- 

protective properties, particularly with the 
disulfides. The disulfides of MEA (cystamine) 
and MEG (GED) are as active as the parent 
thiols, although GED is more toxic than MEG 
(91). The argument has been advanced that 
the thiol is the active form of these com- 
pounds, given that some in vitro systems pro- 
tected by MEA are not protected by cystamine 
(921, and the reduction of cystamine to MEA 
during irradiation of mice has been observed 
(93, 94). In the case of GED, appreciable 
amounts of this disulfide were found in vivo 
after administration of either MEG or GED 
(95). In theory, disulfides should be as effec- 
tive as thiols because they are readily reduced 
to thiols intracellularly. The converse is also 
true, in that thiols are easily oxidized in vivo 
and therefore lose activity. 

Cystine is nonprotective in mammals, 
probably because of its inability to penetrate 
some cellular membranes (93). Mixed disul- 
fides of MEA have provided good protection, 
particularly those derived from o-substituted 
mercaptobenzenes, where zwitterions are 
formed with carboxyl, sulfonyl, or sulfinyl an- 
ions (16) (96). It is possible, however, that in 

vivo the unsymmetrical disulfides are dispro- 
portionating to the two symmetrical disul- 
fides, giving rise to cystamine. Mixed disul- 
fides containing N-decyl MEA are also 
effective (97), as is the mixed disulfide of thio- 
lacetic acid and N-acetyl MEA (98). Disulfides 
lacking basic groups have generally been 
found inactive, although a bis(butanesu1fi- 
nate) disulfide (17), derived from (18) by dis- 
proportionation, was highly active (99). The 



bis(butanesu1finate) trisulfide was also very 
active, protecting 100% of mice against a le- 
thal dose of radiation . Two thiocarbamoyl dis- 
ulfides (19; R = H, CH,) also gave good pro- 
tection (100). 

Higher oxidation states of the sulfur in 
MEA and MEG molecules have been obtained, 
and some protective activity has been found 
with these derivatives. The thiolsulfinates of 
both MEA (101) and MEG (102) have been 
prepared, as well as the corresponding thiol- 
sulfonates (20) (103). 

Protective activity has been reported for 
both the thiolsulfonate (103) and the thiol- 
sulfinate of MEG (104), as well as for the thi- 
olsulfonates of N-acetyl and N-decyl MEA. 
Taurine and hypotaurine (the SO,H and 
S0,H derivatives, respectively, of MEA), both 
metabolites of MEA in mice (105), provide es- 
sentially no protection (27). 

Thiazolidines have been prepared from 
MEA or its N-substituted derivatives by reac- 
tion with aldehydes and ketones. A number of 
thiazolidines have shown good protective ac- 
tivity in mice, which has been attributed to 
ring opening in vivo to give the amino thiols 
(106). N-Substituted thiazolidines having oxy 
or thio cycloalkyl, aryl, or heterocyclic alkyl 
groups (21) have good activity (107). Thiazoli- 
dine-4-carboxylic acid, derived from cysteine, 
affords 40% protection to rats (108). Thiazoli- 
dines with particularly good activity are 2-pro- 
pylthiazolidine (1061, the 243-phenyl propi- 
onate ester) derivative (22) (1091, and the 
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(21) R = cycloalkyl, aryl or heterocyclyl 

N-pentylthiopentyl derivative (23) (110). The 
latter compound was active orally. 2-Amino- 
thiazoline, which is derived from AET at pH 
2.5, has protective activity (111); it is probably 
converted to N-carbamyl cysteamine at pH 9.5 
(112). 2-Mercaptothiazoline has been found 
active in two laboratories (16,60); others have 
found it inactive (111, 113). 

1.4.2 Other Sulfur-Containing Compounds. 
A number of dithiocarbarnates have signifi- 
cant radioprotective effects, although the or- 
der of activity is less than that of MEA and its 
derivatives. The simplest compounds of this 
type, either with the nitrogen unsubstituted 
or bearing small alkyl groups, up to n-butyl, 
have shown the most activity (114, 115). 
2-Methylpiperazinedithioformate (24), how- 

ever, provides protection more nearly compa- 
rable to that ofMEA (116). The mechanism by 
which the dithiocarbamates protect is believed 
to differ from that of the aminothiols. Xan- 
thates have not been found protective (117). 
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b! 

[ The related thiocarbamyl derivatives (25) and 
e 
r (26) have been reported to provide good pro- 

!, tection (118). 1 

Reaction of cysteine with carbon disulfide 
, gives the trithiocarbonate dithiocarbamate 

1 (27) (119), which is equivalent in protective 

S 0 
I I I I 

3-C-S-CH2-CH-C-0- 3NH4' 
I 

NH-C-S- 
I I 

thiocarbohydrazide and several derivatives 
have fair activity (122). 

Simple, nonbasic thiols have no value as 
- 

radiation protectors. Conflicting results have 
been reported for the dithiol BAL as well as for 
thioctic acid (27). 2,3-Dithiosuccinic acid is 
protective in mice vs. 700R (123), but most 
other dithiols are inactive, with the exception 
of dithiothreitol (64). 2-Mercaptoethanol pro- 
tects bacteria (124) but not mice (125); it has 
also been found to be radiosensitizing (126). 

Other sulfur-containing compounds with 
significant radioprotective ability include di- 
methyl sulfoxide (127) when given in large 
doses; other sulfoxides afford little or no pro- 
tection. Large doses are required because the 
mechanism of protection may be hydroxyl- 
radical scavenging rather than hydrogen atom 
donation to radicals or DNA. Organic thiosul- 
fates, other than those that liberate MEA or 
an active derivative of MEA, have generally 
failed to protect. Inorganic thiosulfate is a 
good protector of macromolecules in vitro or of 
the mucopolysaccharides of connective tissue 
in vivo (128); it does not protect animal cells, 
however, because of its inability to penetrate. 
Sodium cysteinethiosulfate (29), derived from 

activity in mice to that of MEG but is only 
one-third as toxic. A metabolism study in mice 
showed the dithiocarbamate group to be ap- 
preciably stable in vivo, but the trithiocarbon- 
ate to be unstable (120). Trithiocarbonates of 
JIEG and MPG and several derivatives of 
rlEG (28) also provided good protection to 
nice against a lethal dose of X-radiation (47). 

Thioureas and cyclic thioureas have shown 
dy marginal or no protection. Thiourea itself 
protects mice only in massive doses (1800-2500 
mgkg) (5). S-Alkylisothioureas, with alkyls up 
to n-butyl, have shown moderate protective 
effects (121). Dithiooxamide is nonprotective, 
kt symmetrical N,N1-dialkyldithiooxamides 
provide some protection (113). 1,5-Diphenyl- 

the cleavage of cystine with thiosulfate ion, 
has good activity, being protective of the intes- 
tines and kidneys of mice (129). The related 
S-sulfocysteine, having one less sulfur atom, is 
almost devoid of activity (130). 

Mercapto acids have shown little protec- 
tion, with the exception of thioglycolic acid, 
which is slightly protective, inactive, or sensi- 
tizing, depending on the system tested (27). 
The P-aminoethyl amide of thioglycolic acid, 
HSCH2CONHCH2CH2NH2, has good activity 
(81), however. 

Monothio acids and their derivatives are 
generally inactive, although several dithio 
acid dianions, obtained by condensation of 
carbon disulfide with cyanomethylene com- 
pounds (30) show some protection of mice 
(131). The most active of this series is the di- 



thio acid derived from 2-cyanoacryloylpyrroli- 
dide (31), which provides 80% protection to 
mice against a lethal dose of y-radiation (76). 
Dithio esters derived from pyridinium dithio- 
acetic acid betaine (32) also show some protec- 

(30) R = CN, C02Et, C6H6C0 

tive activity in both mice and bacteria (132). 
Quinolinium-2-dithioacetic acid zwitterions 
(33) provided good protection to mice, and the 
more soluble bis(methy1thio) and methylthio 
amino derivatives (34) had slightly better ef- 
fects (133). The corresponding pyridinium 
compounds had equally good activities, and both 
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the quinolinium and pyridinium compounds 
were protective at much lower dosage levels 
(2-18 mg/kg) than those for the aminothiols 
(150-600 mgtkg). Replacing the aromatic 
function with aliphatic in these compounds, 
yielding 3-amino-2-phenyldithiopropenoate 
esters, R,NCH = C(C,H,)CS,CH,, resulted in 
only fair or poor protection (134). 

Thiols that occur naturally have not been 
found appreciably protective in animals, with 
the exception of glutathione (1351, which has 
moderate activity. Pantoyl taurine apparently 
has some activity (136). Bacq (25) presented 
arguments that make it appear unlikely that 
coenzyme A is involved in radioprotection. 

Selenium compounds have generally been 
ineffective in animal tests. Selenium analogs 
of the well-known radioprotectors, 2-amino- 
ethaneselenol, 2-aminoethaneselenosulfuric 
acid (52), and 2-aminoethylselenopseudourea 
(137) are much more toxic than their sulfur 
analogs and are nonprotective. Sodium 
selenate (138) has been reported to be effec- 
tive in rats administered postirradiation. 
Some selenium-containing heterocycles (e.g., 
selenoxanthene, selenoxanthone, and seleno- 
chromone) have been described as effective in 
rats (139). The investigation of organic sele- 
nium compounds as potential antiradiation 
agents has been reviewed by Klayman (140). 

1.4.3 Metabolic Inhibitors. Cyanide ion 
has been found radioprotective in several lab- 
oratories (3,1411, but it must be administered 
immediately before irradiation because of its 
rapid detoxification (17). It has a number of 
biological properties in common with thiols, 
such as reduction of disulfide linkages and in- 
hibition of copper-containing enzymes, but 
unlike thiols, it also inactivates cytochrome C 
oxidase, which controls oxygen consumption 
in mammals. Among other enzyme inhibitors, 
azide (142), hydroxylamine (1431, and 3-ami- 
no-1,2,4-triazole (144) are weak protectors. 
The latter two compounds are inhibitors of 
catalase, but no relation between this effect 
and radioprotection was apparent. 

Several organic nitriles show radioprotec- 
tive effects; the most effective may be hy- 
droxyacetonitrile (113). Fluoroacetate is pro- 
tective (145) when sufficient time is allowed 
before irradiation for its conversion to fluo- 
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rocitrate, an inhibitor of citrate metabolism. 
Other thiol group- or enzyme-inhibiting 
agents, such as iodoacetic acid, malonic acid, 
mercurials, and arsenicals have no protective 
ability, but some of these agents have radio- 
sensitizing effects. 

1.4.4 Agents Involving Metal Ions. A num- 
ber of metal-binding agents are radioprotec- 
tive and are also known to inhibit enzymes. 
Some metal complexes imitate the action of 
enzymes, such as copper complexes, which cat- 
alyze the decomposition of peroxides (146). In 
this aspect, the copper complex of 3,5-diisopro- 
pylsalicylate has shown activity against y-ra- 
diation (147), presumably by mimicking the 
action of superoxide dismutase. 

Copper complexes of the radioprotective 
pyridinium and quinolinium dithioacetic acid 
derivatives (133) also are able to mimic the 
action of superoxide dismutase (148). These 
effects may play a role in radiation protection. 

Metal-binding agents already discussed in- 
clude the dithiocarbamates as well as the ami- 
nothiols (149). EDTA protects mice only in 
very large doses (150), probably because very 
little EDTA enters the cells. 8-Hydroxyquino- 
line (oxine) is too toxic for animal studies, but 
was found highly protective in a polymer sys- 
tem (125). Other common metal-binding 
agents, such as N-nitroso-N-phenylhydrox- 
ylamine and nitrilotriacetate, show apprecia- 
ble protection (151). Derivatives of l,5-diphe- 
nylthiocarbohydrazide, avid metal binders, 
protect mice, rats, and dogs (122). 

Some metal complexes have been tested 
and found to afford some protection. Iron com- 
plexes of polyamines (152) are active, as well 
as zinc complexes of MEA and MEG, the cop- 
per and iron complexes showing little or no 
activity (149). Copper complexes of diethyldi- 
thiocarbamate and dithiooxamide, however, 
give less protection than that of the uncom- 
plexed ligands (125). Complexes of chlorophyl- 
lin, with Co, Mg, Mn, and V, are radioprotec- 
tive in mice (153). Zinc aspartate has shown 
some protective properties (154). 

1.4.5 Hydroxyl-Containing Compounds. 
Significant protection in animals by hydroxyl- 
containing compounds, including ethanol, was 
at first considered the result of antioxidant 

properties. Glycerol, however, is protective in 
mice as well as in other systems (5, 150). Phe- 
nols are protective in polymethacrylate tests 
(125), but many of them are too toxic for ani- 
mal tests. The catecholamines provide some 
protection, possibly by lowering oxygen ten- 
sion in the cells (27). A compound that in- 
creased catecholamine levels in irradiated 
rats, l-acetylhydrazinylthiophenylformami- 
dine, protected against a half-lethal dose of 
radiation (600 R) (154). The protective effects 
of gallic acid esters are attributed to inhibition 
of chain oxidation processes induced by radia- 
tion (155). Arachidoyl derivatives of pyrogallol 
and the naphthols have shown some protec- 
tive activity (156). Ion01 (2,6-di-t-butyl-4- 
methylphenol), injected after irradiation, pro- 
longs the life of mice and alleviates intestinal 
damage (157). 

Organic acids provide little or no protec- 
tion, but the polycarboxylic acids, pyromellitic 
and benzenepentacarboxylic, are protective in 
mice (158). These polyionic substances are be- 
lieved to protect by causing hypoxia from os- 
motic effects, rather than by chelating calcium 
ion, which also is believed to have an effect on 
radiation damage. 

In a series of S-2-(3-aminopropyl-amino) 
alkylphosphorothioates, which are effective 
protectors in mice when given orally, the pres- 
ence of hydroxyl groups in the alkyl chain gen- 
erally lowers effectiveness for oral administra- 
tion, but still allows good protection by i.p. 
injection (159). 

1.4.6 Heterocyclic Compounds. Several 
relatively simple heterocyclic compounds pro- 
vide significant protective activity in mice. 
In a series of imidazoles, imidazole itself, 
benzimidazole, and l-naphthylmethylimida- 
zole were the most effective compounds (160). 
Related imidazolidine-5-thiones were also 
protective. The cyclic analogs of AET, 2-ami- 
noethyl- (35), and 2-aminopropylthioimidazo- 
line, are moderately protective (161). 

Of a large number of amine oxides tested 
for radiation protection, quinoxaline 1,4-di-N- 
oxide (36) (believed to act in part by radical 
trapping) was the most effective (162). It is 
protective in mice but radiosensitizing in the 
dog (163). A more recent N-oxide, 2,2,6,6-tet- 
ramethyl-4-hydroxypiperidine-N-oxide (Tem- 



pol) and its reduced hydroxylamine are radio- 
protective in mice without lasting adverse 
effects (164). 3,5-Diamino-1,2,4-thiadiazole 
(165) and 3-(P-amino-ethyl)-l,3-thiazane-2,4- 
dione (166) (37) have some protective activity. 

Arninoethyl and aminomethyl purines and 
pyrimidines gave one-third as much protec- 
tion in mice as MEA (167). 8-Mercaptocaffeine 
and its S-p-aminoethyl and S-P-hydroxyethyl 
derivatives (38) had protective activity in mice 

similar to that of cystamine (168). These com- 
pounds also enhance hemopoiesis and de- 
crease blood loss in irradiated animals. 
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Good protection was provided by 6-acyl-2,3- 
dimethyl-4,7-dimethoxybenzofurans (1691, and 
fair protection was observed for several 2-dial- 
kyl-1,3-oxathiolanes (170). In a large series of 
1,3-dithiolanes tested, moderate protection 
was shown by l,&dithiolane itself and by its 2- 
and 4-methyl derivatives (1 71) (39). Although 

aryl 1,2-dithiole-3-thiones are known to raise 
glutathione levels in cells (172),4-phenyl-1,2- 
dithiole-3-thione (40) and its S-methyl iodide 

showed no activity in mice against a lethal 
dose of y-radiation (134). 

In a series of 2,1,3-benzothiadiazoles, the 
4-hydroxy derivative (41) had the best protec- 

tive effect in mice (173), either i.p. or orally. 
Several aminothiazines, including 2-amino- 
4,6,6-trimethyl-l,3-thiazine (42), increased 
survival time in mice (174), without liberation of 
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a thiol group. 2-Pyridinemethanethiol, structur- 
ally related to cysteamine, showed good protec- 
tive potency in mice, but 2-pyrazinemethane- 
thiol was inactive (175). The three isomeric 
mercaptopyridines also were active. 

1.4.7 Physiologically Active Substances. A 
number of familiar physiologic agents exert 
some radiation protection, which is generally 
of a lower order of activity than that provided 
by the amino thiols. Many of these agents are 
believed to be radioprotective by virtue of 
their ability to lower oxygen tension in the 
cells or to depress whole-body metabolism. Se- 
rotonin [5-hydroxytryptamine (5-ITT)] has 
been reported equal in activity to MEA (136). 
It is effective at a dose well below the toxic 
level (113). It has been most often used as the 
creatinine sulfate salt. Its activity has been 
attributed to its vasoconstrictor effect leading 
to hypoxia in radiosensitive tissues (176). 
Psilocybine (4-hydroxy-N,N-dimethyltrypta- 
mine), however, a more potent vasoconstrictor 
than serotonin, is inactive, suggesting that 
this effect may not be of major importance 
(177). There is evidence of central nervous sys- 
tem involvement in the activity of serotonin 
(178). 

5-Hydroxytryptophan is comparable in ac- 
tivity to serotonin (179), and the 5-methyl 
ether of serotonin (mexamine) is also as effec- 
tive, although higher alkyl ethers are ineffec- 
tive (180). Numerous indole derivatives have 
been prepared as potential protectors, includ- 
ing 5-acetylindole, which has some activity 
(181), but none has exceeded serotonin or 
mexamine in potency. A series of acyl deriva- 
tives of 5-methoxytryptamine showed good 
protective effects in mice against a lethal dose 
of X-rays, the hexanoic and octanoic amides 
being the most potent (182). A synergistic ra- 
dioprotective effect results from a combina- 
tion of AET, ATP, and serotonin in mice and 
rats (183). 

Central nervous system depressants have 
only small or moderate effects as radiation 
protectors. Chlorpromazine has been exten- 
sively studied, but exerts only a slight effect, 
which is most pronounced when administered 
4.5 h before irradiation, when a state of hypo- 
thermia exists (184). Chlorprothixene is also 
most effective when body temperature and 

metabolism are depressed (185). Reserpine is 
effective when given 12-24 h before irradia- 
tion (1861, possibly by release of serotonin and 
catecholamines (187). 

Central nervous system stimulants gener- 
ally are nonprotective. An exception is the 
magnesium complex of pemoline (2-imino-5- 
phenyl-4-oxazolidinone), which provides mod- 
erate protection to mice against 750 R (188). 
Of 21 analogs of imipramine, three showed 
significant activity (189). 

The different classes of autonomic drugs 
provide some radiation protection; the caus- 
ative factor is believed to be production of hyp- 
oxia by various mechanisms. Epinephrine 
provides some protection (190), but norepi- 
nephrine, which decreases oxygen tension in 
the spleen much less than does epinephrine, 
gives very little protection to mice (191). The 
cholinomimetic compounds arecoline, tremo- 
rine, and oxytremorine are also protective to a 
small extent in mice (192). 

p-Aminopropiophenone (PAPP) appar- 
ently protects by induction of tissue hypoxia 
(193). It has been used in relatively small 
quantities in combination with other protec- 
tive agents, such as MEA and AET (194,195). 
The radioprotection afforded by PAPP is abol- 
ished by increased oxygen pressure during ir- 
radiation (196). PAPP and its ethylene ketal 
irlso gave good protection orally to mice 
against X-rays (197). p-Aminobenzophenone 
also provided good protection in this test. 
Monothio and dithio ketals of this compound 
gave little or no protection (198). 

Physiological changes can probably ac- 
count for the radioprotective action of some 
substances. Urethane (199), estrogens (2001, 
and colchicine (201) can stimulate blood cell 
production by damaging bone marrow. If irra- 
diation is carried out while there is an in- 
creased leucocyte~lymphocyte ratio in the 
blood, so that a greater percentage of more 
radioresistant cells are present, enhanced sur- 
vival may result. The effect of colchicine may 
also be attributable to inhibition of mitosis, 
but there is evidence against this supposition 
(201). Colchicine is protective only when ad- 
ministered 2 or 3 days before irradiation, by 
which time mitotic inhibition has ceased. Ure- 
thane and the estrogens are similar in that 
they must be given a day or more before irra- 
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diation. The proestrogen tri-p-amisylchloro- 
ethylene is effective when given 5-30 days be- 
fore irradiation (202). Other inhibitors of 
mitosis, however, can enhance survival; these 
include demecolcine (Colcemid), sodium ar- 
senite, epinephrine, cortisone, and typhoid 
paratyphoid vaccine (203). Tranquilizers and 
other psychotropic drugs possess only moder- 
ate radioprotective activities. These com- 
pounds probably are active by depression of 
whole-body metabolism through diminished 
oxygen uptake (35). 

Procaine (204) and several derivatives of 
procaineamide, particularly the p-nitro deriv- 
ative (205), have shown appreciable protective 
activity. 4-Hydroxybutyric acid and 6-phos- 
phonogluconolactone, substances that stimu- 
late turnover of NADP0H,, a physiologic re- 
ducing agent, provide protection to mice (206). 
An antihistamine, thenaldine, affords moder- 
ate protection (204). Alloxan protects both 
mice (207) and the pancreatic ultrastructure 
of dogs (208). 

1.4.8 Metabolites and Naturally Occurring 
Compounds. A variety of compounds in these 
categories have been examined for radiation 
protection, but few effective protectants have 
been found. Some polysaccharides, such as 
dextran (209), those extracted from typhoid 
and proteus organisms (2101, and a lipopoly- 
saccharide from S. abortus (211), provide some 
protection for mice, possibly by inducing 
phagocytosis. Bacterial endotoxins, which are 
lipopolysaccarides of molecular weight around 
1,000,000, show relatively good protective 
properties in both normal (200) and germ-free 
mice (2 12). Typhoidparatyphoid vaccine 
shows similar protective properties (213). 

Vitamins and coenzymes are not apprecia- 
bly protective. Pyridoxal phosphate, however, 
has a moderate effect (2141, which may be con- 
nected with a repair rather than a protective 
process (215). Several thiol-containing deriva- 
tives of vitamin B,, including 5-mercaptopyri- 
doxine (216), are also protective. Some of the 
naturally occurring pyrimidine bases and nu- 
cleotides (21 7), including ATP (2 181, have an 
effect in mitigating radiation damage, but 
their value may be ascribed to postirradiation 
repair. Protection from RNA, DNA, and deriv- 

more likely attributable to repair processes 
(218-220). A protamine-ATP combination 
provides good protection to rats (221). 

Among the commonly used antibiotics, the 
tetracyclines have shown the most favorable 
effects on survival rates of mice (222); this is 
believed to be the result of an increase in 
metabolic activity. A gallate-tannin complex 
(223) was active probably because of its an- 
tioxidant effect. 5,7-Dihydroxyisoflavones 
are effective when administered to mice per- 
cutaneously but not intraperitoneally (224), 
presumably because of protection of the cap- 
illaries. 0-P-Hydroxyethylrutoside is also 
protective in mice, possibly by strengthen- 
ing vascular walls and reducing bacterial 
invasion of the bloodstream (225). The ra- 
dioprotective effect of rutin and other fla- 
vonoids has been controversial. 

A series of extracts from the Chinese drug 
plants Carthamus tinctorius, Sargentodoxae 
cuneata, Paeonia lactiflora, Salvia milti- 
orrizha, and Ligusticum chuanxiong have 
shown significant protection in mice versus 
7.5-8.0 Gy of y-radiation (226). Their protec- 
tive properties are believed to be related to 
their inhibitory effects on radiation-induced 
platelet hypercoagulation in the capillaries, 
which prevents excessive bleeding. Active con- 
stituents in the Ligusticum drug extract have 
been found to be harman alkaloids, including 
1-(5-hydroxyrnethyl-2-furyl)-9 H-pyrido-[3,4- 
blindole (227). Acetylsalicylic acid also pro- 
vides moderate protection at this radiation 
dose. 

1.4.9 Polymeric Substances. A synthetic 
polymer prepared from N-vinylpyrrolidone and 
S-vinyl-(2,2-dimethylthiazolidy1)-N-monothiol 
carbamate (43) was found protective in mice, 
possibly by liberation of thiol groups (228). 
Other copolymers containing isothiouronium 

atives has been claimed, but their effects are 



dose of 6 mV photons, compounds with elec- 
tronegative groups in the meta or para posi- 
tions gave good protection to mice (240). No 
correlations between protective activity and a 
variety of molecular parameters could be 
found, however. Schiff bases of salicylalde- 
hyde, 5-chlorosalicylaldehyde, and benzalde- 
hyde with anilines reduced toxicity of the par- 
ent mines, but gave erratic protective results 
(241). The highest protection was observed for 
mixtures of p-aminopropiophenone with its 
Schiff bases or with the Schiff base of I-@- 
aminopheny1)- 1-propanol. 

1.5 Mechanisms of Protective Action 

The manner in which mammalian cells are 
protected from the damaging effects of ioniz- 
ing radiation is not known in complete detail, 
although evidence is accumulating for several 
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salts, thiosulfates, and dithiocarbamate groups 
give appreciable protection when administered 
24-48 h before irradiation (229). Polyinosinic- 
plycytidylic acid increases survival of mice, pos- 
sibly by increasing the stem cell fraction in 
blood-forming tissues (230). Both poly(viny1 sul- 
fate) (231) and heparin (2321, a sulfated muco- 
plysaccharide, increase survival rates, possibly 
by affecting deoxyribonuclease activity. 

1.4.10 Miscellaneous Substances. In a se- 
ries of diethylsulfides and diethylsulfoxides, 
bis[2-n-butyry1amino)ethyll-sulfoxide showed 
the greatest radioprotectant activity (233). 
Among 20 benzonitriles evaluated as radio- 
protectants in mice, 3,5-dinitrobenzonitrile 
showed significant activity (234). A series of 
N-substituted 1-m-hydroxyphenyl-2-amino- 
ethanols, which are derivatives of phenyleph- 
h e ,  gave significant radioprotective effects 
(235). Cinnamonitriles and hydrocinnamoni- 
triles produced survival rates of 4368% in 
three derivatives of the former, the p-MeO, 
p-NO,, and 2-chloro-p-MeO, after lethal doses 
of radiation (236). The S-phosphate of 5-mer- 
captomethylcytosine exhibited protective ac- 
tivity at a dose of 6 Gy (237). Radioprotective 
effects of two halogenated 1,3-perhydrothia- 
zines have been described (238). 

Radioprotective effects of isobombycol and 
its enanthate and cinnamate in mice have 
been reported (239). In a series of substituted 
anilines tested in mice versus a near-lethal 

postulated pathways of radioprotection. Pro- 
tection by means of radical trapping or antiox- 
idant action, which can be demonstrated for 
simple systems, such as polymers, may be op- 
erative in animal cells as well. It is also prob- 
able that other mechanisms are more impor- 
tant in protection of cells, and possibly more 
than one mode of protection may be operative 
for a given type of agent. A number of the 
physiological agents that have been observed 
to be radioprotectors are believed to protect by 
producing various levels of anoxia; the evi- 
dence for this has been discussed (27). 

1.5.1 Protection by Anoxia or Hypoxia. 
Protection by producing a state of cellular an- 
oxia or hypoxia is based on the phenomenon of 
the "oxygen effect," the increase by two- to 
threefold of the damaging effects of radiation 
attributed to the presence of oxygen. A num- 
ber of radioprotective drugs possess the phys- 
iological function of producing anoxia or se- 
vere hypoxia in various tissues; these include 
the catecholamines, histamine, choline esters, 
p-aminopropiophenone, morphine, ethyl alco- 
hol, and nitrite. Other physiological effects, 
however, may contribute to their ability to 
protect, particularly with serotonin. Although 
the powerful protection afforded by this com- 
pound is not completely explained, a correla- 
tion between vasoconstrictive effects and ra- 
dioprotection was found for a series of 
indolamines (242). Increasing the amount of 
oxygen available to radiosensitive tissues re- 
versed the radioprotective effect of serotonin, 
histamine, and epinephrine, but caused much 
less reduction of protection by MEA or cys- 
teine (243). The amino thiols, notably cys- 
teine, MEA, and AET, can decrease oxygen 
consumption in the cells (2441, but no appre- 
ciable hypoxia exists during the protective pe- 
riod (245). Enzymatic oxidation of radiopro- 
tective thiols has been reported (246), 
although the extent to which the resulting ox- 
ygen depletion contributes to radioprotection 
is uncertain. 

A series of reports (reviewed in Ref. 247) 
provided evidence that WR2721 and its de- 
phosphorylated thiol WR1065 have a major ef- 
fect through their ability to cause local tissue 
hypoxia. The thiol also rapidly depletes the 
oxygen content of mammalian cell suspen- 



sions in culture (248). However, these results 
are put in question by the lack of adequate 
procedures to measure the oxygen concentra- 
tion at critical sites for radiation protection 
(249). 

1.5.2 Inhibition of Free-Radical Processes. 
Mechanisms of protection involving "free-rad- 
ical scavenging" are based on the assumption 
that the free radicals resulting from radiolysis 
of water are the main cause of radiation dam- 
age to the cells. Radioprotectors then would 
react with these radicals, such as H', HO', and 
H0,'-, and prevent them from damaging bi- 
ologically important molecules. This concept 
received support when a correlation was found 
between the protective action of about 100 
substances in two systems: an aerated aque- 
ous solution of polymethacrylate and the 
mouse (125). It is probable that radical scav- 
enging is the primary event in the prevention 
of radiolytic fragmentation of the polymer 
(250), but it is probably not of equal impor- 
tance in the cell. Radioprotection of mamma- 
lian cells by the HO' scavenger dimethylsulf- 
oxide requires concentrations of the order of 1 
M, and the degree of protection is insensitive 
to oxygen concentration (251). Radioprotec- 
tion of mammalian cells by thiols can be 
achieved at concentrations of the order of 1-10 
rnM but this radioprotection can be reversed 
by exposure to molecular oxygen, indicating 
that it is not the result of HO' scavenging 
(251). Diffusible radical scavenging could be 
radioprotective if mechanisms other than dou- 
ble-strand lesion formation are involved. In 
that case, it is more likely that less-reactive 
radicals than HO' would be involved, given 
that lower concentrations of scavenger could 
be effective. Cytoplasmic irradiation (preclud- 
ing direct damage to DNA) can be mutagenic, 
and there are indications that radical scaveng- 
ing could be protective against this effect 
(252). 

Reaction of sulfhydryl compounds with free 
radicals formed on macromolecules is consid- 
ered more likely than reaction with HO', to 
account for radioprotection in mammalian 
cells. Reaction rates with such radicals were 
measured for several radiation protectors: 
MEA, AET, APT, thiourea, cysteine, glutathi- 
one, propyl gallate, and diethyldithiocarbam- 
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ate (253). The fastest rates were observed for 
diethyldithiocarbamate, MEA, and cysteine. 
Cysteine and glutathione were found to accept 
electrons from irradiated proteins, whereas 
cystine and some nonsulfur compounds did 
not (254). 

A number of antioxidant phenols, pyri- 
dines, and gallic acid esters are believed to be 
effective by virtue of their antioxidant action. 
A direct relation between radical inhibitory 
action and radiation protection has been ob- 
served (255). Protection by aliphatic alcohols, 
including glycerol, generally requires large 
concentrations for maximum protection (1-3 
M) in cultured mammalian cells (2561, but 
protective effects of radical scavengers have 
been found at much lower concentrations in 
bovine erythrocytes (257) and the erythrocyte 
membrane (258). 

1.5.3 Mixed Disulfide Hypothesis. This hy- 
pothesis of Eldjarn and Pihl (259) proposed 
that radioprotective thiols form mixed disul- 
fides with thiol groups of proteins. The mixed 
disulfides provide protection to the protein 
thiols either by interfering with indirect radi- 
ation damage from radiolysis products of wa- 
ter or by facilitating energy transfer from the 
directly damaged protein to the administered 
thiol. Some arguments with this hypothesis 
have arisen; many thiols do not protect, and 
most thiols are capable of forming mixed dis- 
ulfides (260). However, equilibrium constants 
for mixed disulfide formation are high for pro- 
tective thiols but low for poor protectors (261). 

In their original hypothesis, Eldjarn and 
Pihl proposed that the mixed disulfide bond 
would be cleaved by radical scavenging, but 
subsequent studies with protein solutions in- 
dicated that this may not be the case (262). 
Disulfide formation may also protect by mod- 
erating radiation-induced rearrangements 
(263). Radical scavenging may be an impor- 
tant function of the mixed disulfides (2641, but 
mixed disulfide formation may also be a pre- 
cursor for the liberation of cellular thiols, to be 
discussed under Section 1.5.4. 

Another argument against this hypothesis 
is that many proteins are not damaged seri- 
ously by a dose of radiation that is lethal to 
mammals (265). Also, the nucleic acids, impor- 
tant target molecules of the cell nucleus, do 
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not contain thiol or disulfide groups. The nu- 
ar proteins involved in cell division have 
en proposed, however, as likely sites for 

ed disulfide formation (266). RNA poly- 
erase is particularly implicated for this pro- 
ss (267). Also, in favor of this hypothesis, 

'S-MEA was found mainly bound to protein 
the time of maximum protection (268). Cer- 

enzymes, containing essential sulfhydryl 
ups, were found to be protected from X-ray 
age by mixed disulfide formation (269). 

1.5.4 Biochemical Shock. A number of bio- 
hemical and physiological disturbances take 
lace in the cells after administration of thiols, 
d realization of the full extent of the cellular 

hanges produced led to the postulation of the 
biochemical shock" hypothesis of Bacq (270) 

and others. This states that protective thiols 
undergo mixed disulfide formations in the 

lls, leading to a series of disturbances includ- 
g decreased oxygen consumption, decreased 
bohydrate utilization, and mitotic delay by 

mporary inhibition of DNA and RNA syn- 
hesis, along with cardiovascular, endocrine, 

d permeability changes. The mitotic delay 
s time for repair processes to restore nor- 

nucleic acid synthesis. 
Other metabolic effects observed after thiol 
inistration include hypotension, hypo- 

ermia, and hypoxia (271). An increase in se- 
tonin level has also been noted in rats after 
ection of amino thiols (272). Release of en- 

ogenous thiols is another metabolic effect of 
he radioprotective thiols. This has been 

sed not only by amino thiols but also by 
rotonin and hypoxia-causing compounds, as 
ell as by the anoxic state (273). This increase 
cellular thiol content is often 30- to 40-fold 
eater than the amount of thiol supplied by 
e protective agent. Protective effects of the 

no thiols in Ehrlich ascites (274) and other 
mor cells (275), as well as in mice (2761, 
ow direct correlations with the levels of non- 
tein thiols. The natural radiosensitivity of 

ce was related to the concentration of thiol 
ups in the blood-forming tissues of the 
en (277), and development of radioresis- 
ce in cells was attributed to increased con- 

ntration of non-protein-bound thiols (278). 
dioresistance in some tumor cells was be- 

eved to be attributed to protein thiol content 

(2791, although the level of hypoxia in tumor 
cells is also a factor affecting radiation sensi- 
tivity (280). 

Further evidence of the importance of cel- 
lular thiol levels in radioprotection is found in 
the following situations. Protection of the 
chromosomal apparatus in Ehrlich ascites 
cells by MEA was associated with the increase 
in nonprotein thiol levels (281). Both MEA 
and cystamine increased plasma, liver, and 
spleen concentrations of free thiols and disul- 
fides (282). Radioresistance of bacterial cells 
was believed to be the result of a repair system 
dependent on the thiol content of the cells 
(283). Revesz and coworkers considered that 
glutathione was a principal endogenous radio- 
protector released by administered thiols 
(2841, but more recent research showed that 
only a small fraction of low molecular weight 
protein-bound thiols was identified as gluta- 
thione (285, 286). 

1.5.5 Control of DNA Breakdown. The 
ability of the disulfides of the radioprotective 
amino thiols to bind reversibly to DNA, RNA, 
and nucleoproteins has been postulated as a 
result of in vitro studies (287). This, according 
to Brown (288), can result in two restorative 
effects: first, the loose ends of the helix result- 
ing from single-strand rupture are held in . 
place, so that shortening or alteration of the 
chain is prevented; and second, the replication 
rate of DNA is decreased or halted, so that 
repair can take place before radiation-induced 
alterations are replicated. This binding, to- 
gether with either radical scavenging (289) or 
repair by proton donation, provides a possible 
route of protection of the nucleic acids by the 
amino thiols. It reauires that the disulfide of 

A 

the amino thiol be present for binding, and it 
also could explain why more than a three-car- 
bon distance between amino and thiol func- 
tions leads to a sharp drop in protective abil- 
ity. Portions of the DNA helix unprotected by 
histone have been found to accommodate an 
aliphatic chain of approximately 10 atoms; 
consequently, a disulfide with two or three 
carbons between the amino and disulfide func- 
tions would fit this exposed portion of the he- 
lix. Other strongly protective derivatives of 
MEA and MEG, such as the thiosulfate, phos- 
phorothioate, trithiocarbonate, or acylthio- 
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esters, readily undergo disulfide formation. 
Arguments against this hypothesis include 
the fact that not all of the exposed areas of 
DNA are the same size. Also, in a series of 
protective disulfides and thiosulfates of MEA 
with N-heterocyclic substituents, the thiosul- 
fates showed no binding ability for DNA, and 
whereas the disulfides have appreciable bind- 
ing constants, there was no correlation be- 
tween binding ability and protective activity 
(290). 

Protective effects for DNA have been 
shown by thiourea and propyl gallate, as well 
as by cysteine and cystamine, apparently 
through antioxidant activity (291). Another 
proposed explanation for the protection of 
DNA by the amino thiols is that MEA renders 
cell membranes more resistant to radiation 
damage. Localization of repair enzymes and 
nucleases on the nuclear membrane makes it 
possible that radiation damage to the nuclear 
membrane could result in irreversible damage 
to DNA by nucleases, and interference with 
repair of DNA (292). 

Other observations regarding the tempo- 
rary inhibition of nucleoprotein synthesis by 
thiol protectors have been reported. Tempo- 
rary inhibition of nuclear RNA synthesis in 
the radiosensitive tissue of rat thymus was 
found along with inhibition of thymidine 
phosphorylation for a short period (292). Ra- 
diosensitizers, such as penicillamine and 
P-mercaptoethanol, inhibited thymidine phos- 
phorylation for a longer period. Some evidence 
for mixed disulfide formation with proteins - 
(e.g., thymidine kinase) was also found. Inhi- 
bition of DNA synthesis in rat thymus, spleen, 
and regenerating liver by MEA and AET was 
believed to arise from a delay in the synthesis 
of relevant enzymes, nuclear RNA polymer- 
ase, and thymidine phosphorylating kinases 
(294). Although MEA decreases the frequency 
of radiation-induced single-strand breaks in 
DNA of mammalian cells (2951, this was not 
considered to be the lesion responsible for the 
killing of E. coli cells by y-radiation (296). 

1.5.6 Metabolic Effects. Alteration of cellu- 
lar metabolism can affect radiosensitivity ei- 
ther by changing oxygen concentration, and 
thus altering the extent of initial DNA dam- 
age, or by altering cell cycle progression, thus 

allowing greater or lesser repair of potentially 
lethal damage. Even in cases where it can be 
demonstreated that a radioprotector can act 
by a purely radiochemical mechanism, it is 
possible that it could also act by altering me- 
tabolism (297) and the extent to which one 
mechanism dominates may be difficult to de- 
termine. Although a state of hypoxia consid- 
ered sufficient to provide radiation protection 
is not brought about by most radioprotectors, 
some effect on oxygen availability and oxida- 
tion-reduction potential of the cells does result 
after their administration. A relation was ob- 
served between the duration of respiration in- 
hibition and the radioprotective effect of cys- 
taphos, the phosphorothioate of MEA (298). 
Several phosphorothioates were also found to 
induce vasodilation in the spleen, resulting in 
altered blood supply to the body, and decreas- 
ing tissue oxygen tensions (299). Aminoethyl 
and aminopropyl thiosulfates also decreased 
the oxidation-reduction potential in body tis- 
sues of rats and mice (300). They also in- 
creased serotonin and histamine levels, and 
decreased peroxide levels. Several heterocyclic 
compounds, including aryl derivatives of tri- 
azoline-2,5-dithione, decreased the oxygen 
tension in rat spleen, liver, and muscle (301); a 
correlation was observed between the de- 
crease in oxygen tension and radioprotective 
effects of the compounds. 

Radioprotective and radiosensitizing ef- 
fects of various compounds have been related 
to an oxygen effect. A theory has been devel- 
oped consisting of an "oxygen fixation hypoth- 
esis" (302), in which target free radicals react 
either with radical-reducing species, resulting 
in restoration, or with radical-oxidizing spe- 
cies, resulting in fixation of radical damage to 
a potentially lethal form. MEA and other thi- 
01s protect by adding to the pool of radical- 
reducing species, resulting in enhanced repair 
of free-radical damage. Electron-affinic com- 
pounds radiosensitize by adding to the pool of 
radical-oxidizing species, enhancing free-radi- 
cal damage; N-ethylmaleimide has a similar 
effect. Metal ions, however, do not alter sensi- 
tivity to radiation inactivation of bovine car- 
bonic anhydrase by oxidizing radicals, but do 
exert a protective effect against inactivation 
by reducing radicals (303). 
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An explanation of the protective effects of and 2-amino-3-methylbutanthiol prevented 
ethanol, and other hydroxy compounds, arose this loss. Also, blocking of cell-surface amino 
from the observation that ethanol adds to thy- and probably thiol groups with citraconic an- 
mine under y-irradiation (304). This prevents hydride, dimethylmaleic anhydride, and di- 
formation of thymine dimers, deleterious to acetyl also modified radiation damage to the 
the structure of DNA. It also explains the ra- cell membrane. It was suggested that radio- 
diation resistance of bacterial spores, and pro- protection may depend on a combination with 
tection of bacteria in glucose medium, where cell-surface protein groups, which determine 
hydroxy compounds are in adequate supply to the surface charge and maintain the integrity 

of the cell membrane. 
Other cellular effects produced by the Radiation-protective effects were sought in 

es is one such effect, and various enzyme of them raised the survival rate of dogs irradi- 

Another class of radioprotectors, the ni- 
e, did not affect the plasma enzyme levels. troxides, are membrane permeable, stable free 

a factor in this release, as suggested by the hamster cells from superoxide and other per- 
iochemical shock hypothesis. oxides, and protected mice against an LD,, 
The radioprotective thiols protect the dose of radiation (311). Potential mechanisms 

rythropoietic system of animals, 59Fe uptake of protection include oxidation of reduced 
used as the test for protection (306). transition metals, superoxide dismutase-like 

, AET, penicillamine, and 2-mercapto- activity, and scavenging of oxygen- and car- 

e in rat thymus and spleen (307). This ef- Cytokines have been found to protect cells 

alpha (TNF-a) protect mice from lethal doses 

P synthesis was also noted, both in mito- tors, interleukins 1, -4, and -6, TNF-a, inter- 

covery and repair pathways (312). 
Radioprotection by leukotrienes, especially 

t contribution to the radiobiological ef- with regard to hematopoietic stem cells, has 

membranes has since been studied by noted (314). The role of mast cell mediators in 

9). The radiosensitizing effects of Synkavit cussed (315). Immunomodulators, either mi- 
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DNA-binding ligands, such as the biben- 
zimidazoles (317) and modulators of DNA re- 
pair and lesion fixation, such as 2-deoxy-D-glu- 
cose (318) have provided protection against 
radiation-induced cytogenetic damage. Also, 
calcium ion channel blockers. such as dilti- 
azem (319) have increased survival rates of 
irradiated animals, alone or in combination 
with zinc aspartate (320). A postirradiation in- 
crease in calcium influx in mouse spleen lym- 
phocytes (321) and an increase in cytosolic cal- 
cium in rat thymocytes, leading to apoptosis 
and necrosis, has been observed (322). Cal- 
cium ion influx activates a significant number - 
of enzymes, including endonuclease (323), 
and Ca2+/Mg2+-dependent endonuclease 
mediates fragmentationof DNA. Lipid per- 
oxidation is also reduced bv calcium channel " 

blockers, thus decreasing damage to cell 
membranes (324). 

1.5.7 Use of Radioprotective Agents in Ra- 
diotherapy and Chemotherapy of Cancers. The 
use of radioprotective agents to augment the 
effects of either radiotherapy or chemother- 
apy of various types of cancer has been inves- 
tigated for 30 years or more, but until recently 
little positive benefit was observed. It is now 
clear that selective concentrations of protec- 
tive agents can be realized in normal tissues, 
and that tumors are protected to a lesser ex- 
tent. Favorable timing schedules for adminis- 
tering protective agents and anticancer thera- 
pies have played a significant role in the 
moderate success so far realized with radio- 
protector adjuvant treatments. 

MEA gave favorable results when used in 
conjunction with X-rays and cyclophospha- 
mide in rats with Geren's carcinoma (325). 
Cystamine decreased chromosomal aberra- 
tions in peripheral blood lymphocytes in uter- 
ine cancer patients (326). Although AET was 
found to penetrate normal and cancerous tis- 
sue of mice to the same extent, it prolonged 
the life spans of mice bearing ascites tumor 
cells (327). Favorable effects on irradiation of 
mice with Ehrlich carcinoma were reported 
for AET and DL-trans-2-amino-cyclohexan- 
thiol(328). A combination of AET, serotonin, 
cysteine, and glutathione was definitely favor- 
able to the survival of mice with Landschutz 
ascites tumors treated with 6000 R (329). 

Differential distributions of MEA released 
from its phosphorothioate and thiosulfate in 
various tissues have been found (330); the 
phosphorothioate of MEA had a lower concen- 
tration in sarcoma M-1 than in the organs of 
mice (331). The phosphorothioate of MEA also 
diminished symptoms of radiation sickness in 
human patients undergoing radiation therapy 
for breast cancer (332). Also, in cancer pa- 
tients, 2-mercapto-propionylglycine decreased 
the severity of lymphopenia and decreased the 
number of chromosome aberrations after irra- 
diation (333). MEA, AET, 1-cysteine, and 
1-cysteinyl-D-glucose restored the mitotic in- 
dex in X-irradiated rats bearing Yoshida sar- 
coma (334); 5-fluorouracil was radiosensitiz- 
ing in these experiments. 

More recently, WR2721 (Amifostine, 
Ethyol) has exhibited activity as a chemopro- 
tector. The compound requires activation by 
dephosphorylation to produce the free thiol. 
This process is catalyzed by capillary alkaline 
phosphatase, close to the desired site of pro- 
tection. The neutral pH of normal tissues, 
compared with the slightly acidic pH of tu- 
mors, favors selective activation. Amifostine 
was able to reduce DNA platination when pre- 
incubated with cisplatin, but the effect was 
much weaker when given postincubation 
(335). Arnifostine can also reduce the myelo- 
suppression produced by cyclophosphamide, 
the combination of cyclophosphamide and cis- 
platin, and possibly carboplatin (336). The fa- 
vorable effects noted with cisplatin therapy 
have been termed cisplatin rescue (337). Pro- 
tection of hematopoietic stem cells from irra- 
diation by amino thiols, synthetic polysaccha- 
rides, vitamins, and cytokines has been 
discussed (338). Possible mechanisms by 
which amifostine may protect normal hemato- 
poietic stem cells from chemotherapeutic 
agents have been proposed, including direct 
binding to the alkylating agents, cisplatin and 
cyclophosphamide, or acceleration of the re- 
covery of hematopoietic stem cells exposed to 
high doses of radiation (339). 

Other radioprotective agents have shown 
promise as selective protective agents for nor- 
mal tissue; dexrazoxane and mesna have been 
cited (340). Reviews on the effects of amifos- 
tine in protection of normal bone marrow 
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stem cells (341) and as modulator of cisplatin- 
and carboplatin-induced side effects (342) 
have been published. 

2 RADIOSENSITIZERS 

2.1 Introduction 

Radiosensitizers were developed for use in 
cancer therapy (37-39, 343). It is important 
for this purpose that they have a differential 
effect on the tumor vs. the normal tissue. Oth- 
erwise, nothing would be gained over increas- 
ing the dose of radiation. The relative increase 

antitumor efficacy compared to normal tis- 
e toxicity is referred to as therapeutic gain. 

of the compounds or strategies listed in 
chapter have yet to be proven useful in 

cer therapy, but are of mechanistic inter- 

Two particular strategies have a clear ra- 
nale for selective radiosensitization of tu- 
or cells and are currently in clinical use: 

, Sensitization of hypoxic cells by oxygen-mi- 
metic drugs (3441, or agents that alter oxy- 
gen delivery, because hypoxia occurs often 
in tumors but not in normal tissues, and 
about three times more radiation is re- 
quired to kill hypoxic cells than oxygenated 

2. Incorporation of radiosensitizing thymi- 
dine analogs into DNA (345) because this 
will occur only in proliferating cells, and in 
some cases (e.g., brain tumors), the normal 
tissue surrounding the tumor is composed 
primarily of nonproliferating cells. 

Strategies that take advantage of signal 
duction differences between cancer cells 
normal cells represent an exciting new 

s of radiosensitizers, although these strat- 
s are still in the early stages of develop- 

Radiosensitizers are traditionally defined 
agents that do not have a therapeutic effect 
their own, but act to enhance the therapeu- 
ffect of radiation. However, the term does 

to some antitumor agents, such as low 
cisplatin (346349) and hyperthermia 

50,352), which appear to enhance radiation 

damage in a truly synergistic manner. Other- 
wise, the combined use of radiation and anti- 
tumor agents is referred to as combined mo- 
dality therapy, and relies on nonoverlapping 
normal tissue toxicities or on attacking differ- 
ent tumor cell populations to achieve a thera- 
peutic gain. Combined modality therapy, al- 
though not discussed in this chapter, was 
reviewed recently by Phillips (353). 

2.2 Radiosensitization by Alteration of 
Energy Absorption 

The probability of ionization is essentially pro- 
portional to the number of electrons in the 
target molecule, regardless of chemical com- 
position for the types of ionizing radiation that 
are normally used in radiation therapy (high 
energy photons or electrons). However, pref- 
erential energy absorption by particular ele- 
ments can occur with certain energies or types 
of radiation. Two such cases are boron neu- 
tron capture and k-edge absorption of photons 
by atoms of high atomic weight. 

2.2.1 Boron Neutron Capture Therapy 
(BNCT). Certain isotopes, such as 1°B, capture 
low energy (thermal) neutrons very effi- 
ciently. This property is expressed as the ther- 
mal neutron cross section, in units of barns. 

' 

The thermal neutron cross section for 1°B is 
3837 barns. As early as 1936 (3541, it was sug- 
gested that preferential incorporation of 1°B 
into tumors could be a useful strategy for se- 
lectively radiosensitizing tumor cells. 1°B it- 
self is not radioactive, but neutron capture by 
1°B is followed by radioactive decay of the re- 
sulting llB nucleus. llB splits into 4He nuclei 
(alpha particles) and 7Li ions, both of which 
are densely ionizing [i.e., high linear energy 
transfer (LET)], and consequently very cyto- 
toxic. The ranges of these particles are such 
that their energy is deposited within one cell 
diameter of the neutron-capture event. These 
characteristics make 1°B a very desirable iso- 
tope for neutron-capture therapy, even 
though other isotopes have higher thermal 
neutron capture cross sections. 

There are two challenges to implementa- 
tion of this strategy. One is to deliver thermal 
neutrons to the tumor, given that low energy 
neutrons do not travel very far in tissue. The 
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other is to design drugs that will selectively 
deliver 1°B to tumors. The first challenge is 
being met with advances in instrumentation, 
such that BNCT is now regarded as a more 
realistic possibility than in the past (355). 
Neutrons of a sufficiently high energy to pen- 
etrate tissue (epithermal neutrons) are used 
in such a way that they become thermal neu- 
trons at the depth corresponding to the tumor. 

It is estimated that 10 parts per million 
(ppm) 1°B would be enough to increase cyto- 
toxicity twofold over that seen with neutrons 
alone (355). BSH (Na,B,,HllSH; 44) was one 

of the first compounds synthesized for this 
purpose (356). BSH and its disulfide, BSSB, 
are reported to accumulate in animal tumors, 
but the clinical biodistribution results from 
patients with brain tumors have been variable 
and unpredictable (357). In animal studies, 
very high tumor to normal brain tissue ratios 
were achieved, but there was no evidence of a 
therapeutic gain, suggesting that normal 
brain injury may be more related to the dose 
than to the vasculature (358). Clinical studies 
of brain tumor BNCT with sodium tetraborate 
and BSH did not result in improved survival 
and there was evidence of increased normal 
brain injury, consistent with preferential 
damage to the vasculature (359). Other types 
of BNCT agents are currently under develop- 
ment. Encouraging results were obtained with 
BPA @-boronophenylalanine, 45) in the treat- 

ment of melanoma (360). 157Gd has been pro- 
posed as another isotope that could be useful 
in neutron-capture therapy (361). Although 
BNCT is a promising idea, the selective deliv- 
ery of atoms of high neutron cross section 
(such as boron) to the target cells is still a 
limiting factor. 

2.2.2 k-Edge Absorption and Photoactiva- 
tion of Elements of High Atomic Number. The 
probability of absorption of a photon is highest 
when the energy of the photon is close to the 
binding energy of an electron in the target 
molecule (362). This effect is particularly no- 
ticeable for k-shell electrons of elements of 
high atomic number. A strategy for radiosen- 
sitization based on this effect is to incorporate 
atoms of high atomic number into DNA (363). 
The k-shell binding energy is characteristic 
for each element, and irradiation at energies 
just above this k-edge characteristic energy 
will result in selective absorption by a partic- 
ular element. Iodine is particularly attractive 
for this purpose because: (1) the optimal en- 
ergy of the activating photon is in a range that 
is reasonably achievable; (2) iodine is easily 
incorporated into compounds that can be de- 
livered to tumors; and (3) photoactivation can 
occur, further enhancing the biological effect. 
Photoactivation is a process whereby ihner 
shell electrons are ejected from an atom as a 
consequence of photon absorption, and cas- 
cading outer shell electrons fill the succes- 
sively vacated orbitals, resulting in the emis- 
sion of multiple low energy X-ray photons and 
electrons (364). 

2.2.3 Photodynamic Therapy. Photodynamic 
therapy (PDT) consists of administration of a 
photosensitive compound and illumination of 
the tumor with visible light. Recent advances 
in light-delivery technology have provided 
methods for selective and thorough illumina- 
tion of the tumor (365), although light delivery 
continues to be the principal limitation of this 
therapeutic approach. 

PDT has been found to be effective in the 
treatment of several types of solid tumors in 
humans. Most of the clinical experience has 
been with hematoporphyrin derivative (HPD, 
46) or porfimer sodium (Photofrin), which is a 
derivative of HPD (366). A problem with these 
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compounds is photosensitization of skin that 
persists for 6-8 weeks, (367). meta-tetra(Hy- 
droxypheny1)chlorin (m-THPC) (368370) 
has a shorter plasma half-life and a higher tu- 
morlnormal tissue ratio, and is currently in 
Phase 1/11 trials. 8-Aminolaevulinic acid 
(ALA) has been found to be effective clinically 
by topical application (371,372) and in animal 
studies by systemic administration (373). ALA 
is converted in vivo to protoporphyrin M, 
which is the active photosensitizer. Other tet- 
rapyrroles that are being considered for PDT 
include purpurins (47) (374) and phthalocya- 

nines (375, 376). Cationic dyes have been in- 
vestigated (377), given that there is evidence 
that a common feature of many types of tumor 
cells is the ability to concentrate moderately 

lipophilic cationic dyes, attributed to differ- 
ences in mitochondria1 membrane potential 
(378). 

The tumoricidal mechanism of PDT has 
two components: direct tumor cell killing and 
damage to the vasculature leading to tumor 
necrosis. The number of tumor cells from ex- 
cised murine tumors that produce colonies in 
vitro decreases markedly with time between 
treatment and excision (379, 380), in support 
of the importance of damage to the vascula- 
ture. In contrast, tumor cell killing by ionizing 
radiation is evident when tumors are excised 
immediately after irradiation and plated for 
clonogenic assay (381). Hypoxia induced by 
PDT can be exploited by concurrent treat- 
ment with drugs that are metabolized under 
hypoxia to toxic species (380, 382). 

2.3 Alteration of the Primary 
Radiolytic Products 

Ionization of water is the most common con- 
sequence of irradiation of biological systems 
because they are composed mostly of water. 
Figure 4.1 shows the relative yields of prod- 
ucts of water radiolysis (383). These reactive 
species differ considerably in their chemical 
properties. For example, H' is a reducing rad- 
ical and HO' is highly oxidizing. A potential 
approach to radiosensitization is to convert 
the initial radiolytic products into more reac- 
tive or more selective species. This can be ac- 
complished by including a substance that can 
react with the primary radiolytic products be- 
fore they have a chance to react with other 



Figure 4.1. Products of radiolysis of water. Ioniz- 
ing radiation causes an electron to be ejected from 
the water molecule (ionization), forming H20t, 
which dissociates into Hf and HO'. The electron 

- becomes solvated (e,, ). Excitations also occur, and 
the excited water molecule (H20*) can dissociate 
into HO' and H'. Some of the reactions of these 
primary radicals are shown. The numbers in paren- 
theses are the yields of the various species per 100 
eV (G-values) (433). 

molecules. For example, 0, reacts readily with 
- the aqueous electron (ea, ) and H' to convert 

them to 0,'- (Fig. 4.1). N,O, on the other 
hand, can react with eaq- to convert it to HO' 
(Fig. 4.1). Hyperbaric H, can be used to con- 
vert HO' radicals into H'. Isopropyl alcohol 
can be used to scavenge HO' and H', leaving 
the aqueous electron. 

Such methods have been used to demon- 
strate differences in reactivity of these radio- 
lytic products toward model biological targets, 
such as DNA (383). Studies with bacteria and 
mammalian cells have yielded variable results 
(384,385), possibly because the modifiers can 
act by multiple mechanisms (385). In general, 
such studies have been consistent with lack of 
toxicity of the reducing radicals, suggesting 
that HO' is the only diffusible primary radical 
that contributes to toxicity. One explanation 
is that multiple attacks on DNA must occur 
within a very small volume to produce a cyto- 
toxic lesion (386). Only radicals with the reac- 
tivity of HO' can contribute to these clustered 
lesions because other radicals diffuse away 
from the critical volume before reacting with 
DNA (387). For example, the conversion of 

eaq - to HO' by N20 more than lo-' s after 
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irradiation should not affect cytotoxicity be- 
cause the HO' would be formed outside the 
critical volume (387). 

A variation on this theme is to use modifi- 
ers that react with products of water radioly- 
sis, to produce a species that is more selective 
in reacting with cellular targets (388) (Fig. 
4.1). For example, Hiller et al. (389) found that 
the effectiveness of ionizing radiation in inac- 
tivating bacteriophage T2 is five times greater 
if HO' is converted to CC130,' by inclusion of 
CC1, in the medium, whereas it is decreased by 
a factor of 20 by conversion of HO' to 0,'- by 
inclusion of fonnate. Similarly, uric acid can 
enhance radiation damage to alcohol dehydro- 
genase (in dilute solution), even though it pro- 
tects lactate dehydrogenase (390). The reac- 
tion of HO' scavengers with HO' results in 
the formation of a more selective radical that 
may be more effective in damaging a specific 
cellular target. Dimethylsulfoxide (DMSO) re- 
acts with HO' to form H3CS, or in the presence 
of oxygen, CH300'. These are relatively non- 
reactive radicals, and DMSO is therefore con- 
sidered to be an HO' scavenger. DMSO pro- 
tects against radiation-induced DNA damage. 
However, DMSO does not protect against 
H0'-initiated membrane damage, whereas 
other HO' scavengers do (391). 

2.4 Radiosensitization by Reaction 
with DNA Radicals 

The principal mechanism of cell killing by ion- 
izing radiation is the formation of clustered 
DNA lesions (386,392,393) by a combination 
of direct ionizations in the DNA molecule (the 
direct effect) and reaction of DNA with free 
radicals produced in the vicinity of DNA (the 
indirect effect). The reactions that produce 
the DNA radicals that are the precursors of 
these clustered lesions are complete within 
nanoseconds (387). However, the chemical re- 
actions of these free radicals that result in 
damage fixation are not complete until 10 ms 
after irradiation (3941, and there is an oppor- 
tunity to alter the outcome of these reactions 
(Fig. 4.2). Damage fixation is a process that 
renders the damage nonrestorable by chemi- 
cal protectors. 

Reaction of DNA radicals with molecular 
oxygen results in damage fixation. This reac- 
tion occurs in competition with the restorative 
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Figure 4.2. Time frame for radiochemical events. 
In living cells, DNA radicals are formed within 
nanoseconds by a combination of direct ionization of 
DNA and reaction of DNA with HO' produced by 
the radiolysis of water. Protectors and sensitizers 
that modify initial lesion formation act in a millisec- 
ond time frame by reaction with these DNA radicals. 
Biological processes that can lead to repair or mis- 
repair of the lesions take place over a period of 
hours. 

hours 

reaction of DNA radicals with endogenous 
protectors (395). In experiments using chemi- 
cal model systems (dilute solutions of macro- 
molecules), sensitization by oxygen was ob- 
served only when radioprotectors were also 
present (395,396). Thus, damage fixation will 
occur without a sensitizer (by internal bond 
rearrangement) if protective reactions are not 
fast enough. Either an increase in the concen- 
tration of oxygen-mimetic sensitizer or a de- 
crease in the concentration of endogenous pro- 
tector can result in radiosensitization. 

The chemical property of oxygen that is the 
basis for oxygen mimetic radiosensitization is 
the one-electron redox potential, or electron 
atlinity (397). Electron affinity correlates with 
hypoxic cell radiosensitization, for agents that 
sensitize by this mechanism, over a range of 
different chemical structures, with some ex- 
ceptions (397, 398). Radiosensitization by an 
oxygen-mimetic mechanism occurs within 
milliseconds of irradiation, and techniques 
have been developed to distinguish between 
this mechanism and other mechanisms of sen- 
sitization by determining the time frame for 
the effect (399). For example, a rapid-mix ex- 

periment was used to show that N-ethylmale- 
imide (48) can sensitize by an oxygen-mimetic 
mechanism, even though it can also sensitize 

by reacting with cellular thiols (399). Whillans 
and Hunt (400) used a rapid-mix experiment 
to demonstrate that radiosensitization by mi- 
sonidazole (53) does not occur if misonidazole 
is mixed with hypoxic cells more than 10 ms 
after irradiation. Some of the first compounds 
that were found to be radiosensitizers, such as 
N-ethylmaleimide (401) and menadione (4021, 
are electron affinic, but were too toxic, too 
complicated mechanistically, or not suffi- 
ciently effective to be thoroughly developed 
for clinical use. 

Attention in recent years has been concen- 
trated on two general classes of electron-af- 
finic radiosensitizers: quinones and nitroimid- 
azoles (403). Highly electron affinic agents are 
effective in vitro, but not in vivo, presumably 
because they are so reactive they are depleted 
before they reach the target cells. The first 
nitro compounds that were found to be effec- 
tive electron-affinic sensitizers in vitro, p-ni- 
tro-acetophenone (49) (404), p-nitro-3-di- 
methylamino-propiophenone (50) (405), and 
nitrofurazone (51) (406), were too toxic and 

too metabolically unstable to be useful in vivo. 
Similarly, many quinones are effective in vitro 
but have been disappointing in vivo (407). 



The first electron-affinic sensitizer based 
on the nitro functional group to be tested clin- 
ically (407) was metronidazole (1-13-hydroxy- 
ethyl-2-methyl-5-nitro-imidazole; Flagyl, 52), 

a 5-nitroimidazole that was already in clinical 
use as an antitrichimonal agent. The trial, 
conducted with patients with glioblastoma 
multiforme using nonstandard fractionation, 
was positive, in that the median survival for 
the sensitizer group (7 months) was superior 
to the median survival for the controls (3 
months). However, the long-term survival of 
the sensitizer group was not superior to that of 
historical controls given standard fraction- 
ated radiotherapy. The 2-nitroimidazole, mi- 
sonidazole (53), was tested more extensively 
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in clinical trials. Only 5 of 33 trials showed 
some possible benefit (408). The most promis- 
ing result came from a large randomized trial 
of patients with pharyngeal cancer (409), with 
an overall disease-free survival of 46% for the 
misonidazole group vs. 26% for the controls. 

The dose of misonidazole that can be ad- 
ministered is.limited by peripheral neuropa- 
thy (410). In an effort to reduce this side effect, 
less lipophilic 2-nitroimidazoles were synthe- 
sized (411, 462). Desmethylmisonidazole (54) 
and etanidazole (55) are less neurotoxic than 

misonidazole, in keeping with their lower Ji- 
pophilicity. In a phase I clinical trial (413), it 
was determined that 30% more desmethylmi- 
sonidazole than misonidazole could be admin- 
istered, but this compound was not tested fur- 
ther. Etanidazole can be administered at 
about 4 times the dose of misonidazole (414), 
and peripheral neuropathy can be almost com- 
pletely avoided by determination of individual 
patient pharmacokinetics and adjustment of 
the dosage accordingly (415). Efficacy data 
for etanidazole are not yet available, al- 
though several trials are nearing completion 
(415-418). 

Nimorazole (56) (4191, a 5-nitroimidazole, 
is less effective on a molar basis than the 2-ni- 
troimidazoles, but its dose-limiting toxicity is 
different. The dose-limiting toxicity for ni- 
morazole is nausea and vomiting, whereas it is 
peripheral neuropathy for the 2-nitroimidaz- 
oles. The toxicity of nimorazole is not cumula- 
tive, and it can therefore be given with each 
radiation fraction. A phase I11 trial of nimora- 
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zole with 422 patients with squamous cell can- 
cer of the larynx and pharynx (420, 421) 
showed an improvement in local control. 

Pimonidazole (Ro 03-8799) (57) is a 2-ni- 

troimidazole with a basic side chain that has 
been found to accumulate in the acidic envi- 
ronment of tumors (422). Although pimonida- 
zole is a better sensitizer than misonidazole in 
vitro, it is less effective than misonidazole in 
animal models, and clinical trials have indi- 
cated that it may be detrimental in combina- 
tion with radiation therapy (423). A possible 
explanation for this adverse effect is suggested 
by a finding that pimonidazole can decrease 
blood perfusion in tumors (424). The idea of 
enhancing tumor uptake by attaching a basic 
side chain may still have merit, however (425- 

Several new electron-affinic drugs have 
been developed, but have not yet been exten- 
sively tested. A series of 2-nitroimidazole de- 
vatives were synthesized by attaching vari- 

nitroimidazoles with an acetohydroxamate 

moiety on the side chain, of which KIN-804 
(59) (429) and KIH-802 (60) (430) appear 
most promising, suggest that this functional 

group may be useful for radiosensitizer de- 
sign. AK-2123 (61) is a 3-nitrotriazole that is 
less toxic than misonidazole and is now in clin- 
ical trials (431, 432). 

NLP-1 (5-[3-(2-nitro-1-imidazoy1)-propyll- 
phenanthridinium bromide, 62) was synthe- 

sized with the rationale of targeting the nitro- 
imidazole to DNA through the intercalation of 
the phenanthridine ring (433). Nitracrine 
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[l-nitro-9-(dimethy1aminopropyamino)acri- 
dine; (6311 is a DNA intercalating antitumor 
agent. Under conditions that minimize metab- 

olism and cytotoxicity, nitracrine is a selective 
radiosensitizer of hypoxic cells, with an effi- 
ciency at least as great as expected from its 
electron affinity (434). 

2.5 Additional Applications for Electron- 
Affinic Drugs in Cancer Therapy 

The electron-affinity of hypoxic cell radiosen- 
sitizers confers additional biological proper- 
ties to this class of drugs. They are readily 
reduced by cellular enzymes to reactive spe- 
cies that can cause biochemical alterations 
and cytotoxicity. The reversal of the first one- 
electron reduction, by reaction with oxygen, 
provides a mechanism for selectively affecting 
hypoxic cells. This biochemistry has been ex- 
ploited for detection of hypoxia, additional ra- 
diosensitization, chemosensitization, and tu- 
moricidal activity. Following this theme, new 
classes of drugs have been developed to opti- 
mize these mechanisms. Drugs that are selec- 
tively reduced under hypoxia include nitroaro- 
matics, quinones, N-oxides, and transition- 
metal complexes. 

2.5.1 Binding of Nitroimidazoles to Hy- 
poxic Cells: Use in Detection of Hypoxia. Ni- 
troimidazoles are reduced under hypoxic con- 
ditions to intermediates that bind to cellular 
macromolecules. This mechanism has been 
exploited in the detection of tumor hypoxia 
(435). Early studies made use of 14C-labeled 
misonidazole and autoradiography, and 
served to demonstrate that hypoxia does occur 
in patients' tumors (436). Another approach 
has been to use nitroimidazole derivatives 
that can be detected immunohistochemically 
(437-450). Fluorinated nitroimidazoles have 

been synthesized for use in noninvasive detec- 
tion of hypoxia (439-443). EF5 [2-(2-nitro- 
1H-imidazol-1-y1)-N-(2,2,3,3,3-pentafluorpro- 
pyl)acetamide, (64)l is a pentafluorinated 

derivative of etanidazole that has been used 
for immunohistochemical analysis of hypoxia 
and is suitable for noninvasive imaging (440). 
KU-2285 (65) is a fluorinated etanidazole de- 

rivative that has a higher sensitizer efficiency 
than that of etanidazole and is in clinical trials 
as a hypoxic cell radiosensitizer (441). Pi- 
monidazole (442) and IAZGP [iodinated-P-D- 
azomycin-galactopyranoside (443)l have also 
shown promise as hypoxia-imaging agents. 

2.5.2 Additional Sensitization by Hypoxic 
Metabolism of Nitroimidazoles. Oxygen-mi- 
metic radiosensitization by nitroimidazoles 
depends only on the intracellular concentra- 
tion of the nitroimidazole at the time of irra- 
diation. However, these same compounds are 
metabolized under hypoxic conditions to reac- 
tive intermediates that can cause radiosensiti- 
zation by another mechanism. This additional 
sensitization is called the preincubation effect 
(444,445). The effect is primarily a decrease in 
the shoulder of the radiation survival curve 
and is obtained even if the cells are reoxygen- 
ated before irradiation. Chemotherapeutic 
drug cytotoxicity is also enhanced by hypoxic 
preincubation with nitroimidazoles (446). The 
biochemical mechanism of the preincubation 
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effect has not been identified. One contribu- 
tion to this effect is depletion of glutathione 
(447), but this cannot explain the full effect, 
and does not explain radiosensitization of cells 
that are reoxygenated before irradiation. 
When glutathione was depleted to a similar 
extent with another agent in a study by Taylor 
et al. that used Chinese hamster ovary cells 
(448), sensitization to melphalan was only a 
fraction of that observed with hypoxic prein- 
cubation with misonidazole. 

2.5.3 Bioreductive Drugs. Hypoxic incuba- 
tion of cells with nitroimidazoles can kill cells 
without the need for a second agent (444). The 
concentrations of 2-nitroimidazole radiosensi- 
tizers required to kill tumor cells are too high 
to allow their use as cytotoxic agents in the 
clinic. However, the chemistry involved is 
common to a class of agents, called bioreduc- 
tive drugs, that have shown promise in the 
treatment of cancer, and represent a new drug 
design opportunity. Bioreductive drugs are 
drugs that are reduced under hypoxia to cyto- 
toxic species. Because radiation spares hy- 
poxic cells, the combined use of bioreductive 
drugs and radiation should provide a thera- 
peutic benefit, even if the effects are strictly 
additive. 

Tirapazamine (SR-4233; WIN 59075; 
3-amino-1,2,4-benzotriazine 1,4-dioxide; 66) 

sensitization can be achieved when the drug is 
added after irradiation under hypoxic condi- 
tions, ruling out a radiochemical mechanism. 
Tirapazamine is currently in Phase I clinical 
trials, and muscle cramping has been noted as 
the most common side effect (451). A series of 
analogs of tirapazamine were synthesized to 
determine structure-activity relationships 
(450). One of these analogs, SR-4482 (67), 

which contains no substituent on the 3-posi- 
tion of the triazine ring, is more toxic to hy- 
poxic cells i n  vitro, but less toxic to mice, than 
tirapazamine. A relationship was found be- 
tween the one-electron redox potential of 
these analogs and toxicity, although SR-4482 
did not follow this pattern, and may represent 
a new class of benzotriazine di-N-oxides (450). 
RB90740 (68) is the lead compound selected 

selectively kills and radiosensitizes hypoxic 
mammalian cells in vitro and murine tumor in 
vivo (449,450). The selective killing of hypoxic 
cells by tirapazamine is attributed to its one- 
electron reduction to a reactive intermediate 
that produces DNA damage. Radiosensitiza- 
tion appears to be by a preincubation effect, 
given that hypoxic preincubation sensitizes 
reoxygenated cells to ionizing radiation, and 

from a series of pyrazinemono-N-oxides that 
are selectively toxic to hypoxic mammalian 
cells (452). RB90740 has been found to accu- 
mulate in murine tumors, compared to normal 
tissue, providing additional selectivity. 

RSU 1069 (69) is the lead compound in a 
series of 2-nitroimidazoles containing an alky- 
lating moiety on the side chain (453). RSU 
1069, which contains an aziridine ring as an 
alkylating moiety, is more potent than et- 
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anidazole both as a hypoxic cell radiosensi- 
tizer and as a bioreductive drug. However, 
gastrointestinal toxicity limits the dose than 
can be administered clinically to levels that 
would not be expected to provide a benefit in 
cancer therapy. RB 6145 (70) is a prodrug of 

RSU-1069 that has lower toxicity with similar 
potency (454,455). 

Mitomycin C (71) is the prototype for qui- 

9,lO-dione, 73) is reduced under hypoxia to 
AQ4 (74), which binds to DNA (459). The ter- 
minal half-life for AQ4 is reported to be of the 

none-based bioreductive drugs (456). A clini- 
cal trial using mitomycin C and radiation for 
the treatment of squamous cell carcinoma of 
the head and neck showed an improvement in 
local control without enhancement of normal 
tissue toxicity (457). E09 (72) is a mitomycin 
C analog containing an aziridine ring (458). A 
factor to consider is that the toxicities of biore- 
dudive drugs depend considerably on the rela- 
tive and absolute activities of cellular reduda- 
ses; this is particularly a factor for substrates of 
DT-diaphorase, such as E09, because DT-di- 
aphorase activity can vary widely (458). 

AQ4N (1,4-bis-{[2-(dimethylamino-N-ox- 
ide)ethylamino)5,8-dihydroxyanthracene- 

order of 24 h, whereas the terminal half-life 
for the parent drugAQ4N is 30 min (459). AQ4 
is retained in hypoxic cells for days, and is cy- 
tostatic (460). Consequently, repopulation of 
the tumor may be suppressed by exposure of 
cells to AQ4 while they are hypoxic, even if 
they subsequently become reoxygenated. The 
benefit of combined use of AQ4N and radia- 
tion in animal tumor studies is obtained, even 
when the treatments are administered more 
than 24 h apart in either order, suggesting 
additivity rather than synergy. 
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.6 Radiosensitization by Alteration 
f Oxygen Delivery 

in alternative to using oxygen-mimetic radio- 
ensitizers is to improve oxygen delivery to 
umors. Tumor hypoxia can result from one of 
wo mechanisms: growth of the tumor beyond 
he diffusion distance of oxygen (chronic hyp- 
xia) (461) or intermittent impairment of tu- 
nor blood flow (acute or intermittent hypoxia) 
462,463). 

The response of experimental tumors to ra- 
liation can be improved by increasing the ox- 
,gen content of the inspired air (464). Clinical 
rials with hyperbaric oxygen were carried out 
B early as the 1950s (465-467). Of nine pro- 
pective randomized trials, three showed a 
tatistically significant benefit for hyperbaric 
nrygen (468). However, this strategy is tech- 
ucally difficult and impractical for wide- 
,pread use in fractionated radiotherapy. 

A prospective randomized trial using red 
Jood cell transfusion to increase the hemato- 
lrit showed a benefit in the radiation therapy 
~f cervical cancer (469). There is a limit be- 
rond which this approach is counterproduc- 
ive, in that increasing the hematocrit in- 
lreases blood viscosity, resulting in poorer 
umor perfusion. Furthermore, adaptation to 
lhronically altered oxygenation results in re- 
stablishment of tumor hypoxia (470). Adap- 
ation to oxygenation status has been ex- 
Joited in animal experiments to improve the 
umor radiation response by adapting animals 
Q low oxygen tensions (12% 0,) and then re- 
urning them to normal or higher than normal 
jxygen tensions just before irradiation (471). 

Perfluorochemicals have been used to in- 
Tease the oxygen-dissolving capacity of blood 
472). Treatment of tumor-bearing rats with 
lodecafluoropentane and carbogen was re- 
mtly reported to completely reverse the 
iypoxic cell radioresistance in this tumor 
node1 (473). Several clinical trials have been 
mied out with Fluosol(75) (Fluosol-DA is an 
!mulsion containing perfluorodecalin and per- 
luorotripropylamine) (474). Mild liver dys- 
unction was noted as a side effect. A benefit 
rom the use of Fluosol in combination with 
adiation was demonstrated in a trial of high 
yade brain tumors (475). Perflubron (perfluo- 

rooctyl bromide) is another perfluorochemical 
that has shown promise in animal model ex- 
periments (76) (476). 

F F F F F F F F  
I I I I I I I I  

Various forms of hemoglobin have been 
used to increase the oxygen-carrying capacity 
of blood in animal experiments. Measure- 
ments using the Eppendorf oxygen needle 
electrode indicate that such treatments can 
effectively decrease tumor hypoxia (476). Ra- 
diobiological experiments in animal models 
have shown that tumor radiosensitivity is in- 
creased by perfluorochemicals or by ultrapuri- 
fied polymerized bovine hemoglobin, by as 
much as an enhancement ratio of 3 (476), 
which is the theoretical maximum expected 
for total elimination of tumor hypoxia. Carbo- 
gen breathing (95% O,, 5% CO,) increases the 
effectiveness of these agents. Hemoglobin de- 
rivatized with polyethylene glycol (PEG-he- 
moglobin) has been demonstrated to improve 
tumor oxygenation in animal models (477). 
Derivatization with polyethylene glycol in- 
creases the circulating half-life of proteins, in- 
creases their solubility, and decreases their 
immunogenicity (478). 

Allosteric modifiers of hemoglobin consti- 
tute another class of modifiers of tumor oxy- 
genation (479). 2,3-Diphosphoglycerate (77) is 
a natural modifier of the oxygen affinity of he- 
moglobin and has been used to modify the tu- 
mor radiation response in experimental ani- 
mals (480). Other allosteric modifiers of the 
oxygen affinity of hemoglobin that have been 
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tested as radiation sensitizers include clofi- 
brate (78), bezaflbrate, and gemfibnozil(481). 

Pentoxifylline (79), a methylxanthine de- 

rivative, increases blood circulation by in- 
creasing blood cell deformability and decreas- 
ing blood viscosity (482). Pentoxlfylline has been 
reported to increase murine tumor oxygenation 
and to enhance the radiation response of murine 
tumors (483). A consideration in the design of 
strategies for overcoming tumor hypoxia is the 
type of hypoxia (acute or chronic) that is tar- 
geted. Acute hypoxia is caused by intermittent 
cessation of blood flow. An agent that im- 
proves blood flow would be expected to be 
more effective against acute hypoxia than an 
agent that increases the oxygen content of 
blood. Nevertheless, the Eppendorf electrode 
data indicate that perfluorochemicals and he- 
moglobin solutions can overcome acute hyp- 
oxia, given that the oxygen electron should not 
have the spatial resolution to detect chronic 
hypoxia (narrow bands of hypoxia at a dis- 
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tance from a capillary corresponding to the 
diffusion limit for oxygen). 

Nicotinamide (80) has been observed to en- 

(80) 

hance the radiation sensitivity of experimen- 
tal murine tumors to a greater degree than 
normal tissues (484). This radiosensitization 
has been attributed to correction of acute hyp- 
oxia (485). In clinical studies, the combination 
of nicotinarnide and carbogen (95% O,, 5% 
CO,) breathing has been shown to improve 
tumor oxygenation (486). A phase I1 study 
combining accelerated radiotherapy with car- 
bogen breathing and nicotinamide ("AR- 
CON") resulted in high local and regional con- 
trol rates in head and neck cancer (487). Nitric 
oxide (endothelium-derived relaxing factor) is 
a potent vasodilator. Drugs that release NO, 
such as DENNO {(C,H,),N[N(O)NOI-, (81)) 

can sensitize tumors to radiation (488), al- 
though the mechanism appears to include a 
direct oxygen-mimetic effect (488). Nitric ox- 
ide synthase inhibitors can increase tumor 
hypoxia (488). 

2.6.1 RSR13. RSR13 (efaproxiral sodium, 
82) is a synthetic allosteric modifier of hemo- 
globin, the first of a new class of pharmaceuti- 

(82) RSR- 13 
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agents. RSR13 is a small molecule that re- 
:es hemoglobin oxygen-binding affinity and 
lances the diffusion of oxygen from the 
od to hypoxic tissues. RSR13 emulates the 
iction of natural allosteric modifiers of 
noglobin such as hydrogen ions (H') and 
-diphosphoglycerate (2,3-DPG). This "turbo- 
rging" of oxygen unloading from hemoglo- 
I to tissue emulates and amplifies physio- 
jc tissue oxygenation. This approach has 
)ad clinical applicability in indications 
iracterized by tissue hypoxia, including the 
: of RSR13 as an adjunct to radiation ther- 

(RT) and chemotherapy (CT), as well as 
~diovascular, surgical, and critical care 
lications. 
By increasing tissue oxygenation, RSR13 
luces tumor hypoxia and enhances the cyto- 
i c  effects of RT and CT in animal models. 
ese effects provide the rationale for RSR13 
an adjunct to RT and CT for the treatment 
cancer patients with solid tumors. The goal 
adjunctive RSR13 therapy is to achieve 
tximal concentrations of oxygen in the tu- 
Ir tissue before administration of RT or dur- 
;administration of CT, to decrease the hy- 
~ic  fraction of cells, and increase the radio- 
chemoresponsiveness of malignant tumors. 
is hypothesis is supported by Phase Ib and 
clinical efficacy data from studies using 
R13 combined with RT in the treatment of 
lin metastases, newly diagnosed glioblas- 
na multiforme (GBM), and locally ad- 
nced, inoperable non-small-cell lung cancer 
SCLC). 
RSR13 has been studied for the prevention 
treatment of conditions associated with tis- 
hypoxia in 17 phase I, 11, and I11 clinical 

 dies. RSR13 is being evaluated as a ra- 
)enhancement agent in patients receiving 
1 to treat brain metastases, GBM, or locally 
vanced, inoperable NSCLC. More than 400 
ncer patients have received RSR13 in eight 
ase 1-111 radiation oncology studies. In ad- 
ion, a study is ongoing to evaluate RSR13 as 
adjunct to BCNU (carmustine) chemother- 
y in patients with recurrent malignant gli- 
la. 

2.6.1.1 Mechanism ofAction. RSR13 binds 
a site on hemoglobin that is separate from 
3 oxygen-binding site; therefore, it is re- 
,red to as an allosteric modifier (489, 490). 
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Figure 4.3. X-ray crystal structure of RSR13 
bound to hemoglobin. 

1 

Natural and synthetic allosteric modifiers reg- 
ulate oxygen-binding affinity by effecting a 
change of the hemoglobin tetramer from a 
high affinity to a low affinity structural confor- 
mation. Naturally occurring allosteric modifi- 
ers (Hf, CO,, and 2,3-DPG) modulate hemo- 
globin oxygen-binding affinity and shift the 
oxygen equilibrium curve (OEC) to regulate 
oxygen unloading from hemoglobin to tissues 
under various physiologic conditions. 

RSR13 binds to the central water cavity of 
the hemoglobin tetramer (Fig. 4.3). This site is 
different from the binding sites of natural al- 
losteric modifiers, but the effects of RSR13 
and the natural allosteric modifiers are simi- 
lar, as shown in Fig. 4.4. Each molecule in- 
duces a rightward shift in the OEC, an effect 
that is described by an increased p50. The p50 
is the oxygen pressure that results in 50% sat- 
uration of hemoglobin. Thus, an increase in 
p50 reflects a reciprocal decrease in oxygen- 
binding affinity of hemoglobin. Figure 4.4 de- 
picts a p50 shift of 10 mmHg, a typical result in 
patients receiving a 100 mg/kg dose of RSR13. 

The pharmacologic effect of RSR13 has broad 
clinical applicability in situations characterized 
by tissue hypoxia attributed to: (1) reduced 
blood flow (regional or global), (2) reduced oxy- 
gen carrying capacity, andlor (3) increased tis- 
sue oxygen demand. These therapeutic indica- 
tions include the use of RSR13 as an adjunct to 
RT or CT, as well as cardiovascular, surgical, 
and critical care indications. Preclinical studies 
have shown that RSR13 can increase normal tis- 
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rium curve for human blood. 

Figure 4.4. Allosteric modifiers 
of hemoglobin oxygen equilib- 

sue oxygenation, reduce tumor hypoxia, im- 
prove the efficacy of RT and CT, and attenuate 
the functional and metabolic deficiencies attrib- 
uted to myocardial and cerebral ischemia. 

2.6.1.2 Tumor Hypoxia. Direct oxygen 
measurements in human tumors have con- 
firmed tumor hypoxia (median partial pres- 
sure of oxygen [pO,] < 20 mmHg) in many 
types of human tumors (491-495). Mecha- 
nisms for chronic or transient ischemic hyp- 
oxia may include obstruction of blood flow, in- 
adequate or defective angiogenesis, and 
unregulated cellular growth that outstrips the 
capacity of the capillary blood supply (496- 
500). In general, tumor cells are oxygenated 
up to a distance of about 150 pm from a func- 
tional capillary; beyond that, tumor cells can 
become oxygen depleted and either die or sur- 
vive in a hypoxic state. Calculations based on a 
three-dimensional simulation of oxygen diffu- 
sion from a network of vessels, with a geome- 
try derived from observations of tumor micro- 
vasculature in the rat, have indicated that an 
increase in hemoglobin affinity for oxygen 
should have a beneficial effect on tumor radio- 
therapy (501). Although this should not be of 
much benefit in areas where the circulation is 
completely occluded (i.e., cells are completely 
anoxic), a recent report that a large proportion 
of the tumor cells in SiHa xenografts in mice 
are intermediately hypoxic (oxygen tension 
between 0.1 and 0.2%) (502) suggests that dif- 
fusion-limited hypoxia may be a significant 
contributor to tumor resistance. 

The efficacy of RT can be affected by . 

extent of tumor oxygenation. Hypoxic turn 
are more resistant to cell damage by radiat 
(503), and tumor hypoxia has been associa 
with a poor clinical prognosis of patients 
ceiving RT (503-507). Oxygen measureme 
in human tumors have detected tumor h 
oxia in GBM (491), brain metastases (4 
508), squamous cell carcinomas of the uter 
cervix (493). and head and neck (492) 2 

breast carcinomas (495). Because hypoxic 
mors are substantially more resistant to rs 
ation than oxygenated tumors, even sn 
hypoxic fractions in a tumor may affect 
overall response to RT and increase the pr 
ability that some tumor cells will survive F 

Certain alkylating chemotherape~ 
agents also require oxygen for maximal cj 
toxicity. This may be related to effects of h, 
oxia on cellular metabolism, decreasing the 
totoxicity of anticancer drugs and enhanc 
genetic instability, which can lead to m 
rapid development of drug-resistant tun 
cells (498-500, 509). 

2.6.1.3 Radiation Therapy Sensitizal 
with RSR13. Unlike most other radiosens? 
ing agents and strategies, the radiosensitiz 
effect of RSR13 is not dependent on its en 
into the tumor. Instead. RSR13 enhances 
ygen release from hemoglobin, thereby 
creasing the diffusion of oxygen from plas 
and the vascular compartment to the hypo 
tumor cells. Enhanced tumor oxygenatior 
the basis for the radioenhancement and c 
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moenhancement effects of RSR13. The fact 
that RSR13 does not have to enter cells to in- 
crease the tumor sensitivity to RT or CT is an 
important differentiation between RSR13 and 
other attempts to improve the efficacy of can- 
cer therapy. This is especially important in the 
setting of primary or metastatic brain tumors, 
where the blood-brain barrier acts to exclude 
or impede the entry of chemical agents into 
the brain parenchyma. Oxygen readily dif- 
fuses the blood-brain barrier and the cancer 
eel1 membrane to increase tumor oxygenation 
and, thereby, the effectiveness of therapy. 

RSR13 is being developed as adjunctive 
therapy to standard RT for the treatment of 
solid tumors. Fractionated RT is administered 
once per day, 5 days per week. For most pal- 
liative indications, such as the treatment of 
brain metastases, RT is administered daily 
(Monday through Friday) for 2-3 weeks, for a 
total of 10-15 treatments. For other treat- 
ment regimens, such as the treatment of pri- 
mary brain cancer and other solid tumors, RT 
is typically administered daily for 6-7 weeks, 
for a total of 30-35 treatments. In completed - 
and ongoing radiation oncology studies, 
RSR13 has been administered as daily doses of 
50-100 mg/kg, infused over 30-60 min 
through a central venous catheter, immedi- 
ately before RT. This regimen results in the 
administration of a total of 10, 30, or 32 doses 
to patients with brain metastases, GBM, or 
NSCLC, respectively. 

Phase I1 clinical studies suggest that 
RSR13 improves the efficacy of RT in patients 
with brain metastases, newly diagnosed GBM, 
and locally advanced, inoperable NSCLC. 

Animal pharmacology studies have shown 
that RSR13 dose-dependently increases blood 
p50 (510-514), increasesp0, in nontumor tis- 
sue (512, 515-517), and increases oxygen-dif- 
fusive transport in nontumor tissue (518). In 
rats bearing mammary carcinoma tumors, tu- 
mor PO, was measured using Eppendorf his- 
tograms with the tumor hypoxic fraction ex- 
pressed as the percentage of readings 5 5  
mmHg. In this model, RSR13 (150 mg/kg, i.v.1 
decreased the tumor hypoxic fraction from 
36% (controls) to 0% (treated) and increased 
tumor oxygenation within 30 min after RSR13 
dosing (519, 520). 

By use of mice with subcutaneous human 
NSCLC xenographs and applying the nonin- 
vasive technique of blood oxygen level depen- 
dent magnetic resonance imaging (BOLD- 
MRI), RSR13 was shown to dose-dependently 
increase tumor PO,. The maximum increase 
in tumorpO, was achieved after 200 mgkg of 
RSR13 was administered by i.p. injection. In 
this human tumor xenograft model, RSR13 
administered 30 min before 10-Gy radiation 
enhanced the radiation-induced tumor growth 
delay by a factor of 2.8. Without radiation, 
RSR13 had no effect on tumor growth delay 
(52 1). 

In a mouse model with subcutaneous lung 
tumors, i.p. RSR13 dose-dependently en- 
hanced the efficacy of fractionated RT (mea- 
sured as an enhancement of tumor growth de- 
lay) by 22, 40, and 69% at 50, 100, and 200 
mg/kg, respectively (520). In additional stud- 
ies RSR13 decreased tumor cell survival when 
combined with fractionated radiation of mice 
bearing FSaII fibrosarcomas, squamous cell 
carcinomas (510), or mammary carcinoma tu- 
mors (522). The radioenhancement effect of 
RSR13 was shown to be oxygen dependent, 
with no direct cytotoxic effect on the tumor, 
bone marrow (520-522), or skin (522). 

RSR13 was also shown to be an effective 
chemosensitizer of EMT-6 cells that were ex- 
posed to a variety of cytotoxic anticancer 
drugs in vitro (520). When tested as a single 
agent in clonogenic assays in vitro, RSR13 was 
not cytotoxic, and it did not alter the radiation 
response of bone marrow progenitor cells. 
These studies indicate that RSR13 has chemo- 
sensitizing activity when combined with al- 
kylatingJDNA-damaging agents. 

The molecular basis of the chemoenhance- 
ment activity of RSR13 may involve both he- 
moglobin-dependent and -independent mech- 
anisms. In vivo, RSR13 has demonstrated 
chemoenhancement in combination with var- 
ious widely used agents. The effects of chemo- 
therapeutic agents on tumor growth delay and 
development of lung metastases were potenti- 
ated by RSR13 in the Lewis lung carcinoma 
model (520-523) and the MB-49 bladder car- 
cinoma model (520). In addition, RSR13 dem- 
onstrated a marked ability to decrease tumor 
volumes when given with BCNU in a 9-L glio- 
sarcoma model in rats (524). 



2.6.1.4 Clinical Trials with RSR13. A total 
of 17 Phase 1-111 clinical studies making use of 
RSR13 have been completed or are ongoing in 
patients with cancer (including studies specif- 
ically enrolling patients with brain metasta- 
ses, newly diagnosed and recurrent GBM, and 
NSCLC), surgical patients, patients with car- 
diovascular disease, and healthy subjects. 
Phase I1 studies in patients with brain metas- 
tases, GBM, and NSCLC have been completed. 
One randomized phase I11 study in patients 
with brain metastases is ongoing and, in addi- 
tion, a phase ID1 study is ongoing to evaluate 
RSR13 as an adjunct to BCNU chemotherapy 
in patients with recurrent malignant glioma. 

The RSR13 dosing in clinical trials, using 
the drug in combination with radiotherapy, is 
based on a phase I trial that studied escalation 
of both drug dosing and frequency of adminis- 
tration (525). According to this open-label 
study in patients undergoing palliative irradi- 
ation to 20-40 Gy in 1015 fractions, RSR13 
could be administered daily in doses of up to 
100 mglkg for 10 consecutive treatments 
through central venous access and supple- 
mental nasal oxygen at 4 Llmin. The tolerance 
of the drug was supported by clinical monitor- 
ing of oxygen saturation and associated phar- 
macokinetic and pharmacodynamic studies. 
At 100 mgkg the peak increase in p50 aver- 
aged 8.1 mmHg, consistent with the targeted 
physiological effect (525). 

2.6.1.4.1 Brain Metastases. Nearly one- 
third of patients with systemic cancer develop 
brain metastases, a complication that pro- 
foundly affects the patients' quality of life and 
survival. In early studies, untreated patients 
with brain metastases had a median survival 
time of about 1 month. Without more aggres- 
sive treatment, nearly all patients died as a 
direct result of the brain metastases (526). 
Even with contemporary treatment, specifi- 
cally earlier diagnosis, radiation therapy, and 
systemic chemotherapy, approximately 3040% 
of brain metastases patients die as a direct 
result of the brain metastases (527). Expand- 
ing intracranial tumor masses lead to intrac- 
table headaches, nausea and vomiting, serious 
cognitive dysfunction, and one or more focal 
neurological deficits, including hemiparesis, 
seizures, visual, speech, and gait disturbances 
(528). Acute, catastrophic neurological com- 

- 
RSR13 on enhancing radiation therapy in pa- 
tients with brain metastases. Patients re- 
ceived a standard 10-day course of whole- 
brain radiation therapy (WBRT) (3 Gy in 10 
fractions = 30 Gy) within 30 min of receiving 
RSR13 administered through a central venous 
access device. RSR13 administration began on 
the first day of WBRT and continued daily for 
a total of 10 doses. 

Patient eligibility was based on histologi- 
cally or cytologically confirmed breast, 
NSCLC, melanoma, genitourinary, or gastro- 
intestinal primary carcinoma. Patients were 
stratified by recursive partitioning analysis 
(RPA), Class I or Class 11, as previously de- 
scribed (529). A more recent analysis by the 
RTOG (Study 91-04) showed similar median 
survival times (MST) in each class. The anal- 
ysis also indicated that no major change in the 
prognosis of brain metastases patients has 
been observed in the last 25 years, even with 
the advent of more aggressive multiagent CT 
regimens directed at both the primary tumor 
and extracranial metastases (530). At the time 
the study was closed there were 57 Class I1 
patients enrolled. 

The objective of the study was to compare 
MST in the study population to that from the 
RTOG Brain Metastases Database (BMD) 
through use of both the overall RTOG data- 
base and controls case-matched by prognostic 
factors. Exact case-matched controls were ob- 
tained for 38 patients [matching 5 of 5 criteria: 
age, Karnofsky Performance Status (KPS), ex- 
tent of metastases, status of primary cancer, 
and location of primary tumor). RSR13- 
treated patients had significantly superior 
overall survival (6.4 months) compared to the 
historical BMD control group (4.1 months) by 
Kaplan-Meier estimates of MST (P = 0.0269 
compared to the overall database) (Fig. 4.5) 
(531, 532). One-year survival was 23% for 
RSR13-treated patients compared to 15% for 
the overall BMD population, and 9% for all 
case-matched BMD controls. 

Further improvements in survival were ob- 
served for RSR13-treated patients compared 
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plications, such as intracerebral hemorrhage 
and brainstem herniation, occur in 5-10% of 
brain metastases patients (529). 

Study RT-008 was a phase 11, open-label, 
multicenter study to assess the effect of 
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- RTOG MST = 4.1 mos 
RT-008 MST = 6.4 mos 

P = 0.0269 

Months 

gure 4.5. Survival results: study RSR13 RT-008 
rsus RTOG BMD (overall). 

to exact case-matched controls (7.3 months 
ersus 3.4 months, P = 0.0035, n = 38) (Fig. 

4.6). One-year survival was 24% for RSR13- 
to 8% for exact 

e-matched BMD controls. All analyses used 

2.6.1.4.2 Glioblastoma Multiforme. Glio- 
lastoma multiforme, or GBM, is a deadly 

r. This condition 
curs in about 20% of all brain cancer pa- 

s in the United States, or approximately 
people per year. The median survival 

e of patients with GBM is approximately 9 
10 months. Radiation therapy is the stan- 
d of care for GBM and is administered to 

ost patients. The goal of radiation therapy is 
prevent or reduce complications and im- 

ove survival time. 
Patients with GBM received a standard 

week course of cranial RT (2 Gy in 30 frac- 

ntral venous access device. RSR13 admin- 

doses. RT was 
inistered within 30 min after completion 

each RSR13 infusion. 
Patient eligibility was based on histologi- 

confirmed supratentorial grade IV astro- 

nal Cancer Institute (NCI) and conducted 
the New Approaches to Brain Tumor Ther- 

(NABTT) CNS Consortium. Survival re- 

patients had completed a minimum fol- 
-up of 14 months. Survival data were com- 
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Figure 4.6. Survival results: study RSR13 RT-008 
versus RTOG BMD (exact matches). 

pared to those from an NABTT historical da- 
tabase. The NABTT historical database 
consisted of 152 patients pooled from multiple 
studies. NABTT and RSR13 studies were per- 
formed in the same general time period 
(1994-2000). 

Patients in the RSR13 and NABTT studies 
were predominantly male and Caucasian. 
Mean values for baseline parameters by study 
ranged from 53 to 62 years for age, from 83 to 
88 for KPS, and from 62% to 83% for history of 
surgical resection. The distribution of patients 
by RPA class included 6 patients in Class 111, 
32 patients in Class IV, and 12 patients in 
Class v (535). 

The MST was greater for RSR13-treated 
patients compared to the NABTT historical 
database: 12.3 months vs. 9.7 months and was 
statistically significant as determined by the 
Wilcoxon test (P = 0.02) and the log-rank test 
(P = 0.04) (Fig. 4.7). 

2.6.1.4.3 Non-Small-Cell Lung Cancer. 
Non-small-cell lung cancer, or NSCLC, is a 
type of cancer that occurs in approximately 
130,000 patients per year in the United States. 
RSR13 is currently being evaluating as a radi- 
ation enhancer for the treatment of patients 
with locally advanced, inoperable Stage IIIA 
and IIIB NSCLC. Radiation therapy for treat- 
ment of Stage I11 NSCLC is intended to pre- 
vent or reduce complications and control local 
tumor growth in the chest. The overall median 
survival time of patients with Stage 111 
NSCLC is approximately 9 to 12 months. 

Study RT-010 was a phase 11, nonrandom- 
ized, open-label, multicenter efficacy and 
safety study. Patients with locally advanced 



Months 

Figure 4.7. Kaplan-Meier survival distribution: 
study RSR13 RT-007 vs. NABTT historical data- 
base. 

inoperable (Stage IIIA or IIIB) NSCLC re- 
ceived induction chemotherapy [paclitaxel 
(225 mg/m2 i.v.) and carboplatin (area under 
the curve = 6, i.v.) every 3 weeks x two cycles] 
followed by standard thoracic RT with RSR13 
over 6-7 weeks (up to 32 fractions/doses). 
RSR13 was administered at an initial dose of 
75 mglkg through a central venous access de- 
vice just before daily RT. Dose reduction to 50 
mgkg or increase to 100 mgkg was allowed 
per protocol depending on patient tolerance. 

Objectives of this study were to evaluate 
complete and partial response rates in the 
chest (radiation portal), overall survival, pro- 
gression-free interval in the chest, time to dis- 
ease progression outside the radiation portal, 
and toxicities and adverse events associated 
with RSR13 and RT after induction chemo- 
therapy. 

The study was conducted in 47 evaluable 
patients with locally advanced, inoperable, 
Stage IIIADIIB non-small-cell lung cancer. 
The objectives of this study were to evaluate 
overall survival, progression-free interval in 
the chest, complete and partial response rates 
in the chest (radiation portal), and time to 
disease progression outside of the radiation 
portal. The patients received two courses of 
induction paclitaxel and carboplatin chemo- 
therapy followed by daily RSR13 combined 
with chest radiation therapy for 32 doses. 

The overall response rate was 89%, with 
complete and partial response rates of 9% and 
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80%, respectively (536). Median time to first 
progression was 9.9 months. Median tumor 
progression-free survival time in the radiation 
portal was 24.8 months, whereas median pro- 
gression-free survival time outside the portal 
was 11.3 months. The median survival was 
20.6 months, 1-year survival rate of 68%, and 
an estimated 2-year survival rate of 43% (537). 

2.6.1.5 Summary of RSR13 Results. The 
preclinical and clinical studies of RSRl3 indi- 
cate that RSR13 increases oxygen release 
from red blood cells and increases the p02 in 
hypoxic tissues. Tumor hypoxia can limit the 
efficacy of radiation therapy; pretreatment of 
patients receiving radiation therapy for brain 
metastases, primary glioblastoma multiforme, 
and non-small-cell lung cancer with RSR13 
appears to increase their chances for survival. 

2.7 Radiosensitization by Depletion 
of Endogenous Protectors 

Radiosensitization of hypoxic cells should be 
achievable by either increasing the concentra- 
tion of oxygen-mimetic sensitizers or by de- 
creasing the concentration of endogenous pro- 
tectors. as discussed in Section 2.4. The 
concentration of endogenous protectors is too 
low to effectively compete with oxygen for re- 
action with DNA radicals, at oxygen concen- 
trations found in well-oxygenated tissues. 
However, endogenous protectors become ef- 
fective at low oxygen tensions and can under- 
mine the effectiveness of electron-afflnic sen- 
sitizers by competing with them for reaction 
with DNA radicals. Several human tumor cell 
lines have been reported to have high glutathi- 
one levels and to be correspondingly resistant 
to hypoxic radiosensitization with misonida- 
zole (538). A strategy for selective radiosensi- 
tization of hypoxic cells is therefore to deplete 
endogenous radioprotectors. 

Because glutathione (GSH) is the principal 
intracellular thiol, it has been the principal 
target for depletion. Selective depletion of 
GSH can be accomplished with weak electro- 
philes that are substrates for GSH S-trans- 
ferases (539). Diethylmaleate (DEM, 83) is 
one agent that meets these criteria (540). The 
enzyme-catalyzed reaction is substantially 
faster than chemical reactions with other en- 
dogenous nucleophiles at low DEM concentra- 
tions (540, 541). GSH depletion with low con- 
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centrations of DEM sensitizes hypoxic cells to 
radiation and enhances the radiosensitizing 
effect of nitroimidazole radiosensitizers, with- 
out affecting aerobic cell radiosensitivity 
(541). Tumor sensitization can be achieved in 
vivo with DEM without enhancing normal 
tissue radiosensitivity, except for a slight en- 
hancement of skin reactions (540). Enhance- 
ment of misonidazole tumor radiosensitiza- 
tion by DEM has also been demonstrated in 
viuo (36). The relative activities and substrate 
specificities of the various isozymes of GSH 
S-transferase (542,543) in human tumors will 
be a consideration for optimization of this ap- 
proach for human use. For example, it has 
been reported that GSH S-transferase T is 
overexpressed in many human tumors (544). 

Another strategy for depletion of GSH is to 
inhibit its synthesis. L,S-Buthionine sulfox- 
imine (L,S-BSO, 84) is one of a series of sub- 

COO- 

strate analogs that inhibit y-glutamyl cysteine 
synthetase, which is rate limiting for GSH 
synthesis (544, 545). GSH becomes depleted 
over a period of 4-24 h, depending on cell type, 
as GSH is lost to catabolism. L(S&)-BSO is in 
clinical trials as a chemosensitizer (546). Early 
clinical results with bolus administration of 
L(S,R)-BSO indicated that tumor GSH deple- 
tion was not consistently achieved; however, 
continuous infusion trials appear to have been 
more successful in depleting tumor GSH (547- 
549). There have been no reports of clinical 

toxicity with L(S&)-BSO, although it does en- 
hance the myelotoxicity of melphalan (5471, 
and it has not yet been determined whether it 
produces a therapeutic gain as a chemosensi- 
tizer in the clinic. A possible explanation for 
the difficulty in achieving tumor GSH deple- 
tion in the clinic is that L(S,R)-BSO treatment 
can lead to increased expression of y-glutamyl- 
cysteine synthetase messenger RNA (550). 
Tumor GSH depletion with L,S-BSO in a mu- 
rine model system is less than expected from 
in vitro studies (551). Nevertheless, enhance- 
ment of etanidazole radiosensitization has 
been observed when GSH is depleted with 
L(S,R)-BSO in animal model systems (36). 
Enhancement of etanidazole-induced neuro- 
filament degradation in a spinal cord organo- 
typic model by L,S-BSO was not greater than 
the expected enhancement of hypoxic tumor 
cell radiosensitivity, suggesting a therapeutic 
gain may be achievable by the combination of 
L,S-BSO and etanidazole (552). 

2.8 Radiosensitization by inhibition 
of DNA Repair 

The sensitivity of mammalian cells to ionizing 
radiation is very dependent on DNA double- 
strand break repair capacity (5531, particu- 
larly at the radiation doses that are used in 
cancer therapy. Cell lines that are deficient in 
DNA double-strand break repair are radiosen- 
sitive (554,555). Inhibition of DNA repair has 
great potential for tumor radiosensitization 
(556, 557), but strategies for selective sensiti- 
zation of tumors remain elusive (558). 

2.8.1 PLD Repair Inhibitors. One strategy 
is to inhibit a type of cell recovery from radia- 
tion damage that is called potentially lethal 
damage repair (PLDR). PLDR is not yet un- 
derstood at the molecular level. PLDR is func- 
tionally defined as an increase in survival 
when cells are held under nutrient-deprived 
conditions, in comparison to the survival of 
cells that are immediately plated in fresh me- 
dium after irradiation (559). 

Poly(ADP-ribose) polymerase (PARP) 
binds to single-strand breaks (SSB) in DNA 
(560), and is activated by DNA single-strand 
breaks. Inhibitors of this enzyme, such as 
3-aminobenzamide (3AB, 85) inhibit SSB re- 
pair and inhibit PLDR (561). Cleaver et al. 



(562) cautioned that 3AB has other effects on 
the cell and may not be acting by inhibition of 
PARP, particularly considering that the con- 
centrations required for inhibition of PLDR 
are much higher than the Ki value for isolated 
PARP. Utsumi and Elkind (561) reported that 
two types of PLDR are inhibited by 3Al3, at 
different concentrations of 3Al3. A variety of 
compounds inhibit PARP (563) and there is 
currently intensive activity in the develop- 
ment of more effective PARP inhibitors. 
PD 128763 [3,4-dihydro-5-methyl-l(2 H)-iso- 
quinolinone; (8611 inhibits PARP at a concen- 

tration about 50 times lower than 3AB, and 
sensitizes both exponentially growing and sta- 
tionary phase mammalian cells to ionizing ra- 
diation (564). 

Other PLD repair inhibitors include actino- 
mycin D (5651, 9-P-D-arabinofuranosyladenine 
(ma-A) (566), 1-P-D-arabinofuranosylcytidine 
(ma-C) (5671, cordycepin (3'-deoxyadenosine) 
(5681, 3'-deoxyguanosine (5691, and anioso- 
tonic media (570). Irradiation of cells under 
aerobic conditions in the presence of high con- 
centrations of misonidazole results in inhibi- 
tion of PLD repair, even though misonidazole 
does not radiosensitize exponentially growing 
aerobic cells (571). Some DNA-repair inhibi- 
tors can also alter the survival curve of expo- 
nentially growing mammalian cells (572). 
Much remains to be understood about the 
mechanisms of radiosensitization by these 
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agents and about the differences in repair en- 
zymology, if any, between tumors and normal 
tissue, before this approach can be used effec- 
tively in the clinic. 

2.8.2 Radiosensitization by Reaction with 
Protein Sulfhydryls. Most exposed intracellu- 
lar cysteine thiol groups normally occur in the 
reduced state (573), given that glutathione is 
kept highly reduced and enzymes catalyze re- 
dox reactions between intracellular glutathi- 
one and protein thiols/disulfides (574). In 
many cases oxidation or alkylation of these 
protein sulfhydryl groups results in loss of en- 
zyme activity (575). Consequently, treatment 
of cells with thiol oxidants or thiol-binding re- 
agents affects many metabolic processes 
(576). 

It has long been recognized that thiol oxi- 
dants or thiol-binding reagents sensitize cells 
to ionizing radiation (577-580). Part of this 
effect is attributed to depletion of endogenous 
radioprotectors. However, this does not ex- 
plain radiosensitization that is observed when 
thiol reagents are added after irradiation be- 
cause endogenous chemical radioprotectors 
will have acted within 10 ms of irradiation 
(399). Recent studies have indicated that pro- 
tein thiol loss results in inhibition of DNA 
double-strand break repair (581, 5821, and 
that this can account for the postirradiation 
sensitization. 

There are two approaches that can be 
taken to deplete protein thiols. One is to oxi- 
dize intracellular glutathione, which in turn 
will oxidize protein thiols. The other is to use 
thiol-binding reagents. 

Diazenes have been used as reagents for 
selective oxidation of intracellular glutathione 
(582-584). Diamide [diazenedicarboxylic acid 
bis(N-Nf-dimethylamide), (8711 sensitizes 
mammalian cells to ionizing radiation (576, 
585, 586). The predominant finding is that it 
decreases the shoulder of the radiation sur- 
vival curve. Similar results were obtained with 
the diamide analogs DIP (88) and DIP + 1 (89) 
that penetrate cells more slowly, resulting in 
less drug toxicity (587) and with the diamide 
analog SR-4077 [diazenedicarboxylic acid 
bis(N-N'-piperididel, (go)] that is similar in 
reactivity to diamide, but less cytotoxic (582). 
This is in contrast to the effect of glutathione 
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(89) 
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" 3 
(90) 

depletion, which is a change of the exponential 
dope of the survival curve (36). Radiosensiti- 
zation by thiol oxidation can be achieved, even 
if the oxidant is added after irradiation, elim- 
inating rapid radiation chemistry as a factor. 

; Radiosensitization by glutathione oxidants is 
: associated with inhibition of DNA double- 

strand break repair (581,588). 
Dimethyl fumarate (DMF, 91) is a thiol- 

. biding agent that depletes glutathione and 
protein thiols (589). DMF sensitizes hypoxic - - 
and oxygenated cells when added after irradi- 
ation and this effect is associated with inhibi- 
tion of DNA repair. Additional sensitization of 
hypoxic cells is observed if DMF is added be- 

,>o 

fore irradiation, and this has been attributed 
to depletion of glutathione (589). 

2.9 Radiosensitization by Perturbation 
of Cellular Metabolism 

2.9.1 Perturbation of Energy Metabolism. 
Several studies have indicated that radiation 
sensitivity can be altered by treatment of 
mammalian cells with uncouplers or inhibi- 
tors of oxidative phosphorylation (590). A po- 
tential selective effect on hypoxic tumor cells 
is suggested by the observation that 5-thio-D- 
glucose can sensitize hypoxic cells to radiation 
(5911, given that inhibition of glycolysis would 
be expected to have a greater impact on hy- 
poxic cells than on oxygenated cells. Beyond 
selectivity toward hypoxic cells, 2-deoxy-D-glu- 
cose may selectively sensitize cancer cells that 
depend on aerobic glycolysis, while protecting 
bone marrow (592,593). 

The mechanism of radiosensitization by 
modulators of energy metabolism is not clear. 
No radiosensitization was observed when low 
concentrations of 2-deoxyglucose and rote- 
none were used in combination to achieve a 
steady-state decrease in the adenylate energy 
charge of Chinese hamster ovary cells, even 
though very low energy levels were main- 
tained for up to 4 h and DNA repair was inhib- 
ited (594). This result suggests that a com- 
plete collapse of energy metabolism may be 
reauired to achieve radiosensitization, and - 
that the mechanism may involve secondary 
events, such as failure to maintain ionic ho- 
meostasis, rather than simply a lack of ATP to 
carry out repair. It could be that the processes 
that result in damage fixation are equally in- 
hibited by a low energy state, and that both 
damage fixation and damage repair recover 
when the ATP is restored. It is ~ossible that 
under certain conditions, the balance could be 
shifted the other way, inhibiting damage fixa- 
tion while permitting repair. This possibility 
is suggested by observations of radioprotec- 
tion with uncouplers of oxidative phosphory- 
lation (595). 

An additional consideration arises in vivo 
because inhibition of oxidative phosphoryla- 
tion will decrease oxygen consumption, pro- 
viding a means of sensitization of chronically 
hypoxic cells by increasing the diffusion dis- 
tance of oxygen. 



2.9.2 Abrogation of G, Delay. Ionizing ra- 
diation induces cell-cycle arrest at both the GI 
and the G,/M checkpoints (596). The purpose 
of cell-cycle arrest is presumed to be to allow 
time for DNA repair before progressing 
through the cell cycle (597), although the pre- 
cise mechanism of "repair" involved is not 
clear. In the case of a G, arrest, abrogation of 
the arrest, for example, by transfection of a 
mutated form of thep53 gene, does not result 
in increased cell killing (598), but has been 
associated with increased mutagenicity and 
carcinogenicity (599). Abrogation of the G,/M 
arrest, on the other hand, can enhance radia- 
tion cell killing. The classic example of a radio- 
sensitizer that acts by this mechanism is caf- 
feine (92) (600-602). 

G,/M arrest appears to be an effect on cel- 
lular regulation, rather than simply a physical 
consequence of damage. Cyclin B1 mRNA and 
protein levels have been observed to decrease 
in correlation with radiation-induced GJM ar- 
rest (603, 604). Cyclin B1 is required for the 
G,/M transition. Cyclin B1 forms a complex 
with p34cdc2 kinase called mitosis promoting 
factor (MPF). MPF is kept inactive by phos- 
phorylation. Caffeine can inhibit the protein 
kinase that phosphorylates p34 cdc2 (605). 
MPF is thought to trigger entry into mitosis 
upon its dephosphorylation by cdc25 (606, 
6071, by phosphorylating key proteins such as 
histones and lamins. Metting and Little (608) 
reported that failure to dephosphorylate the 
p34cdc2-cydin B1 complex accompanies radia- 
tion-induced G, arrest in HeLa cells. Caffeine 
treatment results in increased ~ 3 4 " ~ " ~  kinase 
activity and increased histone mRNA in irra- 
diated cells (609). 

An interesting possibility is suggested by a 
study by Powell et al. (610), in which they 
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found that p53- cells were sensitized more 
than p53+ cells by caffeine. They suggested 
that this might be a basis for a therapeutic 
gain because many tumors have mutated 
forms of p53. 

Other agents that abrogate the radiation- 
induced G m  arrest include staurosporine, 
2-aminopunine, cordycepin, &dimethylami- 
nopurine, theobromine, and theophilline 
(611-613). Staurosporine, a protein kinase in- 
hibitor, can override both the GI and G,/M 
blocks induced by irradiation (611). Hallahan 
et al. (614) reported radiosensitization of hu- 
man squamous cell carcinoma cell lines with 
the protein kinase inhibitors sangivamycin 
and staurosporine. 

2.9.3 Radiosensitization by Growth Factors 
and Cytokines. Radiation sensitivity can be al- 
tered with growth factors and cytokines, al- 
though it is likely that the effect of a particular 
agent of this type will be substantially depen- 
dent on the context of its use. Hallahan et al. 
(615) reported that TNF-a inhibits PLD re- 
pair in several human tumor cell lines when 
added 4-12 h before irradiation. Epidermal 
growth factor has been reported to radiosensi- 
tize human tumor cells that overexpress the 
EGF receptor (616, 617). Insulin and insulin- 
like growth factor 1 have been reported to in- 
hibit PLD repair in human tumor cells (618).' 

2.9.4 Halogenated Pyrimidines. Substitu- 
tion of a halogen atom for the hydrogen at the 
5-carbon position of uracil or cytosine has pro- 
duced a series of compounds that interfere 
with nucleotide metabolism. Radiosensitiza- 
tion by halogenated pyrimidines was noted in 
the late 1950s (619, 620). Radiosensitization 
by 5-iododeoxyuridine (IdUrd, 93) requires in- 
corporation into DNA and correlates with the 
percentage of thymidine replacement. The 
mechanism may involve enhancement of ini- 
tial damage to DNA, inhibition of DNA repair, 
or alteration of cell-cycle kinetics, but has not 
been clearly established (621). A rationale for 
selective tumor radiosensitization is that the 
cells in some tumors proliferate more rapidly 
than the stem cells of the limiting normal tis- 
sue. Early clinical trials with Bromodeoxyuri- 
dine (BrdUrd) in the treatment of head and 
neck cancer resulted in considerable normal 
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H N V I  

H d OH (93) H 

sue toxicity, indicating that this rationale 
not apply to all tumors (622). More recent 
s have focused on brain tumors (623), 

ere there appears to be a larger differential 
m proliferation rates between the tumor and 

e critical normal tissue cells (621). The lim- 
ion of this approach is that noncycling tu- 
r cells will not be sensitized; the effective- 

ess of the treatment will depend on the 
rcentage of cells that incorporate the ana- 
. Combinations with biochemical modula- 
s are being devised to enhance incorpora- 

on in tumor cells (62 1). 
5-Fluorouracil (5-FU, 94) is a cytotoxic 

0 AN H . 5 .  H H 

(94) 

nt that is used in cancer chemotherapy. A 
umber of clinical trials have shown a benefit 

the combined use of 5-FU and ionizing ra- 
ion (621, 624), but it is not clear whether 

e effect is additive or synergistic, nor is it 
ear whether this represents a true therapeu- 
c gain, in that increased normal tissue toxic- 

is also observed. 5-FU is thought to act 
cipally by inhibition of thymidylate syn- 

e (TS), but it is also incorporated into 
and can alter cell-cycle kinetics. Because 

bition of TS blocks de novo synthesis of 

thymidine, 5-FU can also be used to enhance 
IdUrd incorporation into DNA (625). More 
specific TS inhibitors appear to retain radio- 
sensitizing activity, suggesting that this is the 
dominant mechanism of radiosensitization 
(626). 

Gemcitabine [2',Zr-difluorodeoxycytidine 
(dFdC), (9511 radiosensitizes human tumor 

cells to radiation (627). This effect has been 
attributed to inhibition of ribonucleotide re- 
ductase, resulting in decreased deoxyribonu- 
cleotide pools (628). Selectivity could be 
achieved by differences in deoxycytidine ki- 
nase activity, given that this enzyme is re- - 
quired to activate this antimetabolite (629). 
Hydroxyurea (961, another inhibitor of ribo- 

nucleotide reductase, has been tested as a ra- 
diosensitizer in clinical trials with some en- 
couraging results (630). 

Another strategy for inhibition of ribonu- 
cleotide reductase is to use 5-chloro-2'-de-oxy- 
cytidine or analogs thereof (631), which need 
to be metabolized by cytidine deaminase or 
deoxycytidylate deaminase to become active 
inhibitors, because it has been observed that a 
number of tumor cell lines express high levels 
of these enzymes (632). The most effective 
strategy appears to be to use this drug in com- 
bination with tetrahydrouridine (a cytidine 
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deaminase inhibitor) to inhibit activation by 
cytidine deaminase because the greater differ- 
ential between tumor and normal tissue ap- 
pears to be in deoxycytidylate deaminase. 

2.1 0 Radiosensitizers for which the 
Mechanism of Sensitization 
has not been Established 

2.1 0.1 Metal Ion Complexes. A property of 
metal ions that could be useful in radiosensi- 
tizer design is the ability to readily exchange 
single electrons. Single-electron exchange 
could serve as a mechanism either for radio- 
protection or for radiosensitization. Some 
metal complexes that have been found to be 
hypoxic cell radiosensitizers are electron af- 
finic. However, the mechanism of radiosensi- 
tization has generally not been established for 
this type of compound because metal ions also 
have the potential of interaction with thiol 
groups, disturbing DNA structure, and upset- 
ting cellular metabolism (633). 

Ferricenium salts (97) are very efficient ra- 

diosensitizers of hypoxic mammalian cells, 
achieving an enhancement ratio of 2 at 10 a, 
with little effect on oxygenated cells (634). Un- 
like other electron-affinic sensitizers, these 
compounds predominantly decrease the 
shoulder of the radiation survival curve. In 
that sense they resemble agents that inhibit 
DNA repair. Cu(1) salts have been reported to 
radiosensitize hypoxic bacterial or mamma- 
lian cells, but the mechanism has not been ex- 
plored (635). Metalloporphyrins, and particu- 
larly Co(II1) complexes, have been reported to 
preferentially radiosensitize hypoxic mamma- 
lian cells (636). Teicher et al. found various 
Co(II1) and Fe(II1) complexes to be hypoxic 
cell radiosensitizers (637). SN 24771 (98) is a 
cobalt (111)-nitrogen mustard complex that is 
selectively toxic to hypoxic cells (638). 

Cytotoxic platinum-containing drugs have 
been reported to have a more than additive 
effect on cell killing in combination with ion- 
izing radiation (346-399, 639). Clinical trials 
with cisplatin and radiation in inoperable non- 
small-cell lung cancer have shown better tu- 
mor control (640). Carboplatin appears to be 
as effective as cisplatin in sensitizing human 
lung cell lines to radiation in uitro, and is less 
toxic clinically (639). Because Pt is not redox 
active, the mechanism of radiosensitization is 
most likely related to Pt binding to cellular 
macromolecules. Cisplatin cytotoxicity is re- 
lated to its ability to produce DNA-DNA 
crosslinks. However, the mechanism of inter- 
action with radiation has not yet been 
established. 

Metal complexes of electron-affinic nitro- 
heterocyclics have been synthesized, with the 
rationale that the ability of metals to bind to 
DNA will localize the electron-affinic agents to 
DNA and therefore improve their efficacy as 
hypoxic cell radiosensitizers (641,642). Rh(I1) 
complexes appear to be particularly effective. 

2.1 0.2 Thiols and Miscellaneous Com- 
pounds. Although the best radioprotectors 
are thiols, several thiols, including isocys- 
teine, 13-homocysteine, and D-penicillamine, 
have been reported to be radiosensitizers 
(643). Thioglycol and thioglycolic acid also 
cause sensitization (644). Thiamine diphos- 
phate (645), riboflavin (646), and menadiol so- 
dium phosphate (Synkovit) (647) act as sensi- 
tizers in animals. Demecolcine sensitizes mice 
when administered 12 h before irradiation, 
but is radioprotective when given 48 h before 
irradiation (648). Sensitization of mice or rats 
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has also been reported for pentobarbital (6491, 
nalorphrine (6501, butanone peroxide (6511, 
methylhydrazine (6521, and cupric salts (653). 

2.1 0.3 Bacterial Sensitizers. Several com- 
pounds were found to sensitize bacterial cells 
to radiation in a series of studies in the 1960s 
in which the mechanism of sensitization is not 
clear. These include hadacidin (6541, chloral 
hydrate and other halides (6551, quaternary 
heterocycic salts, including phthalanilides, 
phenaziniums, and isoindoliniums (6561, 
methylhydrazine (6521, methylglyoxal (6571, 
tetracyclines (658), and irradiated cupric salts 
(659). 

3 SUMMARY AND PROSPECTS FOR 
FUTURE DEVELOPMENT OF CLINICAL 
RADIATION MODIFIERS 

A variety of approaches have been developed 
for diminishing the effects of radiation on nor- 
mal tissues or enhancing tumor cell killing by 
ionizing radiation. Nevertheless, it is not yet 
clear that these strategies will provide a ther- 
apeutic gain in radiation therapy. Results ob- 
tained with model systems do not always apply 
to more complicated biological systems. Many 
of these compounds have multiple pharmaco- 
logical actions, which are sometimes antago- 
nistic. Most often, agents have been tested 
clinically at suboptimal doses because of lim- 
iting toxicities, and the results have been in- 
conclusive. The possibility that radioprotec- 
tors could protect the tumor makes it difficult 
to test radioprotectors in the clinic. Unless the 
rationale for selective radioprotection of nor- 
mal tissues or radiosensitization of the tumor 
is foolproof, there is a risk in clinical testing 
because the clinical impact is often not known 
for several years. Nevertheless, several clini- 
cal trials are in progress, mostly with sensitiz- 
ers, and substantial new information is ex- 
pected from these trials within the next few 
years. 

Several problems make it particularly diffi- 
cult to develop clinical strategies for modifica- 
tion of radiation therapy. One problem is se- 
lective and effective drug delivery. Many of 
these compounds are metabolized or chemi- 
cally altered before they reach the target cells. 

Electron-affinic hypoxic cell radiosensitizers 
or bioreductive drugs that are excellent in 
vitro can be metabolically inactivated before 
they reach the hypoxic tumor cells. Reducing 
agents that might be excellent protectors in 
vitro can be inactivated by oxidation in vivo. 
Tumor vasculature is chaotic, creating prob- 
lems in drug delivery (660). The intermittent 
vascular occlusion that creates problems in 
drug delivery is the same phenomenon that 
creates the hypoxic areas that need to be sen- 
sitized. 

Selective drug delivery to the tumor is a 
difficult problem. Boron neutron-capture 
therapy, for example, depends entirely on se- 
lective uptake of the sensitizer in the tumor, 
and animal studies have suggested that this 
can be achieved, although the clinical results 
have not been as impressive. It is not enough 
to deliver more sensitizer to the tumor; it 
needs to be delivered to all the target cells in 
the tumor. The exponential relationship be- 
tween dose and cell killing means that an 
equal increment in radiation dose is required 
for each log of cell kill. It is therefore of little 
use to sensitize 90% or 99% of the cells; this 
only decreases the dose necessary to kill the 
first log or two of cells, but has no impact on 
the remaining lo7 or lo8 cells. The situation in 
normal tissues is the reverse. It is not enough , 
to protect some of the cells in the normal tis- 
sue because tissue damage can occur even if a 
small subset of these cells are killed, if their 
function is vital. In the case of early boron 
neutron-capture trials, it appears that accu- 
mulation of the sensitizer in the normal tissue 
vasculature negated the potential therapeutic 
gain that was expected from lower overall sen- 
sitizer concentrations in the normal tissue. 

Despite the problems, the outlook for radi- 
ation modifiers is good. The radiation dose- 
response relationships for both tumor cure 
and normal tissue damage are steep, so that 
the challenge for modifiers is not too great; 
even a 20% shift in either response curve 
should have a large impact on clinical results. 
The classical view of the mechanism of action 
of ionizing radiation is that all of the biological 
effects can be accounted for by cell killing that 
results from clustered DNA lesions. That par- 
ticular mechanism does not lend itself easily to 
differential modification of tumors and nor- 



mal tissues, given the same radiation chemis- 
try in both cases, with the exception that hy- 
poxic tumor cells can be targeted with specific 
strategies. However, it is now recognized that 
ionizing radiation produces subtle changes in 
cell function, in addition to classical reproduc- 
tive cell death, and that these other effects of 
radiation may be modifiable with agents that 
do not affect classical reproductive cell death 
(661). 

Cytokine cascades persist for months after 
radiation, possibly contributing to tissue fi- 
brosis, as a pathogenic mechanism (662,663). 
Dittman et al. (664) suggested that radiation- 
induced differentiation of progenitor fibro- 
blasts could be related to the development of 
tissue fibrosis, and they found that the Bow- 
man-Birk proteinase inhibitor can inhibit ra- 
diation-induced premature differentiation of 
these cells. Delayed mutagenesis and cell 
death that occurs many cell divisions postirra- 
diation could be attributed to an induced hy- 
permutability (665). There are indications 
that mutagenesis may be inhibitable with 
strategies that would not affect the formation 
of clustered DNA lesions that are thought to 
be responsible for classical reproductive cell 
death (666). Apoptosis is a regulated mecha- 
nism of cell death that occurs in certain cell 
t ~ e s  more than others, and can be modified 
with agents that do not affect classical repro- 
ductive cell death (324,667,668). Vascular ef- 
fects of radiation may be mediated in part by 
bioactive products that can be specifically an- 
tagonized (669-671). 

The implication of these new findings is 
that new types of modifiers can be developed 
that target a specific aspect of the mechanism 
of action of ionizing radiation. If the mecha- 
nism is more important to normal tissue than 
to the tumor, or vice versa, the modifiers 
would not have to be delivered differentially 
and selectivity would be achieved by mecha- 
nistic differences. 
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Figure 5.1. Structure of microvasculature. Endo- 
thelial cells (EC) form the wall of the microvessel 
and are surrounded by an extracellular matrix (EM) 
and pericytes (PI. 

1 INTRODUCTION 

This chapter focuses on well-defined chemical 
compounds that antagonize specific targets 
believed to be critical regulators of the angio- 
genic process. These compounds have mainly 
been tested in the clinic for their ability to 
disrupt tumor-driven angiogenesis. It is note- 
worthy that very few antiangiogenic agents 
have thus far been successful in clinical trials. 

2 FORMATION OF BLOOD VESSELS 

2.1 Structure of Blood Vessels 

Endothelial cells line the lumens of blood ves- 
sels (1, 2). In capillaries (i.e., small blood ves- 
sels, or microvessels), the endothelial cells are 
surrounded by a single layer of pericytes em- 
bedded in a basement membrane (also known 
as the basal lamina), whereas in large blood 
vessels (i.e., arteries and veins), endothelial 
cells rest on a lamina, which is encircled by 
multiple layers of smooth muscle cells (Fig. 
5.1). Pericytes (which express a-smooth mus- 
cle actin) and the smooth muscle cells are 
thought to regulate blood flow, as well as to 
stabilize the vasculature (1-3). 

2.2 General Description of Angiogenesis 

The process by which new vasculature arises 
from preexisting blood vessels is known as an- 

giogenesis (4, 5) (Fig. 5.2). This proces 
mains imperfectly understood. Endotk 
cells are nonmigratory and quiescent 
These cells become "activated" when thl 
mulative effects of proangiogenic stimul 
sufficient to overcome the influence of 
antiangiogenic regulators (5). Endotk 
cells of normal blood vessels rest on a 1 
ment membrane (1, 2) (Fig. 5.1). For ti 
genesis to proceed in response to a stim 
the endothelial cells must first detach 
one another and degrade this basement n 
brane (4,5,7). Once released from these I 
ical constraints, the endothelial cells begii 
grating in a column toward the source o 
proangiogenic stimulus. Cell division occ~  
the front of the advancing column, wht 
cell differentiation occurs in the rear. Thi 
ferentiated endothelial cells adhere to on 
other and begin the process of forming a 
capillary. Maturation of the capillaries i 
lieved to be regulated by newly recruited 
cytes, which are thought to suppress endl 
lial cell proliferation, as well as to collabc 
with the endothelial cells in the synthesi: 
basement membrane (2, 3, 8, 9). 

3 COMPOUNDS THAT INHIBIT 
ANGIOGENESIS 

3.1 Inhibitors of Proteolysis 

The major structural components of blooc 
sel basement membranes are collager 
laminin, and heparan sulfate proteoglj 
(HSPGs) (10-13). Endothelial cells u 
group of zinc-binding endopeptidases, k~ 
as matrix metalloproteinases (MMPs), t 
grade these components and breach the 
ment membrane (13-19). They also use 1 

enzymes to migrate through the extracel 
matrix of the perivascular stroma (whi 
predominantly composed of collagens I 
and VII, fibronectin, and HSPGs) towar 
proangiogenic stimulus (13, 14). 

A number of synthetic substrate anal( 
hibitors of MMPs with antiangiogenic acl 
have been developed (20,21) (Table 5.1). 
of the most potent broad-spectrum inhil: 



ompounds That Inhibit Angiogenesis 

LMP activity, marimastat and batimastat, 
collagen peptidomimetics coupled to the 

:-binding group, hydroxamic acid (Fig. 5.3) 
15, 22, 23). These inhibitors bind to the 

ve site of MMPs, which contains a zinc 
n. They have been shown to be capable of 
ibiting the formation of microvessels in 
o (24) and angiogenesis in animal models 
1. Unfortunately, clinical trials using these 
other MMP inhibitors to treat angiogenic- 
?d diseases (such as cancer) have not been 
rly successful (20, 21). The reasons for the 
:of success of MMP inhibitors in the clinic 
lain obscure, although it has become obvi- 
that the roles played by MMPs during an- 
~enesis in vivo require further clarification 
). 

Figure 5.2. The angiogenic process. (a) 
The lumen of a mature microvessel is 
formed by endothelial cells (EC), which 
are supported by pericytes (P) and an 
extracellular matrix (EM). (b) After re- 
ceiving an angiogenic signal, endothelial 
cells secrete enzymes (matrix metallo- 
proteinases) that degrade the extracel- 
lular matrix, thus allowing them to mi- 
grate into the surrounding stroma. (c, d) 
The migrating endothelial cells proceed 
to form a microvascular column, or 
sprout. (e) Finally, the sprouts coalesce 
to from intact vessels. Further details 
concerning the angiogenic process are 
given in the text. 

3.2 Inhibitors of Growth Factor Receptor 
Function 

The ability of receptor tyrosine kinases 
(RTKs) and their growth factor ligands to reg- 
ulate angiogenesis has been extensively docu- 
mented (5,8,9,  17,26,27). RTKs are integral 
membrane glycoproteins that exist as mono- 
mers on the cell surface (26, 27). They form 
dimers upon binding to their ligands. This 
triggers their intracellular kinase domain to 
catalyze the transfer of phosphate from ATP 
to protein substrates, thus initiating signaling 
cascades that ultimately cause changes in 
gene expression (26-30). 

Vascular endothelial growth factor (VEGF), 
fibroblast growth factor (FGF), and platelet- 

Table 5.1 MMP Inhibitors with Demonstrated Antiangiogenic Activity" 

Inhibitor Class Company 

Marimastat Peptidomimetic British Biotech 
Batimastat Peptidomimetic British Biotech 
AG3340 Nonpeptidomimetic Aguoron Pharmaceuticals 
Bay 12-9566 Nonpeptidomimetic Bayer Corporation 
BMS-275291 Nonpeptidomimetic Bristol-Myers Squibb 
CGS 27023A Nonpeptidomimetic Novartis Pharmaceuticals 

"Modified from Ref. 20. 
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Figure 5.3. Structures of ma- 
trix metalloproteinase inhibitors. 

derived growth factor (PDGF) are considered 
to be the most important positive regulators of 
angiogenesis (1,5,8,9). VEGF and FGF stim- 
ulate endothelial cell migration, proliferation, 
and survival (1, 9, 17, 28, 31, 32), whereas 
PDGF regulates pericyte recruitment to im- 
mature microvessels (3,8). In addition, VEGF 
is a potent inducer of vascular permeability, 
causing the detachment of endothelial cells 
from one another within microvessels (33,341. 
This is likely to be the first step in the angio- 
genic process. Endothelial cells express the 
RTKs for VEGF, PDGF, and FGF (VEGF-R, 
PDGF-R, and FGF-R, respectively), whereas 
pericytes express FGF-R and PDGF-R (2,351. 

Two inhibitors of VEGF-R (also known as 
Flk-l/KDR) kinase activity are SU5416 and 

Batimastat 

ZD4190 (Table 5.2) (26, 36). SU5416 and 
ZD4190 have indolinone and quinazoline core 
structures, respectively (Fig. 5.4). A third 
broad-spectrum RTK inhibitor with an indo- 
linone structure is SU6668 (37). Crystallo- 
graphic studies have shown that SU6668 in- 
teracts with amino acids at the entrance to the 
ATP-binding site in the RTKs. 

Because VEGF, FGF, and PDGF are all 
positive regulators of angiogenesis, it is not 
surprising that SU6668 is a more potent in- 
hibitor of angiogenesis than agents (such as 
SU5416) that target only a single angiogenic 
factor (35, 37). SU6668 has been shown to in- 
hibit VEGF- and FGF-induced endothelial cell 
proliferation in vitro and cause endothelial 
cell apoptosis within tumors in vivo (35, 37). 

Table 5.2 RTK Inhibitors with Demonstrated Antiangiogenic Activity" 

Inhibitor Target Company Clinical Trial 

SU5416 VEGF-R Sugen Phase I11 (colorectal cancer) 
SU6668 VEGF-R, FGF-R, PDGF-R Sugen Phase I 
ZD4190 VEGF-R AstraZeneca Discontinued 

"Modified from Ref. 26. 
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5.4. Structures of receptor tyrosine kinase 

rthermore, this agent also caused a de- 
ase in pericyte vessel coverage within the 
ly formed vasculature of tumors in vivo 
Collectively, these observations suggest 
agents capable of simultaneously antago- 

ing the activity of multiple RTKs should be 
ffective inhibitors of angiogenesis in the 

Inhibitors of Endothelial Cell Migration 

grins mediate the migration of endothelial 
through the extracellular matrix (38-41). 

ese cell surface receptors are heterodimers 
sed of a- and P-subunits (42, 43). The 

egms a&,, a,&, and a,& have been 
wn to play pivotal roles during angiogene- 
38-41). These integrins all recognize the 
o acid sequence Arg-Gly-Asp (RGD), 

ich is found within many extracellular ma- 

Figure 5.5. Structure of cyclo(RGDf-N(Me)V-). 
SU6668 

trix proteins (such as fibronectin) (44). They 
Br bind to RGD-containing proteins with differ- 'aF ent affinities, thus making it possible to design 

antagonists that are specific for individual in- 
tegrins (45-47). ~ 3 y y :  Linear (44) and cyclic (41, 45, 46) peptides 

N= containing the RGD sequence have been de- 

L L o  veloped that inhibit the interaction between 
integrins and various RGD-containing extra- 

ZU4190 cellular matrix proteins. Cyclic RGD-contain- - - 
ing peptide antagonists of integrin a$, have 
been shown to block angiogenesis (41, 45). 
Currently, the integrin a,& antagonist cyclo 
(RGDf-N(Me)V-) (code EMD121974; Merck, 
Darmstadt, Germany) (Fig. 5.5) is in phase 1/11 
clinical trials for Kaposi's sarcoma, brain tu- 
mors, and solid tumors (48). 

3.4 Disruptors of the Endothelial Cell 
Cytoskeleton 

Microtubules are an integral component of the 
endothelial cell cytoskeleton (49). They are in- 

OH 

Figure 5.6. Structure of combretastatin A4. 
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Table 5.3 Examples of Angiogenesis-Related Conditionsa 

Malignant tumors 
Trachoma 
Meningioma 
Hemangioma 
Angiofibroma 
Diabetic retinopathy 
Neovascular glaucoma 
Macular degeneration 
Vascular restenosis 
Corneal graft neovascularization 
Arteriovenous malformations 
Hemorrhagic telangiectasia 

Synovitis 
Hemophilic joints 
Psoriasis 
Pyogenic granuloma 
Atherosclerotic plaques 
Hypertrophic scars 
Retrolental fibroplasias 
Scleroderma 
Vascular adhesions 
Dermatitis 
Endometriosis 
Rheumatoid arthritis 

"From Ref. 63. 

volved in regulating endothelial cell shape and 
division (49-52). Microtubules are composed 
of tubulin polymers (53). Drugs capable of in- 
terfering with tubulin polymerization would 
therefore be expected to be effective antiangio- 
genic agents (54). 

Combretastatin A4 (Fig. 5.6) is a tubulin- 
binding compound that was initially isolated 
from the South African tree Combretan 
caffrum (55, 56). This lipophilic cis stilbene 
destabilizes microtubules, thus affecting the 
cytoskeleton of dividing endothelial cells, 
causing apoptosis and inhibiting angiogenesis 
(53, 54,56-58). 

The solubility of combretastatin A4 was in- 
creased by attaching a phosphate moiety (59). 
The resulting compound, combretastatin A4 
3-o-phosphate is a water-soluble prodrug 
whose phosphate moiety is cleaved in vivo by 
serum phosphatases to generate the active 
drug. This prodrug (developed by Oxigene 
Inc.) is currently in phase I clinical trials to 
evaluate its effects on tumor vasculature (54, 
60). 

4 SUMMARY AND FUTURE DIRECTIONS 

Synthetic antiangiogenic compounds directed 
against four main groups of targets are cur- 
rently being tested in the clinic: MMP, RTK, 
integrin, and microtubule antagonists. The 
preliminary clinical results obtained using 
most of these antagonists have been encourag- 
ing. 

In view of the success of RTK antagonists 
in the clinic, a potentially promising area of 
investigation would be the development of 

compounds that antagonize the interaction 
between growth factors and their RTKs. Fur- 
thermore, in light of the clinical results ob- 
tained using antagonists of cell surface adhe- 
sion molecules (integrins), it would seem 
reasonable to target other adhesion molecules 
such as VE-cadherin and N-cadherin (1). 

Only a few synthetic drugs have thus far 
been developed that are directed against spe- 
cific proteins involved in angiogenesis. Al- 
though angiogenesis has been well described 
from a morphological perspective, there is a 
need to more precisely define the molecular 
mechanisms regulating this process (61, 62). 
Only then can new drugs be developed that are 
capable of modulating angiogenesis. 

Most of the clinical trials to date have fo- 
cused on determining the ability of antiangio- 
genic agents to prevent malignant tumor neo- 
vascularization. Angiogenesis has also been 
implicated in a wide variety of nonneoplastic 
diseases (Table 5.3) (63). Further clinical re- 
search is necessary to determine whether an- 
tiangiogenic agents will be useful in the treat- 
ment of these diseases. 
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